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D. Dimitrov 
 
 

Dear Colleagues, 
 

It’s my privilege to thanks to all of you for your contributions submitted at 6th regu-
lar International Conference on ‘Communication, Electromagnetic and Medical Applica-
tions’ CEMA’11. This is one conference which should help future collaboration between 
engineering, especially communication technologies and medicine. This is an important 
scientific event not only in Balkan region, but in Europe, also. The International Confer-
ence on Communication, Electromagnetism and Medical Application CEMA’11 is dedi-
cated to all essential aspects of the development of global information and communication 
technologies and their impact for medicine. The objective of Conference is to bring to-
gether lecturers, researchers and practitioners from different countries, working on the 
field of communication, electromagnetism and medical applications, computer simulation 
of electromagnetic field, in order to exchange information and bring new contribution to 
this important field of engineering design and application in medicine. The Conference 
will bring you the latest ideas and development of the tools for the above mentioned scien-
tific areas directly from their inventors. The objective of the Conference is also to bring to-
gether the academic community, researchers and practitioners working in the field of 
Communication, Electromagnetic and Medical Applications, not only from all over Euro-
pe, but  also from America and Asia,  in order to exchange information and present new 
scientific and technical contributions. Many well known scientists took part in conference 
preparation as members of International Scientific Committee or/and as reviewers of 
submitted paper. I would like to thanks to all of them for their efforts, for their suggestions 
and advices.  

On behalf of the International Scientific Committee, I would like to wish you success-
ful presentations of your papers, successful discussions and new collaborations for your 
future scientific investigations. Engineering and medicine should provide high level of live 
for all people. 
 
 

Dimiter Tz. Dimitrov 
Conference Chairman 
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Abstract 

Autofocus is a technique for improving inverse synthetic aper-
ture radar (ISAR) imaging.      

In this paper, an autofocusing method is developed for high-
resolution stepped-frequency ISAR. Non-uniform rotational 
motion is compensated through the proposed combination of 
a conventional coarse range alignment technique and a re-
cently introduced post-processing methodology. In this way, 
the computa-tional cost of polar reformatting process can be 
circumvented. The proposed CPI-split autofocusing process 
results in well focused ISAR images for high angular accele-
ration periods. Emphasis is placed on further reduction of the 
computational cost and the storage requirements by applying 
this post-processing methodology on the range profile history 
data. 

Furthermore, ISAR images entropy dependencies are exami-
ned through various simulation results, leading to an accept-
able range of entropy values for the autofocusing process.   
 
 

1. Introduction 

Inverse synthetic aperture radar (ISAR) is a kind of 
a microwave imaging system that exploits signal 
processing techniques to provide 2-D imaging re-
sults for a non-cooperative moving target and can 
be used for both military and civilian purposes. High 
bandwidth pulses are transmitted, target echoes at 
different aspect angles are received and are proc-
essed coherently to form the target image. One of 
the fundamental steps of the ISAR technique is the 
image focusing or motion compensation [1-8]. 

In real-world ISAR imaging scenarios, the target 
being imaged is often engaged in complicated ma-
neuvers and the motion of the target can be divided 
into translational and rotational motion. The rota-
tional motion contributes to imaging, whereas the 
transla-tional motion introduces unwanted phase 
distortion, which is dependent on the target motion 
parameters [2, 3]. Uniform rotation is necessary to 

attain efficient cross-range resolution, while non-
uniform rotation may significantly degrade the ac-
quired ISAR image quality. Polar reformatting [1] is 
a multi-step interpolation process to compensate for 
rotational motion impair-ment, with considerable 
computational complexity. It is based on rotational 
motion parameters, which are unknown for non-
cooperative radar targets. 

In the context of this paper, a range profile align-
ment technique is combined with an autofocusing 
post-processing algorithm for ISAR image optimiza-
tion. Scatterers’ migration through resolution cells 
(MTRC) due to non-uniform rotation [1] can be cor-
rected by the proposed methodology, and ISAR 
image quality can be improved before further target 
classification or identification procedures are ap-
plied. 

Usually, autofocusing is based upon an image en-
tropy minimization criterion [3, 5], which is also 
adopted in the present study. Alternatively, auto-
focusing can be achieved via image contrast maxi-
mization [6]. In this paper, a conventional coarse 
range alignment technique, which is based on 
cross-correlation, is first applied on raw radar data. 
Following the rotational range migration (RRM) cor-
rection, the recently proposed CPI-split autofocus-
ing method [9] is initiated on aligned range profile 
history data. Small, rapidly maneuvering air targets 
are the typical ISAR imaging scenario we examine. 

Based on an acceptable range of image entropy 
values, the proposed autofocusing algorithm neg-
lects range profiles leading to poor quality ISAR 
images. Numerical results validate the image focu-
sing capabi-lity of the proposed method. In order to 
quantify the ISAR image entropy variation with 
respect to signal-to-noise ratio, aspect angle and 
target angular accele-ration, a thorough statistical 
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analysis is performed based on various Monte-
Carlo trials. 

In Section 2, we briefly describe the basic points of 
the proposed autofocusing method, and in Section 
3 we present simulation results for a typical ISAR 
imaging scenario of a fighter aircraft. Finally, useful 
conclusions are drawn for future research on ISAR 
image autofocus. 

 

2. Proposed autofocusing algorithm 

The conventional range-Doppler technique [1, 2] for 
ISAR image generation is adopted in the present 
study. In case of uniform target rotation, polar 
reformatting process [1] is usually employed to 
counteract the distortion induced by target rotation 
(range and cross-range migration) [10]. This pro-
cess can also be applied to compensate non-uni-
form rotational motion, but it requires the knowledge 
of specific kinematic parameters of the target (itera-
tive search for angular velocity and acceleration) 
and computationally intensive interpolation proce-
dures. 

In our study, we assume that the target size does 
not exceed the practical limit of blur radius [1]. 
Thus, polar reformatting can be avoided for the ca-
se of uniform rotation. In case of non-uniform target 
rotation (constant angular acceleration), we propo-
se a novel, heuristic autofocusing algorithm to com-
pensate for the ISAR image blurring. The entropy 
H  of the power normalized ISAR image is calcu-
lated [8], and, if it exceeds a certain threshold thrH , 

a post-processing methodology is followed to sub-
stitute the received signal part that is affected by 
the target angular acceleration. Range tracking is 
also performed through cross-correlation of range 
profiles with a reference average range profile for 
the first CPI of the examined ISAR data. Due to 
RRM restriction in relative aspect angle difference 

between two range profiles ( s
RRM

D

r
Tθ ∆∆ = , whe-

re sr∆  is the range resolution and DT  is the target 

extent) [11], we select to group range profiles (CPI 
partition) and compute an average range profile for 
each CPI part, which is cross-correlated with the 
reference one to derive the required alignment as 
an integer number of range cells. 

The diagram of Fig. 1 depicts the post-processing 
methodology of the proposed CPI-split autofocusing 
method [9]. It is based on the partition and the con-

catenation of the range profile data matrices of two 
consecutive CPIs. 

Naming the CPI during which accelerated rotational 
motion is exhibited as “unfocused CPI”, two differ-
rent range profile data segments are formed. Con-
catenated parts of the unfocused CPI and the CPI 
preceding it (“previous CPI” in Fig. 1) form “seg-
ment 1”. Similarly, “segment 2” is formed by conca-
tenating parts of the unfocused CPI and the CPI 
following it (“next CPI” in Fig. 1). 

The CPI-split autofocusing method consists of a 

variable number of stages ( stagesN ), associated 

with the split depth as a fraction of CPI. In view of 
hardware implementation cost reduction, the CPI 
divisor is chosen to be a power-of-two number, in-
creasing by a factor of two from stage to stage. By 
applying the proposed method on the range profile 
data, we save the first Fourier transform in conven-
tional range-Doppler imaging and the computational 
complexity is significantly reduced. 

In Fig. 1, the partition and concatenation methodo-
logy of the 3rd stage ( 8

CPI ) of CPI-split algorithm is 

graphically depicted. The main concept is the same 
for all stages of the algorithm ( 2

CPI , 4
CPI , etc.). 

The vertical axis of Fig. 1 includes the burst index 
and the horizontal axis includes the range cell in-
dex. Blue and red, numbered ellipsoids indicate re-
spectively the possible data combinations of seg-
ment 1 and segment 2. The term combination refers 
to the concatenation of data parts of two consecu-
tive CPIs. In general, the two data parts to be com-
bined have different sizes in terms of number of 
bursts, with the exception of 2

CPI – stage. Dashed 

ellipsoids denote those data combinations that are 
already examined in previous CPI-split stages, 
which are excluded for an efficient algorithm imple-
mentation. The number of possible combinations 
per segment for the i - th CPI-split stage is 

( )1
, 2 1, ,i

i comb stagesN i N−= = K               (1) 

In our simulations, we set stagesN  to 4, resulting in a 

total number of 30 examined data combinations. 
For each data combination, an ISAR image is for-
med through two-dimensional Fourier transform and 
its respective entropy value is computed [8]. At 
each CPI-split stage, we can either pick the ISAR 
image with the minimum entropy value or the first 
ISAR image resulting in an entropy value within an 
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acceptable range. By setting an appropriate range 
of acceptable entropy values, the algorithm can be 
stopped at an early CPI-split stage, saving compu-
tational time while still satisfying ISAR image focus 
criteria. 

In order to determine the appropriate values for the 
entropy threshold thrH , as well as the lower ( lowH ) 

and upper ( uppH ) bounds for the acceptable entro-

py range, we perform various Monte-Carlo simula-
tions to quantify the entropy variation with respect 
to signal-to-noise ratio (SNR), aspect angle and 
angular acceleration. 

In Fig. 2, the probability distribution function (PDF) 
of the image entropy is plotted for both uniform and 
non-uniform rotation, for SNR equal to 15dB. The 
angular sector examined is approximately 18.3o, 
corresponding to 10 CPIs. For the non-uniform rota-
tion case, angular acceleration is set to 0.64 rad/ 
sec2. These PDF graphs result from 100 Monte-
Carlo trials. The first graph provides us with the ac-
ceptable entropy bounds, lowH  and uppH , while the 

second graph gives us the appropriate entropy 
threshold thrH . 

 

 

 

 

 

 

Fig. 2. Probability distribution functions of ISAR image 
entropy, for SNR=15dB: a – uniform rotation;  

b – non-uniform rotation 

 

3. Numerical results 

The simulated target geometry is shown in Fig. 3. It 
is a point scatterer model of a Mirage 2000C air-
craft, consisting of 208 scatterers, with length of 
14.5m and wingspan 9.0m. Radar and target mo-
tion parameters for our ISAR numerical simulations 
are included in Table 1. 

 

 

Fig. 3. Geometry of simulated Mirage 2000C target 

Table 1. ISAR simulation parameters 
 

Parameter Value [units] 

initial carrier frequency,   f0 10 [GHz] 

range resolution, ∆rs 0.46875 [m] 

cross-range resolution, ∆rc 0.47244 [m] 

radar bandwidth,  Β 320 [MHz] 

number of frequencies,  M 64 

frequency step,  ∆f 5 [MHz] 

pulse repetition frequency,  PRF 15 [KHz] 

burst duration,  Tb 4.266 [msec] 

coherent processing interval, CPI 0.546 [sec] 

number of bursts,  N 128 

Fig. 1. Post-processing methodology of the proposed  

autofocusing algorithm: 8
CPI −  stage 

previous 
CPI 

unfocused 
CPI 

next 
CPI 

 

 

segment 2 

segment 1 

 
 
 
2 

4 
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2 

4 

3 

CPI/8 
CPI/4 

CPI/2 
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number of CPIs, NCPI 10 

angular velocity,  ω 0.0586 [rad/sec] 

angular acceleration,  γ 0.64 [rad/sec2] 

Backscattered radar data ( ),x m n  are simulated 

through the following formula [3] 

( ) ( ) ( )4

1
, exp cos sin ,

d

k m k n k nc
k

x m n s j f x y u m nπ θ θ
=

 = − − + ∑
 

(2)
                                                                             

here d − the number of scatterers; ks − the scatter-

ing intensity of k -th point scatterer; ( , )k kx y − the 

Cartesian coordinates of k -th point scatterer, with 

respect to the radar position; m − the stepped fre-

quency index ( 1, , )m M= K ; n − the burst index 

( 1, , )CPIn N N= ⋅K  for a number of simulated CPIs 

( )CPIN ; N − the number of bursts during one CPI; 

( ),u m n − the two-dimensional additive white Gaus-

sian noise component.  

The aspect angle nθ  of the target at slow-time in-

stant nt  is simulated as 

( )21
0 2

0

, ( )

,

n n start
n

n

t t t angular acceleration period s

t otherwise

θ ω γθ
θ ω

 + + −=
+

    

(3)
                                   

 

here 0θ − the initial aspect angle of the target, as-

sumed to be at a distance of 10 Km; ω − the angu-

lar velocity; γ − the angular acceleration; startt − the 

time instant at which an angular acceleration period 
begins.  

In our numerical simulations, CPIN  raw data matri-

ces are formed through Eq. (2), assuming uniform 
rotation, except for particular angular acceleration 
periods (4th and 8th CPI). Angular acceleration is 
induced over the specific CPIs through Eq. (3), af-
fecting the respective raw data (rapid angular ma-
neuvers). 

The simulated rotational motion profile is shown in 
Fig. 4, zoomed in the region of the 4th CPI, whose 
start and end time instants are noted by the blue 
vertical lines. Time is indexed in units of burst dura-
tion (slow-time). Angular variation between uniform 
and non-uniform rotation periods is smoothed by 
applying a moving average filter of size 8

N . The 

same profile is also simulated for the 8th CPI. 

 

 

Fig. 4. Simulated rotational motion profile (4th CPI region) 

In our simulation scenario, the ISAR images for 10 
CPIs are reconstructed through range-Doppler 
technique, and the entropy values of the power nor-
malized images are computed [8]. For each CPI 
with image entropy greater than a certain threshold 
( thrH H> ), the proposed CPI-split autofocusing 

algorithm is employed, resulting in a focused image 
with the minimum entropy over a number of possi-
ble data combinations. 

ISAR image entropy variation with respect to SNR 
and γ  is characterized via 100 Monte-Carlo simula-

tions, carried out for both uniform and non-uniform 
rotation. Numerical results for entropy variation are 
shown in Fig. 5. The angular sector scanned is ap-
proximately 18.3o, with 0θ  set to 0o. For uniform 

rotation (angular velocity as in Table 1), strong de-
pendence on SNR is observed (for both mean value 
and standard deviation of image entropy), while the 
effect of CPI index variation is more obvious for 
high SNR levels. For non-uniform rotation, angular 
acceleration γ  is varied in the range [-0.64, 0.64] 

rad/sec2, for SNR equal to 15dB and for two specif-
ic CPI indices (angular acceleration periods).  

The lower and upper bounds for the acceptable en-
tropy range (as a stop condition for the proposed 
autofocusing methodology) can be determined by a 
statistical analysis of Monte-Carlo simulation re-
sults. For constant angular velocity, we define the 
ISAR image entropy function with respect to CPI 

index ( CPIn ), SNR and γ , as ( ), ,CPIH n SNR γ . 

The entropy bounds that guarantee ISAR image 
focus are calculated by 

( ){ }{ }min min , , 0 2
CPI

low CPI H
n SNR

H H n SNR γ σ= = − ⋅     

(4) 

( ){ }{ }max max , , 0 2
CPI

upp CPI H
n SNR

H H n SNR γ σ= = + ⋅    

(5) 
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here { }min
CPIn

x − the minimum value of x  over CPI 

index;
 

{ }min
SNR

x − the minimum value of x , over all 

Monte-Carlo trials, for a particular SNR; Hσ − the 

mean value of the standard deviation of image en-

tropy, over CPI index, for 0γ = ; 2 Hσ⋅ − the select-

ed safety margin for the two entropy bounds. 

The entropy threshold thrH  can be arbitrarily cho-

sen in the range 

( ){ }{ } ,min min , , 2
CPI

upp thr CPI H
n SNR

H H H n SNR γγ σ< ≤ − ⋅
 
  

(6) 

here ,H γσ − the mean value of the standard devia-

tion of image entropy, over CPI index, for the simu-
lated value of γ . 
 

 

Fig. 5. ISAR image entropy: a – uniform rotation, variation 
over SNR and CPI index; b – non-uniform rotation, 
variation over γ, for specific CPIs and SNR=15dB 

 
In Table 2, the selected values of entropy bounds 
and entropy threshold are cited. 

 
Table 2. Selected entropy bounds and entropy threshold 

 

Algorithm Parameter Value 

lower entropy bound, lowH  5.7586 

upper entropy bound, uppH  5.9460 

entropy threshold, thrH  6.0000 

 

In Fig. 6(a) the average range profile for the 1st CPI 
is shown. It is used as the reference profile for the 
cross-correlation based range alignment procedure. 
Similar average range profiles are computed for 
each CPI part. In our scenario, RRMθ∆  is 

approximately 1.88o, leading to averaging over the 
whole CPI in case of uniform rotation and over 

2
CPI  in case of rotational acceleration. In Fig. 6(b) 

the range profile history for the 8th CPI, after range 
alignment application, is shown. In Fig. 7, recon-
structed ISAR images are presented for SNR equal 
to 15dB and γ  set to 0.64 rad/sec2 for the 8th CPI. 

A set of images is included: previous CPI, 
unfocused CPI, next CPI and unfocused CPI after 
the application of CPI-split auto-focusing algorithm. 
We can easily notice that the proposed 
autofocusing process eliminates the significant 
ISAR image smearing (Fig. 7, b). 

The entropy values for the obtained ISAR images 
for both 4th and 8th CPI are included in Table 3. 
Focus improvement is also validated through these 
results. It is remarkable that the algorithm reaches 
the optimum combination (minimum entropy) at 
different CPI-split stages for each unfocused CPI, 
due to aspect angle variation of image quality. 

 
Table 3. Entropy values for presented ISAR images 

 

ISAR Image Case Entropy Minimum Entropy 
Combination 

3rd CPI 
4th CPI, Unfocused 
5th CPI 

5.8814 
6.9807 
5.7726 

 

4th CPI, Focused 5.7696 stage 2, segment 1, 
comb. 1 

7th CPI 
8th CPI, Unfocused 
9th CPI 

5.9072 
7.0197 
5.7563 

 

8th CPI, Focused 5.7621 stage 4, segment 2, 
comb. 8 

 

Conclusions 
 
In this paper, an ISAR autofocusing method is de-
veloped for small, rapidly maneuvering air targets. 
Accelerated rotational motion is compensated 
through the combination of a conventional range 
alignment technique and the proposed autofocusing 
algorithm. In this way, the computational complexity 
of the polar reformatting process can be avoided. 
Based on ISAR image entropy minimization crite-
rion, the proposed algorithm neglects data leading 
to ISAR images of poor quality and uses only data 
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leading to ISAR images of superior quality. Simula-
tion results verify the adaptiveness of the autofocu-
sing procedure to different ISAR imaging conditi-
ons. Moreover, the ISAR image entropy variation 
with respect to aspect angle, signal-to-noise ratio 

and target rotation parameters is quantified. This is 
considered to be the first step towards the automa-
tion of the proposed autofocusing algorithm, for ap-
plication to real field data. 

 

 

Fig. 6. a – Average range profile for 1st CPI (reference range profile for cross-correlation based range alignment);  
b – Range profile history for 8th CPI, after range alignment 

Fig. 7. Reconstructed ISAR images: a – 7th CPI (previous CPI); b – 8th CPI (unfocused CPI); c – 9th CPI (next CPI);  
d – 8th CPI, after CPI-split autofocusing 
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Abstract 

Diffraction of an unsymmetrical electromagnetic wave by a long pipe coaxially oriented inside an infinite waveguide is considered. 
The corresponding boundary value problem is reduced to a system of singular integral equations concerning the Fourier component 
of the surface current density. The exact solution of the above system of equations is constructed by the Wiener-Hopf-Fok method in 
a class of analytical functions and it is defined in the form of sum of partial waves. 

 

1. Introduction 

Unsymmetrical Enm (electrical or TM) and Hnm (magnetic or TE) waves (m = 1, 2, 3, …) differ from symmetrical 
waves (m = 0) that the diffraction field of unsymmetrical waves is characterized by two scalar functions which 
correspond to a longitudinal component of electric and magnetic Hertz’s vectors according to the following 
equations [1]:  

 0sin( ) ( , )e
z m r zΠ = ϕ + ϕ Π ,   0cos( ) ( , )m

z m r zΠ = ϕ + ϕ Π% . 

The presence of the two Hertz potentials complicates the derivation of the boundary value problem by Wiener-
Hopf-Fok method [2, 3]. However the exact solution of this problem can be obtained by some generalization of 
the corresponding axially symmetrical problem.  

Electromagnetic fields are expressed in terms of the functions Π  and Π%  as follows:  

 

 
2

0sin( )r
mk

E m i W
r z r

 ∂= ϕ + ϕ Π − Π ∂ ∂ 

% , 

 0cos( )
m

E m ikW
r z rϕ

∂ ∂ = ϕ + ϕ Π − Π ∂ ∂ 
% , 

 
2

2
0 2

sin( )zE m k
z

 ∂= ϕ + ϕ + Π ∂ 
, 

 
2

1
0cos( )r

mk
H m i W

r z r
− ∂= ϕ + ϕ Π − Π ∂ ∂ 

% , 

 1
0sin( )

m
H m ikW

r z r
−

ϕ
∂ ∂ = − ϕ + ϕ Π − Π ∂ ∂ 

% , 
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 Π








+

∂
∂ϕ+ϕ= ~

)cos( 2
2

2

0 k
z

mH z ,   W
µ=
ε

,   k
c

ω= . 

The constant angle ϕ0 is determined by polarization of the wave impinging on the end of the circular wave-
guide. 

Note that electromagnetic field of mnE  waves is defined by electric Hertz function Π  from the abovemen-

tioned formulas, and electromagnetic field of waves mnH   by magnetic Hertz function Π% .  

Thus  it is necessary to consider jointly  unsymmetrical waves 1mE , 2mE , … and 1mH , 2mH , … for the 

given value m (m=1, 2, 3 …), as they are transformed each other at reflection from the end of the waveguide.  

2. Statement of the problem 

Let two waves are incident from the right to the left  at the end of the long pipe with infinitely thin wall of radius 
a1 located coaxially in the basic waveguide of radius a: one is unsymmetrical TM-wave with amplitude A and 

wave number h and the other is unsymmetrical TE-wave with amplitude B and wave number h%  (fig. 1). 

 

Fig. 1 

 
The problem solution should satisfy the following boundary conditions: 
 

 0zE Eϕ= =  at ,r a z= − ∞ < < ∞ ; r=a1, 0 z l≤ ≤ , (1) 

 1 1( 0, , ) ( 0, , ) 0z zJ H a z H a zϕ = − ϕ − + ϕ =  at 0z < , z l> , (2) 

 1 1( 0, , ) ( 0, , ) 0zJ H a z H a zϕ ϕ= + ϕ − − ϕ =  at 0z ≤ , z l≥ , (3) 

where Jϕ , zJ are azimuthally and longitudinal components of the surface current density.  

The electrical and magnetic Hertz functions Π and Π%  should be the solutions of the equation: 

 

 
2 2

2
2 2

1
0

m
r k

r r r z r

 ∂ ∂ ∂ Π + Π + − Π =  ∂ ∂ ∂   
. (4) 

3. Solution of the problem 

We are looking for Hertz functions according to equation (4) in the following form [1]: 

a 

z 

a 1
 

z = 0 z = l 
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 1 exp( )L( , )F( )
2

C

a
i W iwz r w w dw

k

πΠ = − ∫ , (5) 

 1 ( )
exp( ) ( , )

2 v
C

a F w
iwz L r w dw

πΠ = ∫% , (6) 

where 
2 2v k w= − , 

 1 1

1 1

J (v )( , ),1
L( , )

J (v )( , ),J (v )
m

mm

r a a r a
r w

a r a r aa

≤
=  ≥

, 

 1 1

1 1

J (v )( , ),1
( , )

J (v )( , ),J (v )
m

mm

r a a r a
L r w

a r a r aa

′ ′ ≤
=  ′ ′′ ≥

, 

 ( , ) J (v ) N (v ) J (v ) N (v )m m m mr a r a a r= − , 

 ( , ) J (v ) N (v ) J (v ) N (v )m m m mr a r a a r′ ′ ′= − , 

 ( , ) J (v ) N (v ) J (v ) N (v )m m m mr a r a a r′ ′ ′ ′ ′ ′= − , 

J ( )m x  is the Bessel function, N ( )m x  is the Neumann function, С is the integration contour in the complex 

plane w lying along the real axis and consisting of an infinitely narrow loop enveloping a point h and h%  from 
below, F and F are the decision functions.  

The boundary value problem is reduced with the help of the boundary conditions (1) – (3) to the system of the 
following functional integral equations:  
 

 
2

1

exp( ) LF( ) ( ) 0
C

mw
iwz i w LF w dw

k a

 
+ = 

 
∫   at 0 z l≤ ≤ , (7) 

 2exp( ) v LF( ) 0
C

iwz w dw =∫   at 0 z l≤ ≤ , (8) 

 exp( ) ( ) 0
C

iwz F w dw =∫   at 0z < , z l>  (9) 

 
2

1

exp( ) F( ) ( ) 0
vC

mw
iwz w i F w dw

a

 
+ = 

 
∫   at 0z ≤ , z l≥ , (10) 

where the following notation is introduced :  1L L( , )a w≡ ,  1( , )L L a w′≡ . 

Taking into account that the edges of the pipe are secondary sources of waves, the Fourier-component of the 
current density is constructed by Wiener-Hopf-Fok method as a sum from two analytical sources in the form of 
natural space harmonics forward and backward: 
 

 1 2 2
1 2

1 exp( )
F( ) ( ) ( )

( )L ( )L

C C Diwl
w C w C w

k w w k k w w k w h
+ −

− +

−   = + + + +   − + + − +   
, (11) 
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1 1
1

2 2 2
2

1
( ) ( )

exp( )
( ) ,

B A
F w E w

L w k w k

B A Fiwl
E w

L w k w k w h

+

−

−

+

 = + + + + − 

−  + + + + + − + %

 (12) 

where 1C , 2C , 2D , 1A , 2A , 1B , 2B , 2F  are constants, 1 ( )C w+
, 1 ( )E w+

 are analytical functions on 

the upper complex w plane, 2 ( )C w−
, 2 ( )E w−

 are analytical functions on the lower complex plane. 

As the integral along an infinitely narrow loop of the contour C corresponds to amplitude of the incident wave, 

it is easy to calculate the values of the following constants: 
 

 1
2 2 2 2

11

J (v )L ( , )
exp( )

( ) ( , ) v
m aa hk

D A ihl
k h a aa k h
−= −

+π = −
, (13) 

 2 12 2 2
11

J (v )
( , )exp( )

( , ) v
m aB

F i L a h ihl
a aa k h

−
′

= − −
′ ′π = −

% %

%
. (14) 

Similarly we have 

 1
1 2

1

( , )
exp( )

( , )

L a k
B B ikl

L a k
+

−
= − , 

 1
2 1

1

( , )
exp( )

( , )

L a k
A A ikl

L a k
+

−
= − . 

By substituting expressions (11), (12) into the system of the integral equations (7) - (10) and closing the inte-

gration contour C in the upper half-plane or in the lower half-plane along the infinite semicircle according to 
Jordan's lemma, it is easy to obtain the system of the linear algebraic and functional equations, as following: 
 

 

1 2 2
2

1 1

1 2 2
1 2

1 1 1

1
( ) exp( )

2 L ( , ) L ( , ) 2

1 1
( ) ( ) exp( ) ,

2 ( , ) 2 ( , ) 2

C C D
C k ikl

k a k a k k h k

A A Fim
E k E k ikl

a L a k k L a k k h k

−

+ −

+ −

+ −

 + − − + = − 

    = − − + − − +    −    %

 (15) 

 

1 2
1

1 1

1 2 2
1 2

1 1 1

1
( ) exp( )

L ( , ) 2 2 L ( , )

1 1
( ) ( ) exp( ) .

2 ( , ) 2 ( , ) 2

C C
C k ikl

a k k k a k

B B Fim
E k E k ikl

a L a k k L a k k h k

+

− +

+ −

− +

 + + − = 
 

    = + + + + −    +    %

 (16) 

  

1
2 1 2 1 1

1

1
1 1

1

( , )
( , ) exp( ) ( , )

2

L ( , ) ( ) ,
2

L a kim
C L a k A ikl L a k A

a k k

Cim
a k C k

a k k

−
− +

+
+

 
+ − + = 

 

 = + 
 

                            (17) 
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1 2 2

1 1 2
1

1 1 1 2

L ( , ) ( , ) ( ) exp( )
2 2

( , ) ( , ) exp( ).

C C Dim
a k L a k C k ikl

a k k k k h

L a k B L a k B ikl

−
− +

− +

  + − − + =  −  

= +
 (18) 

 1 2 2
1 2*

1 1

exp( ) L ( , ) ( )
( ) ( )

( )L ( , )
n n n

n
n n n n nn

iw l a w k w C D
C w C w

w w k w k w h wa w

∞
+ −+

= −

 += − − − + + − + − 
∑ , (19) 

 1 1
2 1*

1 1

exp( ) L ( , ) ( )
( ) ( )

( )L ( , )
n n n

n
n n n nn

iw l a w k w C
C w C w

w w k w k wa w

∞
− ++

= −

 += − + − − + 
∑ , (20) 

where nw  are the zeros of L−  (n = 1, 2, …), 

 

 * 1
1 1L ( , ) lim ( ) L ( , )

n
n n

w w
a w w w a w−

− −→
= − . 

It is necessary to note, reasonably, the convergence of the infinite series, on account of exponential conver-
gence, and in consideration of all traveling spatial harmonics and of some damped harmonics with imaginary 
wave numbers. Thus, the boundary value problem was reduced to the solution of a finite system of linear al-
gebraic equations. 
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Abstract 
 

Convex optimization techniques are widely used in the design 
and analysis of communication systems and signal processing 
algorithms. In this paper a novel recurrent neural network is 
presented for solving nonlinear strongly convex equality con-
strained optimization problems. The proposed neural network 
is based on recursive quadratic programming for nonlinear 
optimization, in conjunction with homotopy method for solving 
nonlinear algebraic equations. It constructs generally a non-
feasible trajectory which satisfies the constraints as . The 

boundedness of solutions and the global convergence to the 
optimal point of the problem are proven. The correctness and 
the performance of the proposed neural network are evaluat-
ed by simulation results on illustrative numerical examples. 

 
1. Introduction 

 
The use of convex optimization is ubiquitous in 
communications and signal processing. Many prob-
lems in these fields can be converted into convex 
optimization problems, which greatly facilitate their 
analysis and numerical solutions [1]-[2].  

Consider the following equality constrained optimi-
zation problem: 

(P)  (1) 

where , A an matrix with  
and b an m vector. We make the following assump-
tion, standard for quadratic approximation pro-
gramming: 

Assumption: (a) The function  is strongly convex 

and twice continuously differentiable in . (b) The 
matrix A has full rank. 

Since Tank and Hopfield’s pioneering work [3]-[5] 
on linear programming neural network and ana-

logue circuits, the recurrent neural network ap-
proach for solving nonlinear programming has re-
ceived a great of attention in the last two decades, 
see [6]-[13] and the references therein. Different 
approaches towards designing such networks have 
been developed. Some neural networks employed 
penalty functions [3]–[7], or the logarithmic barrier 
function [8], while others [9]-[10] make direct use of 
the Lagrangian function. In [11] a neural network for 
solving linear projection equations is described. 
More recently, neural networks based on gradient 
projection method for nonlinear programming are 
designed [12]-[13]. 

The proposed neural network does not make use of 
a penalty function or of a projection equation. It 
solves the problem directly, based on a combination 
of the recursive quadratic programming [14] and the 
continuous Newton-Raphson method [14] for solv-
ing the constraint equations.  

The reminder of the paper is organized as follows. 
The new neural network description is presented in 
Section II. In Section III we prove the global con-
vergence to the optimal point of (P). Illustrative ex-
amples are given in Section IV. Finally Section V 
concludes the paper. 

2. Derivation of the proposed neural  
    network 

Let  be the 
Lagrangian function for problem (P), 

where  is the vector of Lagrangian multi-
pliers.  
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Since  is strongly convex, It is well known [14] that 

if the optimal point of (P)  exists, then it is unique, 

and also there exist vector  such that: 

 and  , where 

. 

In the first instance, we consider the following sys-
tem of implicit ordinary differential equations: 

 (2.1) 

 (2.2) 

where  the solution of system (2) with 

initial point  and ρ posi-

tive constant. Obviously, the norms of  
and the equality constraints are decreasing along 
the solution of system (2). Differentiation of (2) with 
respect to t gives: 

 

 

where stand for  and  respectively.  

Since  the above 

system in matrix form is written as: 

 
The system (3) is linear with respect of the vector 

. We solve the system via QR decomposi-

tion of the matrix A [15]. Namely, A is decomposed 
as: 

 

where Q is an unitary matrix, R is an  
upper triangular matrix. The matrices Q1 and Q2 
consist of the first m and the last n-m columns of Q, 
respectively. Under the Assumption, the matrix 

 is invertible. So the system (3) can be 

solved for  yielding: 

 

(4.1) 

 

 (4.2) 

where: 

, 

, 

, 

In the following proposition a Lyapunov function for 
dynamical system (4) is given. 

Proposition: Let the Assumption hold, then the func-

tion  be defined as: 

 

is decreasing along the solution of (4) and ap-

proaches zero as time tends to infinity, where  
is the Euclidean norm. 

Proof: Finding the directional derivative of  
in the direction of the solution of (4) we obtain 

 

 

where  and  denote the gradients with re-

spect to  and , respectively. 

Since the systems (3) and (4) are equivalent, from 
(3) we have 

 

 
which means that  

 

From (5) it follows that the function is de-
creasing exponentially along the solution of (4). 
This proves the assertions of the proposition.  

The dynamics of the proposed neural network are 
defined in explicit form, by the system of differential 
equations (4.1). This is an autonomous dynamical 

system for , since the multipliers  on its 
right hand side has been eliminated. A block dia-
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gram realization of our neural network is given in 
Fig.1.  

 
 

Figure 1. Block diagram realization of the proposed neural 
network 

 

3. Global convergence  

The solution of a dynamical system is said to be 

globally convergent to a point  if for any initial 

point   This result 
can be derived [16] by the boundedness of the solu-

tion , and the existence of a Lyapunov function 

with zero gradient at . 

Theorem: Let the Assumption hold, and let  be 
the unique minimize of problem (P). Then the solu-
tion of (4.1) starting from any initial point, is bound-

ed, extends to infinite time and converges to , i.e. 

 

Proof: The following relationships are used 
throughout this proof 

 

. 

We shall first show that the solution  of (4.1) is 
bounded. It holds that  

 (6) 

Premultiplication (4.1) by  after 
simple algebra, we get 

 

This simply states that  hence 

 are bounded along the solution of 
(4.1). From this result and Proposition we have that 

 is also bounded along the solution of 

(4). Since  it fol-

lows that  is also bounded. 

Premultiplication (4.1) by  after 
simple algebra, we get 

 

 

 

 

At this point we use the strongly convexity of the 
objective function, so it holds that [14] 

 
From the above property and the boundedness of 

 and  , it follows that 

for some finite  it holds that 

 

 

This result means that when  

touches a finite upper bound, it will start to de-
crease along the solution of (4.1), therefore 

 is bounded. Thus from (6) the so-

lution of (4.1) is bounded, hence it extends to infi-

nite time [16]. Since  is bounded, It can be 

proved easily from (4.2) that  is also bounded.  

Let the set D be defined as: 

 

where is the function of Proposition 1. Then 
from (5) we have  

 
} 

hence because of the Assumption . 

Since  is bounded and satisfies Prop-
osition, from LaSalle’s Theorem [16] it follows 

that , as . 

This competes the proof. 
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4. Numerical Examples 

The performance of our neural network is evaluated 
by using MATLAB for several test problems. In this 
section two illustrative examples are given. Exam-
ple 1 has quadratic objective function and satisfies 
both parts of Assumption. To demonstrate the ef-
fectiveness of our neural network in more general 
optimization problems, we choose Example 2, who-
se objective function is a Gaussian as shown in Fig. 
2, that is pseudoconvex. So, Example 2 satisfies 
only the part (b) of Assumption. 

Figure 2. The 2D Caussian function of Example 2 

 

Example 1: Consider the following strongly convex 

problem [6], with  and  : 

 

where  and 

 

This problem has a unique global minimizer at  
[0.08824674 0.010828343 0.27326648 0.50466163 
0.38281032 -0.30970696], written to eighth decimal 

place. The trajectories  obtained by the pro-

posed neural network with , starting from 
five random non-feasible initial points in (-1 1), are 
shown in Fig.2a. Fig.2b shows the convergence of 
the cost function for each case. At the end of the 

simulation, all trajectories reach  with final error 

 of order 10-6.  
 

 

 

 

(a) 
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(b) 

Figure 3. Example 1: (a) Trajectories  of the pro-

posed neural network for 5 random initial points and (b) 
the corresponding cost functions, vs time 

 

Example 2: Consider the following pseudoconvex 

optimization problem [9], with  and  : 

 

where  and . 

This problem has a unique global minimizer at  
[0.62745172 0.500937796], written to eighth deci-
mal place. Fig. 3a shows the trajectories of the pro-

posed neural network with , starting from 
fifteen non-feasible initial points, random generated 
from the uniform distribution over (0,1). Fig.3b 
shows the convergence of the cost function for 
each case. At the end of the simulation, all trajecto-

ries reach  with final error  
of order 10-6.  
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Figure 4. Example 2: (a) Trajectories  of the pro-

posed neural network for 15 random initial points and (b) 
the corresponding cost functions, vs time. 

 

5. Conclusions 

In this paper a recurrent neural network for strongly 
convex constrained optimization problem is pre-
sented, based on quadratic approximation method 
for nonlinear programming. If initial point is non-
feasible, the proposed neural network defines a 
non-feasible trajectory which satisfies the con-

straints as . Global convergence is proven. 
Simulation on illustrative numerical examples sub-
stantiates the effectiveness and the correctness of 
the proposed neural network. 
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Abstract 

 
A new wireless technology, named SCP-RPSC, was proposed 
by the author several years ago to solve the antenna prob-
lems of mm-wave HAPS and WIMAX. The proposals deal with 
LOS mm wave propagation environment, which is accepted 
by the communication community as the only way to commu-
nicate in these frequency bands. However, in high building city 
environment most of the terminal links will be shadowed, 
which will need more and more new base stations. A possible 
solution is the NLOS mm-wave systems, working properly in 
high building city environment. The possibilities of SCP tech-
nology to create simultaneous several narrow virtual antenna 
beams could be a good solution of the problem, leading to 
effective use of the reflected beams by gathering the signals 
in phase at baseband. 

To realize this idea in HAPS – WIMAX down links, the Rake-
receiver principles are proposed in the report to recovery the 
pilot signals of the different multipath components. After that, 
by means of several signal recovery correlators, according to 
the basic SCP technology signal processing, several virtual 
high gain antenna beams, directed towards the different re-
flecting points, are created. In such way the reflected signals 
will be received with high antenna gain and will be better iso-
lated each other. The received in such way different multipath 
signals should be delayed in proper way and summed in 
phase at baseband.  

The procedure for the HAPS-WIMAX up-links, using RPSC 
approach, will be similar to the previous case. The Rake re-
ceiver for the different pilots multipath components will be 
situated at the base station site and the signal processing will 
be similar too.  

Block-schemes of a SCP-RPSC HAPS or WIMAX system, 
based on the described above principles of operation, are 
given in the report. A description of the multipath propagation 
phenomena, typical for high buildings city propagation, is 
given too.  

 

1. Introduction 
 
A new wireless technology, named SCP-RPSC 
(Spatial Correlation Processing – Random Phase 
Spread Coding), was proposed by the author sev-
eral years ago to solve the antenna problems of 
mm-wave HAPS (High Altitude Platform Systems) 
[1,2] and WIMAX (World Interoperability for Micro-

wave Access) [3,4]. The proposals deal with LOS 
(Line Of Sight) mm-wave propagation environment, 
which is accepted by the communication community 
as the only way to communicate in these frequency 
bands. Possible applications of SCP-RPSC tech-
nology in HAPS LOS terminals are shown in fig. 1, 
in HAPS LOS base stations – in fig. 2, in HAPS 
feeder lines and inter HAP links – in fig. 3. 

 

 
Figure 1. Possible applications of SCP-RPSC technology 

in HAPS LOS terminals 

 

 
Figure 2. Possible applications of SCP-RPSC technology 

in HAPS LOS base stations 
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Figure 3. Possible applications of SCP-RPSC technology 

in HAPS feeder lines and inter HAP links 

 

2. NLOS mm-wave HAPS and WIMAX  
     systems 

 
In high building city environment most of the termi-
nal links will be shadowed, leading to necessity of 
more and more new earth and HAPS mounted base 
stations. Careful studies of the propagation phe-
nomena at various operating frequencies for the 
case of HAPS based scenario, are given in [5,6]. In 
[5] the authors conclude, that LOS can be only 
guaranteed for large reception angles under the 
HAPS base station and the multipath effects will 
dominate in the most of the serviced area. Bearing 
in mind the roughness of the building walls, accord-
ing to the Rayleigh criterion, the authors stated, that 
a typical wall may have reflection coefficient up to 
98 % if the whole of the main beam is incident on 
the wall. According to the published data, for fre-
quencies in the Ka-band the critical height is fairly 
small (0,2 cm), but for the IMT-2000, this critical 
height can be as much as 3,5 cm.  

One of the best advantages of the famous CDMA 
technology is the ability to separate the different 
multipath components according to their time of ar-
rival by means of multi-channel Rake receiver. 
CDMA is particular suitable for mobile low and me-
dium speed wireless communications, but for 
broadband communications it is obviously unus-
able. A competing technology for this particular 
case was proposed by the author of this report, 
named RPSC-MA (Random Phase Spread Coding 
Multiple Access) [7]. 

For the reasons, mentioned above, the possibilities 
to create HAPS and WIMAX links in NLOS envi-
ronment with SCP technology are of great impor-

tance. Another intuitive possible advantage, which 
should be studied in the future by the radio propa-
gation community, is that the Rayleigh limitations 
could not be valid for the proposed system, be-
cause of the specific random phase spreading in 
the receiving SCP antenna array.  

 

3. SCP technology in NLOS HAPS and  
     WIMAX down links 
 
One of the main advantages of SCP technology is 
the possibility to create simultaneous several nar-
row virtual antenna beams, represented by the 
SCCF (Spatial Cross-Correlation Functions). In sat-
ellite communications it gives the ability to the 
ground terminal for satellite space diversity and soft 
handover between different satellites. In our case 
the goal is the effective use of the reflected from the 
different buildings beams, gathering the energy of 
the multipath signals in phase at baseband (similar 
to the CDMA) – fig. 4. 

 
Figure 4. Possible applications of SCP-RPSC technology 
in HAPS mixed LOS and NLOS propagation environment 

 
A block-scheme of a SCP Rake receiver for HAPS 
mixed LOS and NLOS propagation environment is 
shown in fig.5. Here a typical SCP receiver is used, 
but at low IF (Intermediate Frequency) several 
Rake channels are created. Each of them consists 
of pilot recovery unit and signal recovery unit. The 
pilot recovery units are fed by the used PN-code, 
properly time shifted according to the time offset of 
the different reflected signals. Each recovered pilot 
signal is sum of several thousands random phased 
signals (equal to the number of the antenna array 
elements). According to the CLT (Central Limit 
Theorem) such sum has Gaussian random distribu-
tion. In the signal recovery units the corresponding 
recovered pilots correlate with the spread in the 
same manner information signals, coming from the 
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same reflecting points. The baseband output of the 
correlators are time delayed with the specific time 
delays: 
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naR∆  is the distance between the base station and 

n-th reflecting point, nbR∆  is the distance between 

the n-th reflecting point and the terminal antenna 

and ( )nbna RR +max  is the longest one way propa-

gation trip base station – reflecting point – terminal 
antenna. For this finger channel the reflected beam 
is with maximum time delay and the introduced by 
the system additional time delay at baseband is 
zero. 

The total baseband output signal of the proposed 
system is sum of the delayed signals of the different 
Rake fingers: 
 

NLOSNNLOSn

NLOSNLOSLOStotal

BBOBBO
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....................
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+++

+++=
 (3) 

The created in such manner several virtual high 
gain antenna beams are directed towards the dif-
ferent reflecting points. The reflected signals will be 
received with high antenna gain and will be well 
isolated each other (they will not be separated only 
by the autocorrelation function of the used spread-
ing code as it is in the famous CDMA techniques). 
The angles among the different reflecting points 
toward the terminal antenna should be wider than 
the created virtual antenna beams (the beam-width 
of the SCCF). The SCCF is approximated with the 
equation (4) [8]: 

λθπ
λθπθ

/sin.2

)/sin.2(2
)( 1

a

aJ
F =  ,               (4) 

where 1J  is the Bessel function of first order and a  

is antenna array radius. For this particular case the 

first side-lobe level is -17,6 db and the half power 

beam-width 5,02 θ∆  is: 

arad 2/02,1)(2 5,0 λθ =∆                (5) 
 

An interesting problem, which should be investi-
gated in details in the future, is the possible inter-
ference from signals, reflected by points, situated 
closer in angle than the SCCF beamwidth, but at 
different distance from the selected by the Rake 
receiver reflected points. The probability of such 
reflections is very small, but they can cause inter-
symbol interference.  

 
Figure 5. Block-scheme of SCP Rake receiver in HAPS 

mixed LOS and NLOS propagation environment 

 

4. RPSC technology in NLOS HAPS and  
    WIMAX up-links 

 
The procedure for the HAPS-WIMAX up-links, using 
RPSC approach, will be similar to the previous 
case. The Rake receiver for the different pilots mul-
tipath components will be situated at the base sta-
tion site and the signal processing will be similar 
too.  
 
5. Conclusions 

The magic properties of SCP-RPSC technology will 
help the HAPS and WIMAX millimeter wave anten-
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nas not only in LOS conditions, but in NLOS envi-
ronment too. As a result high capacity reliable 
broadband wireless networks will appear soon on 
the market, solving the communication problems of 
the big cities in 21-st century. 
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Abstract 
 
Bistatic radars and multistatic radars are often 
designed for operation on high altitude platforms 
such as satellites and airplanes. In these cases 
problems with pseudo-noise code generation, 
synchronization and isolation appear when con-
tinuous wave – phase modulation is used. This 
mode of operation gives the opportunity for co-
herent signal processing, precise distance and 3-
D coordinates measurements, as well as targets 
resolution by means of their Doppler spectra.   

The goal of this report is to propose a new ap-
proach for pseudo-noise code generation and 
synchronization, suitable for mobile multistatic ra-
dar networks.  

The proposed new principle uses several space 
distributed sources of radio-signals, phase modu-
lated by appropriate pseudo-noise codes. A par-
ticular radar transmitter site receives these signals 
by means of the well known CDMA technology. 
For this purpose the same codes are generated 
and synchronized in the site receiver. The mod2 
sum of these codes creates a new code, which 
we named Unique pseudo-noise code. It is used 
for spreading of the transmitted radar signal. 

The basic SC-CDMA geometry of a particular mo-
bile multistatic radar system, as well as mathe-
matical description of the proposed method of 
code generation and synchronization are given in 
the report. A proposal for a real system, using the 
satellites of the global positioning system GPS as 
sources of the pseudo-noise signals, is given too.  

 

1. Introduction 
 
Bistatic radars and Multistatic Radar Networks 
(MRN) are subject to problems and special re-
quirements that are either not encountered or en-
countered in less serious form by monostatic ra-
dars [1]. In general, the implementation of a MRN 
is more easily accomplished when the positions of 
all transmitting and receiving elements are fixed 
with respect to each other, for example when lo-
cated on the ground. Because of the Line Of Sight 
(LOS) restrictions, they are often designed for op-

eration on high altitude platforms such as satellites 
and airplanes. Another particular application of 
satellite based global MRN is the protection of the 
Earth surface from meteors and asteroids. In these 
cases problems with Pseudo-Noise (PN)-code 
generation, synchronization and isolation appear 
when Continuous Wave - Phase Modulation (CW-
PM) mode of operation is used. On the other hand 
CW-PM gives the opportunity for coherent signal 
processing, precise distance and 3-D coordinates 
measurements, as well as targets resolution by 
means of their Doppler spectra.   

In fig. 1 the geometry associated with bistatic ra-
dars [2] is shown. It could be base configuration for 
a more sophisticated MRN. A synchronization link 
between the transmitter and receiver is necessary 
in order to maximize the receiver’s knowledge of 
the transmitted signal so that it can extract maxi-
mum target information. The synchronization link 
may provide the receiver with the following infor-
mation:  

 The transmitted frequency in order to com-
pute the Doppler shift; 

 The transmit time or phase reference in or-
der to measure the total scattered path 

rt RR  . 

 
 

Figure 1. The basic bistatic radar geometry 

Frequency and phase reference synchronization 
can be maintained through line-of-sight commu-
nications between the transmitter and receiver. 
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The goal of this report to propose a new approach 
for PN-code generation and synchronization in or-
der to solve some of the problems of the future 
sophisticated fixed and mobile MRN,s. Similar ap-
proach was proposed by the author several years 
ago for a new s.c. Space Correlated (SC) CDMA 
method of access, used in satellite and terrestrial 
cellular networks for global mobile communications 
[3, 4].     
 

2. SC-CDMA  approach   
 

The proposed SC-CDMA principle uses several 
space distributed sources of radio-signals, posi-

tioned at points 1O and 2O – fig. 2. The signals are 

phase modulated by appropriate PN-codes  tC1  

and  tC2 . The Mobile Stations (MS) receive these 

signals by means of the well known CDMA tech-
nology. For this purpose the same PN-codes are 
generated and synchronized in the MS receiver. 
The mod2 sum of these codes creates a new 
code, which we named U (Unique)-PN code. This 
code is used for spreading the transmitted by the 
MS information. Similar approach is used for gen-
eration of the Base Station (BS) U-PN codes.  
 

 
 

Figure 2. The basic SC-CDMA bistatic radar geometry 

 

3. SC-MRN: the new approach to  
     synthesize radar MRN-codes  
 
The possible implementations of SC-CDMA ap-
proach in a bistatic radar geometry is shown in 
fig.3. BPSK modulated by PN-codes radiosignals 

are transmitted from the points 1O  and 2O (both of 

them with known coordinates in a 2D coordinate 

system). These signals are received in the trans-
mitter site and in the receiver site of a bistatic radar 

system, where the used PN-sequences  tC1  and 

 tC2  are recovered with their phases and used as 

follows: 

 Transmitter site:  

 tC1  and  tC2  are mod2sum and the resulting 

U-PN code (eq.1) is used for BPSK modulation of 
the transmitted  radio-signals. The phases of the 
received PN-codes are determined by the transmit-
ter position. These coordinates are sent to the re-
ceiver with appropriate radio-communication link.  
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where C  is the wavelength and C  is the  angle 

frequency of the used PN-code. 

 

 
Figure 3. The basic SC-MRN geometry 

 

 Receiver site: 

The phases of the received PN-codes are deter-
mined by the receiver position in the same 2D-
coordinate system. Receiver processor computes 

the distances dRRR ,21,  
in order to recovery the 

transmitted U-PN code in the receiver with phase, 
given with eq. 2. The recovered U-PN code is used 
for acquisition and tracking of the synchronization 
link and with introducing the suitable time delay – 

for measuring the distance rt RR 
 
by means of 

eq.3.  
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4. Matrix  presentation  of  SC-MRN  
    codes   
 
Bearing in mind the equations (1-3) it is possible to 
represent the U-PN codes phases of a SC-MRN, 
based on N primary sources, in matrix form as fol-
lows: 

 U-PN code in the transmitter site: 
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 U-PN code of the synchronization link in the 
receiver site : 

 

)(
2

........................

)(
2

)(
2

2

1

dN

C

d

C

d

C

ationsynchronis

receiver

RR

RR

RR

PNU





















             (5) 

 U-PN code of the target reflected wave in the 
receiver site : 
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4. SC-MRN based on global navigation  
     system GPS   
 
An attractive application of the SC-CDMA technol-
ogy is the use of the satellites of the global posi-
tioning system GPS as sources of the PN-
modulated signals. In this particular case the U-PN 
code is mod2 sum of the recovered in the trans-
mitter site GPS receiver C/A codes of the visible 
satellites. Because of the very fast relative satellite 
motion the created in this case U-PN code 
changes very fast – it looks like a pure random 
signal. U-PN code acquisition and tracking is ba-
sed on the exchanged between transmitter site 
and receiver site information about their positions 
in ECEF geographic coordinate system, used by 
GPS.      

 

5. Conclusions 

A new approach for pseudo-noise code generation 
and synchronization, suitable for mobile multistatic 
radar networks, is proposed in the report.  

The basic SC-CDMA geometry of a particular mo-
bile multistatic radar system, as well as mathe-
matical description of the proposed method of 
code generation and synchronization are explained 
in details. A proposal for a real system,  using the 
satellites of the global positioning system GPS as 
sources of the pseudo-noise signals, is given too.  

The implementation of the proposed new SC-MRN 
approach for PN – code generation and synchroni-
zation will give new chance of the future sophisti-
cated mobile defense radar systems.  
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Abstract 

 
It is well know thatcurrentsystems forphysical therapymost 
often arewith microprocessor control. The new systems for 
therapy by “running” low frequency magnetic field areno ex-
ception. The big advantageof themicroprocessoris thatitprovi-
des arealization ofmultiplelogicblocks,without usingadditional-
external components. Realization ofthe same number of-
blocksbyusing discreteelementsincreases instability andfail-
uresin theoperation process of theapparatus.Also,the com-
plexity, volume and price ofthe devicewould increasea lot.The 
articledeals with specificalgorithmsfor the management and-
control ofoperating modes of themagnetsystemwithlow-fre-
quency magneticfield. 

 

1. Introduction 

As control unit of system for magneto-therapy by a 
“running” low frequency magnetic field can be im-
plemented microcomputer PIC18F452 connected to 
external passive components of the system. The 
basic task of the control unit is management of ac-
tion mode of blocks connected to it, namely: 

- Block external control Unit; 
- Unit for output signal commutation; 
- Unit for amplitude control; 
- Generating unit 

The main program is an endless cycle. Its purpose 
is to monitor whether there is an attempt to influ-
ence and change the status of the processor by the 
user. Block diagram of the initialization and main 
subprogram is shown Fig. 1. With each initial appli-
cation of voltage to themicroprocessor following 
subroutines are called. 

- 1. Resetthe timercountingdown thetime to gener-
ate aperiodicpulse train 

- 2. Readinputs 

- 3. Starting 

 
 

Fig. 1. Block diagram of the initialization  
and main subprogram 

 

When supply voltage is applied to the microcom-
puter initialization function is proceed. The aim is to 
set the starting conditions to be taken into consid-
eration in implementing the main subprogram. Pro-
per operation of the device requires to define In-
put/Output ports in accordance with the principle 
scheme of the apparatus. To ensure control of the 
operation by the user are provided for 4 buttons. 
Their defining feature requires 4 pins in the micro-
processor program as inputs. 
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2. Basic algorithms 

On each cycle of the main subprogram four inputs 
of the microprocessor are checked. Logic program 
can be divided into 5 main units. External control 
unit consists of four irretentive buttons submitting 
input to four input terminals defined by the micro-
processor. Each button has a defined function in 
execution of the main program. 

Pressing a button means logical 0 for the processor 
and subprogram is called 

Unit for commutation of the output consists of five 
outputs of the microprocessor.  

Block switching voltage output consists of six out-
puts. They are used for determination of the ampli-
tudes of output signals. 

 

 

Fig. 2. Algorithm for button checking 

Monitoring of output parameters of system and pro-
viding feedback from the user is done through visu-
alization unit. It provides appropriate information, 
which is displayed on the LCD display as under-
standable text to the user. 

The generation unit is implemented by configuring 
Taimer0 the micro-processor to generate a certain 
frequency at a specific point in time. 

After successful initialization of the microcontroller 
LCD display shows a message to indicate that the 
microprocessor is in waiting mode. If button’s state 
change has occurred a subprogram is called. Algo-
rithm for button checking is shown in Figure 2. In 
order to eliminate mechanical noises buttons have 
to be rechecked after short period of time.  

Button names depend from their functionality. Their 
names are: 

(Start, Enter) -start the procedure for generation 
series of periodic impulses; confirmation of the 
choice of the parameters set by the user; continua-
tion of the current procedure. 

(Stop, Set) – call the program menu; checking the 
set of parameters of microprocessor; suspension 
procedure for generating pulse sequences; induce 
a pause in the procedure. 

(Up) – increasing values of different signal when 
entering the program menu;switching from auto-
matic to manual mode frequency change;increasing 
frequency in manual mode;preview imprint. 

(Down) – reducing the values of various signal’s 
parameters of entry to the program menu; switching 
from automatic to manual mode frequency change; 
reducing the frequency in manual mode; preview 
imprint. 

The function of button (Start/Enter) in primary plac-
ing on the device can be described by the algorithm 
shown in Fig. 3. The button serves to start the sub-
routine for generating pulses at certain intervals. 
Pressing the button a message appears on the dis-
play, which shows the user that the application is 
accepted by the microprocessor and will execute 
the selected subprogram. It is called as soon as 
they found a change of state of the signal. 

This is done to avoid repeatedly calling the subrou-
tine in the case when the user holds too long 
pressed a button. 
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Fig. 3. Algorithm of work of the button Start / Enter 

 
Button (Stop/Set) is set to enter the menu and to 
view parameters set of generated output signals of 
the microprocessor. Pressing it microprocessor go 
in a cycle that consistently reviewed and adjusted 
as necessary parameters of the generated signals 
and modes of the generator. Its function can be de-
scribed by a functional algorithm shown in fig.4. 
Pressing the SET button first displays the current 
setting of a parameter of the output signal. In the 
case that the user wishes to change it can enter 
into a separate submenu and make the desired cor-
rection. To save changes it is necessary to press 
again the button SET. 

Pressing the SET button will show the next value of 
the parameter signals and will give the possibility 
for changing. From the menu it is possible to go 
only when consistently review all the possible pa-
rameters for the output device signals. After first 
pressing of SET the first parameter of the output 
signals is called. This is the maximum operating 
frequency of the signals. At this point, the micro-
processor monitors which button is selected by the 
user. Pressing the START button call a function for 
setting the operating maximal frequency. 

If now the SET button pressed again is displayed 
information about the next parameter signals. This 
is the duty cycle of the generated pulses. The next 
parameter that has the potential to change duration 
set to generate periodic pulse train output of the 
device. The next parameter that has the potential to 
change duration set to generate periodic pulse se-
quence at the output of system. The last parameter 
determines amplitude and operation mode. The 
change of the amplitude of the output signal can be 
set thanks to service subprogram. 
 

 

Fig. 4. Algorithm of the functions are a button Stop / Set 

 
This amplitude can be changed automatically dur-
ing the process of therapy or to be fixed precisely. 
The sequence of the crawl parameters in imple-
menting software menu is shown in Fig. 5. 
 

 

Fig. 5. Algorithm for sequence of parameters setup 

 

Buttons up/down is used only to increase or de-
crease the values of selected parameter to change 
the camera output signals. Algorithm of the action 
buttons UP/Down is shown on Figure 6. 
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Fig. 6. Algorithm of the action buttons UP / Down 

 
The main subroutine is divided into several sub-
divided according to their purpose. By Sub Setup () 
is implemented for menu browsing and setup pa-
rameters of the output signals of the system. 

Algorithm of work on the main subprogram is shown 
in Fig. 7. To achieve feedback from the user and 
easy monitoring of the operating mode of the mi-
croprocessor function is done using an infinite loop.  

Therefore the microprocessor always waits inter-
vention by the user before an operation. In primary 
set automatic mode switching for the amplitude of 
the output signals of each device to switch from 
maximum to minimum frequency is automatically 
switched the amplitude of the output.  

Switching amplitude as a function of time is shown 
fig. 8. Manually change the frequency can be done 
by pressing the Up or Down buttons. The time re-
maining until the end of the procedure is kept in 
memory of the processor and then return back in 
the automatic mode continues to check the time 
remaining. In manual mode the user can increase 
the frequency of pulses generated by pressing Up, 
a Down button to reduce it. Switching back in the 
automatic mode is performed after pressing Start. 

The procedure for generating pulses continues until 
the time specified by the user time to generate or 
not a button is pressed Stop.  

 

Fig. 7. Algorithm of work on the main subprogram 

 

 

Fig. 8. Switching amplitude as a function of time 

 

Registering Stop button pressed puts the CPU in 
the Pause mode. This situation generates an audi-
ble signal and the microprocessor expected after 
pressing the start button or stop. The values of the 
current frequency modes remaining and time sa-
ved. Pressing the start button to continue the pro-
gram execution the place where he stopped, and 
when pressing the procedure is terminated. 

The process of generation of pulse sequences with 
automatic changing of frequency is shown fig. 9. 
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Fig. 9. Process of generation of pulse sequences with 
automatic changing of frequency 

 
The display shows the raw data for signals that will 
start to generate. Write out information about the 
operating voltage, duty cycle of the output magnetic 
signals generated current frequency and timing of 
generation of pulse sequences.After initialization 
process starts the process of generating pulses 
from the microprocessor.When the highest fre-
quency is reached, it is automatically switches back 
to the lowest. Any such transition is related to in-
creased unit with a variable voltage to determine 
what is fed to the outputs of the device. After reach-
ing the maximum frequency used for all terminals 
controlling the output voltage is reset. Termination of 
the procedure for generating pulses occurs when it 
detects a double interference by the user or if the 
time set for the procedure of generations has 
elapsed. To inform the user that the procedure gen-
erated pulses ended short message is displayed on 
the display. CPU returns to waiting mode output, 
which monitors the re-intervention by the user. 

Algorithm on fig. 10 shows the process of generat-
ing a certain periodical time series of rectangular 
pulses automatically changing frequency and ampli-
tude modulation of automatic. 

 
3. Conclusion 
 
The main goal of this paper is to present a basic 
algorithms for management and control of system 
for therapy by “running” low frequency magnetic 
field. These algorithms provided a high level of 
flexibility not only for above mentioned system for 
magneto-therapy, but for other different microproc-
essor systems for physiotherapy. The changing of 
different modes of therapy is very friendly. Never-
theless the system can provide many modes of 

 

Fig. 10. Algorithm of process of generating a certain  
periodical time series of rectangular impulses 

 

therapy. Some of them can be very complicated. In 
fact the number of modes of therapy provided by 
this kind of system is not limited. The assurance of 
described system, which is provided by algorithms 
for CPU is another very important advantage. 
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Abstract 

 
The systems for magnetotherapy, which use “run-
ning” low frequency magnetic field, are new gener-
ation of systems for magneto therapy. It is well 
known that familiarization of patients with parame-
ters of external influence is a big disadvantage of 
systems for physiotherapy. This problem can be 
avoided with systems for low frequency magnetic 
field by moving the magnetic field around the hu-
man body. The possibility for simultaneously influ-
ence of “running” low frequency magnetic field on 
different part of the human body is one additional 
advantage of systems for magneto therapy. The 
basic requirements and method for design of 
above mentioned system for magneto therapy is 
described in the paper. 

 

1. Introduction 
 
The main component of the systems for magneto 
therapy using low frequency magnetic field is digital 
controlled generator for rectangular electrical im-
pulses with special parameters.  

The use of digital elements with programmable lo-
gic offers greater flexibility, economy and more fun-
ctions in one system. The data which pass through 
various digital modules can be saved in memory, 
subject to various digital processing, and also can 
be displayed on digital display. In the design of 
pulse generators can be used and one-chip micro-
computers, characterized by low consumption and 
a limited number of external components. Program-
mable logic of one-chip generators is a great ad-
vantage over the basic generators. Any functional 
change can be implemented easily without any har-
dware changes (making a new board, adding/repla-
cing components).  

2. Theoretical solution of the system for 
magneto therapy by therapy "running  
magnetic field" 

 
The system for low frequency magneto therapy with 
the "running wave", the subject of this paper is 
achieved through a successful combination of ana-
log and digital elements. Digital control of the sys-
tem is implemented thanks programmable micro-
controller. 

The output impulses from the microcontroller are 
close to perfect rectangular signals with extremely 
short falling and rising edges. This allows easy and 
extremely precise control of analog components 
connected to the microcontroller, and accurate con-
trol of output signals for the system. The block 
diagram of the system for magneto therapy by a 
“running” low frequency magnetic field is shown in 
Figure 1. 
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Fig. 1. Block-diagram of systems for magneto therapy 
with “running” magnetic field 

 
There are seven functional blocks. Principle of ope-
ration of each of them will be discussed in details 
below. Working modes of therapy system can be 
described as follows: The output of the Main control 
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unit generates series of rectangular digital impulses 
to the Unit for commutation of the output signals. 
Amplitude of the output signals of the systems is 
determined by the Unit for amplitude control. Exter-
nal user control of the working frequency is possible 
thanks to Unit for external frequency control. There 
are also liquid crystal displays for visualization of 
the parameters of output pulses for the system in 
real time. 
 

 

Fig. 2. Apparatus for magneto therapy with one girdle coil 

 

  

Fig. 3. Apparatus for magneto therapy with one girdle coil 
put on bed 

 
This system can be build as apparatus for magneto 
therapy which outputs are connected with one gird-
le coil (Fig. 2). The girdle coil can be put on the bed 
for magneto therapy (Fig. 3) 

 

3. Basic components of system  
for magneto therapy by "running 
magnetic field" 

 
Main Control unit: 

The main control unit is the most important part of 
the system and has to and control the working mo-
des and to analyze signals form the "Unit for amp-
litude control block”, “Unit for commutation output 
signals”, “Unit for extern frequency setup”. This 
block is responsible for: the time for generating pe-
riodic pulses, the maximum operating frequency, 
amplitude and rate of filling of the system output 
signals. The change the operating mode of this mo-
dule is possible by detecting the signals coming 
from "Unit for external frequency setup". 

The main control unit is based on programmable 
microprocessor, with uploaded suitable firmware on 
it. 

Real-time monitoring of the status of the different 
working modes of the system is possible thanks to 
installed digital liquid crystal display. 

Created software for the processor allows genera-
tion of different time delays, syntheses of impulses 
with different frequencies control and analyses of 
different input/output signals. Mainly system pro-
cesssor use one byte instructions performed by a 
single instruction cycle. Exceptions are cases whe-
re there is a condition for branching in the program 
or the changes of the program counter. In this situa-
tion, execution takes two instruction cycles, the 
second run by NOP /no operation/. Two-byte inst-
ructions are performed in two cycles; one cycle con-
sists of four periods of the oscillator. Time for one 
command at frequency of 20MHz clock generator is 
equal to 0.2us. In case of branching in the program 
or when the program counter is changed as a result 
of the instructions, the time needed for implemen-
tation will be 0.4us. Therefore making delays of 1 
ms is necessary to make 5000 cycles in the micro-
processor. The frequency of pulses at the terminals 
of microcomputer specified and outputs can be eas-
ily changed by appropriate subroutine. Manually 
changing the frequency via external buttons is also 
possible.  

Providing this type of user control requires constant 
monitoring of button status.  

One algorithm for implementation of this functional 
is shown on fig. 4.  
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Fig. 4. Algorithm for button’s monitoring 

 
The unit generates series of impulses when upload 
certain values to internal timer and counts up the 
amount of timer’s overflows. Time-delays that ocurs 
as a result of counting corresponds to the period of 
desirable pulse frequency. In the begging of instruc-
tions counting all outputs are cleared. 

An example functional diagram of pulse generator 
realized with single-chip microcomputer is shown 
on Fig. 5. 
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Fig. 5. An example functional diagram of pulse generator 
realized with single-chip 

With two buttons, the user can adjust the working 
frequency of the device.  

The outputs of the microcomputer are connected to 
the other functional units to provide control over the 
different working voltages and systems outputs.  

This is necessary because the outputs of the circuit 
can not provide the required output power. Real ti-
me feedback to the user is possible thanks to liquid 

crystal (LCD) which is also connected to the mic-
roprocessor. Thus it is possible to monitor the cur-
rent frequency and amplitude of the output device. 

Unit for external frequency control 

This block allows to the user to select appropriate 
working frequency.  By pressing the buttons and 
text messages on the LCD display the frequency 
can be easily selected from the user. 

Block switching output 

This unit carried out and successively shift the ge-
nerated impulse to one of the device’s output. Swit-
ching signal as a "running wave" is done automati-
cally using appropriate software solution. Principle 
of action can be explained by the fact that conti-
nuous time monitor which output is a logical unit. 
When an output is high level, all others are low. For 
the realization of a series of impulses running 
/"running wave"/ the duty cycle of pulses depends 
inversely on the number of outputs. 

Unit for amplitude control 

Thanks to this unit it is possible to perform manipu-
lation of amplitude output signal of the device. The 
unit provides precise control of amplitude of output 
signal for the system. 

Output unit 

The unit represents the synthesized output interface 
system. It consists of appropriately selected con-
nector box mounted to the apparatus. It provides 
smooth and reliable interface between the device 
and external to the system inductive load. 

Liquid-crystal display 

It allows monitoring of pulse parameters and sys-
tem feedback. Visualization of the computer is deli-
berately avoided, because in this case functions will 
be limited in the absence of a computer connected 
to projection device. Seven segment displays is a 
good choice because of the need to use a large 
number of terminals to display a symbol. The ability 
to simultaneously monitor multiple parameters us-
ing a small number of connection wires and low 
power consumption makes LCD-display as the 
most appropriate choice for system parameters vi-
sualizations. 

Power supply Unit 

The power supply consists of a special transformer 
for medical equipment and a group of voltage 
straightening, maximum filtration and stabilization of 
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the interference with the mains voltage. The main 
task of the unit is to ensure proper working voltage 
to all electronic components of the system. In-
put/output signals used for communication between 
management and individual blocks are: 

– Power supply should work with the input out-
put voltage ~220V/50 Hz. Voltages of secondary 
windings usually must be 60, 80, 110 V AC. 

– The output of power supply usually must be 
stable voltages +12 and +5 V.  

After identification of the signals is done processing 
and software programming decision-making. 

Field" 
– Communication between the liquid crystal dis-

play and microcomputer is done by data bus. It 
consists of a 4-bit data channel signal and 2 service 
configuration. 
 

4. A real system for magneto-therapy 
with "running magnetic field” 

 
System therapy "running magnetic field" is synthe-
sized by the successful combination of analog and 
digital components and appropriate software. The 
successful combination of analog power compo-
nents with micro-electronic integrated circuits offers 
a modern and easy way to precisely control, monitor 
and generate low-frequency analog signals with high 
power. Main advantage of using such a combination 
consists of low power consumption and relatively 
simple hardware solution. Similar systems with trav-
eling wave therapy in the manner described can be 
easily implemented in portable cases. That is makes 
the system convenient and easy to use. 

A real system for magneto therapy for “running 
magnetic field" can be seen on Fig. 6. The outputs 
of apparatus for magneto therapy are connected 
with five independent coils.  

The output impulses of the independents coils can 
be seen on Fig. 7. 
 

5. Conclusion 
 

1. A method and basic requirements for design 
of systems for magnetothearpy by running 
low frequency magnetic field are described in 
the paper.  

2. A real system for magnetothearpy by running 
low frequency magnetic field is done, also. 

 
 

Fig. 6. System for magneto-therapy  
with "running magnetic field" 

 

 

Fig. 7. Оutput impulses of the independents coils 
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Abstract 

 
Effects of electromagnetic fields on living cells depend on the 
frequency. The purpose of this article is to show the influence 
of the microwaves and in particular the wave of the decimetre 
range beyond the human. The performed studies showed that 
more effective treatment we have, when the frequencies are 
very high in the range of 2-3 GHz. These frequencies and 
wavelengths are the most efficient and allowing for much 
deeper action and better controlability of intensity of the warm-
ing. Electromagnetic waves of this range are well defined opti-
cal properties and can guide and reflect. Studies were made 
with dipole antennas with hemispherical or semi-cylindrical 
reflectors of different sizes and in various locations. The 
achieved results are applied to observed the penetration of 
microwave electromagnetic fields in our body and its positive 
impact on the treatment of certain diseases. 

 
1. Introduction 
 
In microwave therapy, the patient is set in electro-
magnetic fields with frequencies a few GHz, which 
means that the wavelength is from 10 to 70 cm. The 
energy of microwaves, absorbed from the body tis-
sues, is converted into heat, significantly more ef-
fective than the energy of longer wavelengths. 

During the action of the variable electric field on the 
dielectric, the sign of polarization and orientation of 
the dipole, changing with the frequency of change 
of the sign on the field. At the high frequencies of 
electrical field, the polarizing molecules fail com-
pletely to change their spatial orientation and occur 
vibrations of the dipoles around neutral position. 
This process is associated with generate the heat. 
 

2. Theoretical solution  

 

At the frequencies above 500 kHz, the irritation of 
the current became so weak, that the patient can’t 
feel anything. The electromagnetic oscillations with 
high frequencies are used for heating of living tis-

sue by converting the electromagnetic energy of 
high frequency current or high frequency field in the 
heat. In these high frequencies, the currents even 
up to several amps do not cause irritation. Cha-
racteristic is that the heat is produced inside the 
body itself, where the applied energy is converted 
into thermal energy (heat endogenous), but the dis-
tribution of energy in the various methods is not uni-
form. By increasing the frequency of the alternating 
current is reduced the time to move of ions in one 
direction, consequently fewer ions accumulate at 
the border semi-permeable cell membranes and 
reduces irritation. At frequencies above 500 kHz do 
not get enough concentration of ions to be induced 
excitation. Even at these frequencies, the ions vi-
brate around a midpoint. Since there is no irritant 
effect, the current can be increased until we get a 
heat. The quantity of heat released from various 
tissues is inversely proportional to the conductivity 
of tissues. 

Furthermore, since there is no irritant, this allowed 
larger current densities under the electrodes, thus 
reduces the contact resistance between electrode 
and skin. Table 1 gives the specific resistance of 
the major tissues of the body at frequencies in the 
range of 2-3 GHz. [2] 

 

Tissue Frequency in range 2-3 GHz 

Blood 0,65 

Muscles 0,49 

Internal Organs 0,4 - 0,8 

Nerve Tissues 0,4 – 0,9 

Fatty Tissues 8 -30 

Table 1. Specific electrical resistance of the tissues in the 
human body 

The heat q, release per unit time, per unit volume of 
homogeneous tissue for passing of high currents is: 
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where: ∆ – current density; 
           k – coefficient of proportionality; 
            σ – specific conductivity of the tissue 
through which currents passing. 

The separated heat is determined by the geomet-
rical parameters of the electrodes, how they were 
placed against the body, but the frequency, the 
electrical conductivity of tissues and their dielectric 
properties. Therefore, different tissues in specific for 
their frequencies will receive the maximum amount 
of heat. 

The energy absorption of microwaves from the tis-
sues of living tissues and converting it into heat 
shall result in energy losses in ion conduction and 
dielectric losses, associated with relaxation oscilla-
tions of the dipoles. The absorption of the ion con-
ductivity does not depend on frequency in the range 
of microwaves. 

The intensity of the microwaves as they pass 
through the environment, which absorbs reduces to 
an exponential law. The depth at which the intensity 
decreases called absorption half - width h. [1] 

, 

Where: 

     – the  intensity of surface (х = 0). 

     – absorption coefficient. 

Absorption half - width is determined by the expres-
sion: 

 
 
We estimated that if we have wavelength 12 cm, 
absorption half – width will be 0,9 cm. 
 

Upon irradiation of homogeneous tissues, the heat 
is distributed in depth by an exponential law. When 
they are exposed to microwave, the layers of 
different tissues obtained reflection from boundary 
surfaces, when the permittivity of the layers is 
different. This phenomenon changed the distributi-
on of energy absorbed and deep heating of tissues. 
On the boundary surfaces between the layers of the 
different tissues, temperature peaks are obtained.  

 

3. Basic components of the microwave 
therapy and irradiation of the different 
reflectors 

 
The impact of the microwaves of a human's body 
can be achieved through dipole antennas with 
hemispherical or semi-cylindrical reflectors. They 
can be seen on Figure 1. 

 

 
Figure 1. Different reflectors 

 
Reflectors are placed directly on the area, which 
has to be heated, or at some distance from it. Re-
flectors can be closer or further away, so they can 
adjust their distance to the skin, which must be 2-10 
cm.  

Figure 2 shows the microwave apparatus and its 
application (Figure 3). 

 
 

Figure 2.  Device for microwave therapy 
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Figure 3.  Applied to the patient 

 

4. Microwave therapies and the positive  
     influence of them 

 
One of the main and not quite resolved issues, in 
microwave therapy is the determination of energy, 
which is absorbed by the object. It was made a lot 
of researches, which showing that ultra-high 
frequency waves with a wavelength of 69 cm, i.e. 
the frequency is 433,92 MHz, are the most perspec-
tive. These waves have similar physiological action 
with the other high frequencies currents, but they 
penetrate to greater depths. The differences relate 
to absorption of electromagnetic energy and its 
distribution in different tissues. They have the least 
thermal effect of fat tissues, but their energy is 
distributed more evenly in tissues. Recently, ultra-
high frequency waves have a good therapeutic 
effect in: transient disorders of cerebral circulation, 
stroke, vascular incidents in the central nervous 
system, chronic arterial insufficiency of lower ext-
remities. Improves microcirculation, rheological pro-
perties of blood, detection of shunting, increased 
cell permeability. The conclusion is that the ultra-
high frequency waves have a beneficial effect on 
the functional status of heart. Improves tissue oxy-
gen saturation and metabolic processes in cells. 

In medicine is mainly used microwaves with wave-
length 12.2 cm, 12.4 cm and 12.6 cm which are on 
the border with UHF. In practice, apparatus are 
used primarily, generating capacity to 200 W at 
2450 MHz operating frequency, i.e. the wavelength 
is 12.2 cm.  

The duration of procedures depends on the dosage, 
but they are weak - 0,36 W/cm2, average - 0,56 
W/cm2 and strong - 1,5 W/cm2. The duration of the 
procedures is from 5 to 10-20 min. In acute and 
sub-acute inflammatory processes are used weak 

doses. These doses are recommended and low 
exposure areas vascularised or near such (ovaries, 
eyes). Irrespective of different coefficients of ref-
lection of the individual tissues, centimeter waves 
are absorbed significantly (40-75%). They are pe-
netrated to a depth of 5-6 cm. The next Figure 4 
shows the distribution of heat in the UHF and mic-
rowaves in various tissues. 

 

 
Figure 4. The difference between UHF and microwaves 

 
The different design of reflectors for directing of the 
microwaves amended distribution of heat. Figure 5 
shows the distribution of heat, perpendicular to the 
axis of irradiation with hemispherical (Figure 5a) 
and semi-cylindrical reflector (Figure 5b). 

 

 
Figure 5a. Irradiation with hemispherical reflector 

 

 

Figure 5b. Irradiation with semi-cylindrical reflector 
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Figure 6 is shown schematically, the extent of 
absorption of electromagnetic energy of the electro-
magnetic energy in our body depth with different 
methods of high-heat treatment. Observe that the 
capacitor field, where the wavelength is 11,12 cm 
(Figure 6a) heating occurs deeper underlying tis-
sues. In inductive heating electrode receives the 
muscles (Figure 6b). The same distribution is ob-
served and with longer decimeter waves, where the 
wavelength is 69 cm, it can be seen in the Figure 
6d. The scope of ultra-high frequency waves, the 
longer waves have greater depth effect of the 
shorter (Figure 6c). In ultra-high frequency waves 
through the radiator, representing a symmetric vib-
rator and reflector, achieves much higher warming 
of the deeper tissues (Figure 6e). [5] 
 

 

Figure 6. The extent of absorption of electromagnetic 
energy of the electromagnetic energy in our body depth 

with different methods of high-heat treatment. 

 
Skin and subcutis absorbs less microwave energy, 
allowing to penetrate without much loss to the 
muscles and the blood tissue, unlike the electro-
magnetic waves used in the UHF field. Microwaves 
at low doses appear to be particularly beneficial on 
vascular permeability in inflammation and allergic 
conditions. They also raise redox processes in the 
tissues. In small doses increases the protein con-
tent and phosphorylase activity in skeletal muscle. 
 

5. Conclusion 
 

1. Describes the change of the field from the lo-
cation and the different size of reflector and heat 
generation in the body.   

2. Positive effect of the microwave therapies in 
our bodies 
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Abstract 

The aim of this paper is to visualize the influence of ultra high 
frequency electric field and in particular the wave of meter 
range beyond the human. Effects of electromagnetic fields on 
living cells depend on the frequency. The researches and the 
results are made at frequencies in the range of 20-30 MHz, 
because in the therapy with ultra-high frequencies, these fre-
quencies and wavelengths are the most efficient and allowing 
for much deeper action and better controlability of intensity of 
the warming. In this way, we are receiving more effective 
treatment beyond the patient. During the researches are used 
two different electrodes - capacitive and inductive, with differ-
ent sizes, different placement of the electrodes and a visuali-
zation of the lines of force on the field to the placement and 
the size. The achieved results are applied to observed the 
penetration of high-frequency electromagnetic fields in our 
body and its positive impact on the treatment of certain dis-
eases. 

 

1. Introduction 

In medicine, the therapy in this range is known as 
UHF-therapy. During the action of the variable elec-
tric field on the dielectric, the sign of polarization 
and orientation of the dipole, changing with the fre-
quency of change of the sign on the field. At the 
high frequencies of electrical field, the polarizing 
molecules fail completely to change their spatial 
orientation and occur vibrations of the dipoles 
around neutral position. This process is associated 
with generate the heat. 
 

2. Theoretical solution  

At the frequencies above 500 kHz, the irritation of 
the current became so weak, that the patient can’t 
feel anything. The electromagnetic oscillations with 
high frequencies are used for heating of living tis-
sue by converting the electromagnetic energy of 
high frequency current or high frequency field in the 
heat. In these high frequencies, the currents even 
up to several amps do not cause irritation. Charac-

teristic is that the heat is produced inside the body 
itself, where the applied energy is converted into 
thermal energy (heat endogenous), but the distribu-
tion of energy in the various methods is not uniform. 
By increasing the frequency of the alternating cur-
rent is reduced the time to move of ions in one di-
rection, consequently fewer ions accumulate at the 
border semi-permeable cell membranes and redu-
ces irritation. At frequencies above 500 kHz do not 
get enough concentration of ions to be induced ex-
citation. Even at these frequencies, the ions vibrate 
around a midpoint. Since there is no irritant effect, 
the current can be increased until we get a heat. 
The quantity of heat released from various tissues 
is inversely proportional to the conductivity of tis-
sues. 

Physiological and therapeutic effects of ultra high 
currents differs substantially from that of low fre-
quency currents, virtually absent the process of 
electrolysis and electrophoresis, and tissue pene-
tration is bigger. Ultra high currents in living tissue 
has two components: current conduction (through 
the tissues and fluids of the body with good conduc-
tivity) and flow of the mixture (in tissue dielectrics). 
The formation is endogenous heat the most impor-
tant role played the active resistance in current 
conduction. Active resistance of the body for high 
frequency current is significantly less than in the 
direct current. This is explained by the absence of 
currents caused by polarization phenomena as in 
the electrodes and the body. Furthermore, since 
there is no irritant, this allowed larger current densi-
ties under the electrodes, thus reduces the contact 
resistance between electrode and skin. Table 1 gi-
ves the specific resistance of the major tissues of 
the body at frequencies in the range of 20-30 MHz. 
[2] 
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Specific Electrical Resistance of the tissues  [Ώ.m] 

Tissue Frequency in range 20-30 MHz 

Blood 1 

Muscles 1,65 

Internal Organs 2 - 3 

Nerve Tissues 8 - 10 

Fatty Tissues 20-50 

Table 1. Specific electrical resistance of the tissues in the 
human body 

The heat q, release per unit time, per unit volume of 
homogeneous tissue for passing of high currents is: 

  

where:  ∆ - current density; 
            k - coefficient of proportionality; 
             σ – specific conductivity of the tissue 
through which currents passing. 

The separated heat is determined by the geomet-
rical parameters of the electrodes, how they were 
placed against the body, but the frequency, the 
electrical conductivity of tissues and their dielectric 
properties. Therefore, different tissues in specific for 
their frequencies will receive the maximum amount 
of heat. 
 
3. Basic components of the UHF therapy 

and the visualization of the UHF 
electromagnetic field 

 
The impact of high-frequency electrical field on cer-
tain areas of a human's body can be achieved 
through condenser electrodes (Figure 1) or inducti-
ve electrodes (Figure 2). 

Electrodes are placed directly on the area, which 
has to be heated, or at some distance from it. 
Electrodes can be closer or further away, so they 
can adjust their distance to the skin, which must be 
2-10cm. To protect the skin from contact with the 
electrode and to provide the desired spacing to it, 
we have to put rubber insulated electrodes or glass. 
Some examples of the impact of different types of 
electrodes are shown in Figure 3.1, Figure 3.2, Fi-
gure 3.3. [1] 

As we seen from the figures, depending on the lo-
cation of the electrodes and their size, we can 
determine the distribution of field and the tempe-
rature change in the exposure range. 

 

 
Figure 1. Condenser electrodes with different sizes 

 
 

 

 

Figure 2. Coil field electrode with different size and type 

 

 

 
Figure 3.1. The impact of different types of electrodes 
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Figure 3.2. The impact of different types of electrodes 

 
Figure 3.3. The impact of different types of electrodes 

 
As already mentioned, the placement of the elect-
rodes is really important cause the field is changed, 
and also their magnitude. In Figure 4 can be seen 
the lines of the force of the electric field at different 
mutual disposition of the electrodes. [1] 

Figure 5 shows an apparatus for UHF [4]. Their 
load varies widely, which modify the parameters of 
the load (patient) circle. Moreover, during the treat-
ment, the object that is subjected to impact, can 
easily shift. As a result, power supply of the object 
decreases. On the other hand, under different con-
ditions of the sessions, more or less, the large part 
of the energy is dissipated, i.e. to achieve a thera-
peutic result, they need a different power sets. 
 

 

 

 

 

 
Figure 4. The lines of the force of the electric 

field at different mutual disposition of the elec-
trodes 

 
Figure 5.  Device for UHF therapy 
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4. Positive influence of UHF therapy on  
     the human body 
 
The power is allocated also on how the doses of the 
patient should be. The dosage is 4 steps in the in-
tensity of thermal sensation. [3] 

• Athermic doses – lowest thermal doses in 
which the patient has no subjective feeling. 

• Oligotermal doses with a subtle sense of 
warmth. 

• Thermal sensation with a pleasant warmth 

• Hyper-intensive thermal with heat sensa-
tion. 

 
These doses are equivalent to the objective inten-
sity of the electric field. Athermic and oligotermal 
dosages are with power to the electric field 60-80W. 
In practice, they use mainly the first 2 levels of 
dosage. The principle is during acute, subacute 
processes are used the first 2 doses and during a 
chronic stage may be reached from oligotermal to 
thermal doses. The duration of the procedure varies 
from 5-15-20 minutes. During acute processes with 
short duration 5-8 minutes and has to increase the 
duration of chronic diseases. Low doses from 3-8 
min average are used in children, depending of the 
age. 

If the electrodes are inductive and the tissues are 
subjected to a magnetic field, they are induced 
eddy currents with the same frequency. Because 
the induced currents are mainly by tissue, con-
taining more fluid, they are warmed more (muscles, 
internal organs). Endogenous heat formed in the 
tissues as a result of UHF currents, differs from 
exogenous heat introduced from the outside (vi-
sible, infrared): has greater penetrating power, not 
committed and not wear thermoregulatory mecha-
nisms, not burden the cardiovascular and respira-
tory system, continues to be formed after the ces-
sation of irradiation, radiation from the body beco-
mes slower. Endogenous heat increases the mole-
cular kinetic energy, increase metabolic processes 
within cells, accelerating chemical reactions at the 
molecular and sub molecular level, activated oxy-
gen absorption and elimination of carbon dioxide. 
Apart from endogenous heat, the biological effect of 
UHF is carried out through their effect on an oscil-
lating tissue molecules, on which influence it. UHF 
stimulates the function of endocrine glands. In the 
nervous system are leading the analgesic effects 
which binds both direct suppressive effect on the 

receptors and afferent neurons, so and with hype-
remia and anti-inflammatory effect of UHF. Urinary 
system does not respond in healthy subjects. Ty-
pical is a vasodilator effect on UHF on vessels of 
the kidneys in acute and chronic glomerulonephritis 
with a strong anti-inflammatory and diuretic effect. 
The cardiovascular system responds primarily when 
there are any diseases: in peripheral vascular disor-
der, progressing with spasm (Raynaud's disease). 
UHF leads to active hyperemia, for hypertension (I 
and II degree Lang) is observed a hypotensive 
effect of electrode placement in the renal-adrenal 
area. 

5. Conclusion 

1. Describes the change of the field from the lo-
cation and the different size of electrodes, images 
to the field with lines of force, heat generation in the 
body.   

2. Positive effect of the UHF therapy in our bodies 
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Abstract 
 
As commonly known, oscillators play very important role in all 
communication and test equipment. Most of modern commu-
nication systems are using different types of digital modulation 
techniques. That’s why Bit Error Rate is key parameter, used 
to evaluate quality of communication equipment. Improving of 
this parameter is related to using oscillators with low phase 
noise in transmitters and receivers. Design of low noise oscil-
lators become a major task for engineers. With increasing 
frequency of generated signal this task is hardly desirable. In 
this paper is presented method for solving this problem. A 
Clapp Voltage Controlled Oscillator in push – push configura-
tion using SiGe bipolar junction transistor is presented. The 
oscillator is used in Ku band and reaches phase noise perfor-
mance down to -100dBc/Hz at 100 KHz offset and tuning 
range of 10%. 
 

1. Introduction 

The push – push principle is widely accepted as 
approach to realize low phase noise high frequency 
oscillators. To be reached good phase noise per-
formance of oscillators is necessary to be used 
resonators with high Q factor. In microwave fre-
quencies are widely used dielectric resonators. Os-
cillators realized with them have very good phase 
noise but are difficult for implementation. Oscillation 
frequency should be tuned manually using screw. 
Furthermore frequency stability over temperature 
changing is not sufficient for bulk of modern com-
munication equipment. Decision of this problem is 
to be used frequency synthesizers. This leads to 
need of high frequency voltage controlled oscilla-
tors.  For their realization are used varactor diodes 
as tuning elements. At high frequencies (X, KU, Ka 
band) varactor diodes have low Q factor. This is the 
main difficulty in design low phase noise VCO’s. 
Furthermore they have parasitic resonances, which 
sometimes make design of such oscillators impos-
sible. These problems can be solved using push - 
push oscillator. The idea is to be designed two os-
cillators working at half of desired output frequency. 
After coupling them the output spectrum contain 
only even harmonics. Second harmonic can be 
used as output frequency. 

2. Push – push oscillators 

Simplified schematic of two coupled oscillators is 
shown in fig.1. Considering the transmission line 
acts as resonant circuit in addition to coupling net-
work, and for simplification in the analysis, the loss 
associated with the transmission line is assumed as 
part of load admittances GL. In fig.1 Yd1 and Yd2 rep-
resent equivalent admittance of two active devices 
and their loads, while YC1 and YC2 represent admit-
tances seen by devices in mutually coupled oscilla-
tor circuit. 
 

 

Fig. 1. Principle schematic of coupled oscillators 

 
For coupling two oscillators phases of output sig-
nals must be synchronized. Phase synchronization 
is reached with transmission line with characteristic 
admittance Y0 and electrical length βl. The electri-
cal length of transmission line has to be chosen 
such that both oscillators are working individually 
and generate the same output frequency. For this 
reason active devices have to see the same imped-
ance from the both sides of transmission line. This 
can be realized if electrical length is chosen to be 
half wavelength for fundamental frequency of oscil-
lators. Figure 2 shows the push – push oscillator 
using half – wavelength microstrip resonator. For 
fundamental frequency f0 this resonator has a null 
point at the centre of microstrip line, being a point of 
oscillator symmetry which is considered as virtual 
ground or short – circuited point. In this case, the 
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resonance voltage has maximum values at both 
ends of resonator with phase difference of 180deg 
and resonance voltage is zero at the centre of 
resonator. For desired second harmonic frequency 
2f0 such point could be regarded as an open cir-
cuited point. 

 

Fig. 2. Push – push microstrip oscillator configuration 

 
For analysis purpose, transmission line is charac-
terized as two port network with its terminal volt-

ages represented by voltage phasor as 1

11

jeVV   

and 2

22

jeVV  where │V1│, │V2│, φ1 and φ2 are 

magnitudes and phases of voltage phasors. Trans-
mission line can be represented with its ABCD ma-
trix: 
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where Z0, l and β are characteristic impedance, 
length and phase constant of transmission line. For 
purpose of this analysis is necessary to be calcu-
lated Y matrix of transmission line. Relationship be-
tween Y matrix and ABCD matrix is: 
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From 2.1 and 2.2 Y matrix is given by: 
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The circuit equation for Fig.1 at transmission line 
terminals can be expressed as  
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Equations 2.4 and 2.5 can be expressed in matrix 
form as: 
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For identical coupled oscillators: 
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From equations 2.4, 2.5 and 2.7 
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The admittance YD comprises of device admittance 
and load conductance as 
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The admittance YC is given from the transmission 
line equation as 
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To be satisfied conditions for oscillation, the length 
of transmission line is selected such that real and 
imaginary part of admittance YC is given by: 
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From equations 2.9 and 2.10  

22

0

2

0

)(

2
)tan()13.2(

DLD

D

GGYB

YB
l


  

During the process of starting up oscillations, the 
real part of admittance YD is more negative then 
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admittance of losses. As level of generated signal 
increases, the device gain drops until the losses are 
compensated. Under the steady state oscillation 
conditions, GL-GD=0 and electrical length ϴ of 
transmission line is given from equation 2.13 as 
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To be determined Y matrix of transmission line is 
necessary to be defined cot(βl) and cosec(βl)  func-
tions. 
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The [Y] parameter of the transmission line can be 
rewritten from equations 2.3, 2.15 and 2.16 as 
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Phase difference between generated signals from 
two coupled oscillators can be determined from 
equations 2.8 and 2.17 and is given as 
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In steady state oscillator mode YD = jBD 
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With equations 2.1 – 2.20 was mathematically pro-
ven that two coupled oscillators generate phase 
synchronized signals with the same frequency and 
phase difference 180. If these two signals are 
summed in phase, with appropriate power combin-
er, the output signal in summing port can be ex-
pressed as 
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Where n is harmonic number. 

Equation 2.23 can be rewritten as 
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From equation 2.20, generated signals have phase 
difference 180 so ω0 Δt = π  
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From 2.24, 2.25 and 2.26 the output signal of push 
– push oscillator is determined as 
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Equation 2.27 shows cancellation of all odd har-
monics especially the fundamental signal, where 
odd harmonics are added constructively. The higher 
order harmonics (4ω, 6ω, 8ω are filtered out). 

3. Applications of push – push concept 

In general push – push concept offers several ad-
vantages over single ended design: 
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 Since the transistors are operated at half of 
desired output frequency, the usable fre-
quency range of devices can be extended; 

 Simultaneous generation of both funda-
mental and second harmonic is feasible. 
Feeding f0 into a frequency divider instead 
of 2f0 lowers divider efforts. 

 Phase noise is reduced because of syn-
chronization effects.  

 High immunity against load pull. 

 Extension of tinning range. 

4. Design push-push VCO 

The fowling shows example for design of mutually 
synchronized coupled voltage controlled oscillators. 
Generated signal can be tuned in range from 
10.4GHz to 11.4GHz (2f0) in which two individual 
oscillators oscillates at range of 5.2GHz to 5.7GHz. 
Figure 3 shows the circuit diagram of push – push 
oscillator. The circuit is fabricated on 0.51mm Rog-
ers substrate of dielectric constant 3.38 and loss 
tangent 2.7.10-4. Active devices, used to generate 
negative resistance are SiGe BJT transistors 
BFP620, produced by Infineon. As tuning elements 
are used varactor diodes BB837 also produced by 
Infineon. 

 
Fig. 3. Circuit diagram of push-push VCO 

Figure 4 shows simulated (Ansoft Designer) base 
currents Ib1 and Ib2 which are phase shifted at 180 
degree in mutually synchronized condition.  

 

 

Fig. 4. Base currents of both transistors in push-push 
oscillator 

 
The PCB layout of push – push oscillator is shown 
in fig.5. Outputs from both oscillators are summed 
by using Wilkinson combiner, designed for 2fo fre-
quency. 
 

 

Fig. 5. PCB layout of push – push VCO 

Measured results of oscillator parameters are pre-
sented graphically in figures 6, 7 and 8. Output 
spectrum is shown in fig.6. Suppression of first 
harmonic is about 25dB below second harmonic. 
This is due to non-ideal symmetry of the circuit. 
Two transistors with absolutely the same parame-
ters are almost impossible to be found. First har-
monic suppression can be improved by using active 
biasing of transistors. 
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Fig. 6. Measured output spectrum of push –  
push oscillator 

 
Figure 7 shows measured tuning range of designed 
voltage controlled oscillator. 
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Fig. 7. Measured tuning range of designed VCO 

 
Results from phase noise measurement at second 
harmonic of push – push oscillator are depicted in 
Fig.8. Measurements were performed for shorted 
tuning input and with 9V tuning voltage applied on 
it. It can be seen that, with shorted tinning input is 
retched about 3dB better phase noise than with ap-
plied 9V tuning voltage. This can be explained with 
noise added from voltage souse at input of VCO. 
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 Fig. 8. Measured phase noise at second harmonic of 
push-push VCO 

 

5. Conclusion 

The main goal of this paper is to present method for 
design microwave voltage controlled oscillators with 
low phase noise. It was analytically shown that is 
possible to synchronize two oscillators and fre-
quency of generated signal to be twice fundamental 
frequency of single oscillator. This statement is very 
important in design microwave VCO’s, because it is 
general method for reducing phase noise. A exam-
ple for Ku band VCO design, using mutually cou-
pled oscillators was presented. Measurement re-
sults of manufactured VCO confirm statement that 
two oscillators can be synchronized to generate 
twice bigger output frequency. 
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Abstract 

An simultaneously application of low frequency magnetic field 
and acupressure is described in the paper.  A visualisation of 
space configuration of low frequency static magnetic field is 
done in the paper, also. A design of system for acupressure is 
done together with mathematical description of action of me-
chanical device for acupressure. The requirements for design 
of system for therapy with low frequency magnetic field and 
acupressure is presented. Some mechanical solutions for sys-
tem for acupressure are described In the paper, also.  

 

1. Introduction 

The results of therapy by acupressure would be 
more good if there would be provided more inten-
sive movement of the blood in around the points of 
acupressure. This activation of blood’s movement 
can be provided by application of low frequency 
magnetic field together with acupressure. 

The application of China’s method for acupressure 
is very actual in medical therapy, now. Usually phy-
sician provide application of acupressure by his 
hands. It’s inconvenient first of all for physician. 
He’s able to work for short time. Then he can con-
tinue after relax, but the number of these procedu-
res per day are limited. In other side it would be bet-
ter to provide acupressure simultaneously on more 
points on the human body. It’s impossible because 
physician has only two hands.  

It’s clear that  it’ s necessary to provide special de-
vice for acupressure, which can be used together 
with special device for creating of low frequency 
magnetic filed around the points for acupressure. 
Therefore the application of system for simultane-
ously application of acupressure and low frequency 
magnetic field is very actual, now. 

  

2. Design of devices for creating of low 
frequency magnetic field around the 
points for acupressure 

Usually the low frequency magnetic field can be 
created using two coils, connected to the output of 
apparatus for magneto-therapy. This apparatus is a 
source of special electrical signals for the coils. The 
space configuration of magnetic field in the patient’s 
area depends to the mutual disposition of local in-
ductors and the value of electrical current in the in-
ductors. Always the inductors are without ferrous 
core. Therefore the waveform of magnetic induction 
is the same as the waveform of electrical current in 
the coils (inductors). Usually the waveform of elec-
trical current in the coils is as rectangular pulses 
with variable frequency in the frequency band 0,1Hz 
– 100Hz. It’s difficult for the organism to do an ad-
aptation to the parameters of magnetic field be-
cause of variable frequency. This provides more 
good results after magneto therapy. These results 
can be obtained after short time of application of 
magnetic field. The magnetic induction in the pa-
tient’s area should not exceed 10 mT. 

 

 

 

 

 

 

 

 

 

 

 

Fig. 1. Disposition of the two inductors 
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The space configuration of magnetic field can be 
seen on the base of mathematical description of 
magnetic field and computer simulation. The mutual 
disposition of the two inductors can be seen on Fig. 
1. The space disposition of the lines of vectors of 
magnetic induction in the points of plane XOZ can 
be obtained by mathematical description and com-
puter simulation. It can be seen on the Fig. 2. 

 

 

Fig. 2. Space dispositions of the lines of vectors  
of magnetic induction in the points of plane XOZ 

 

 

Fig. 3. Space distribution of the values of magnetic  
induction in the points of plane XOZ 

 
The space distribution of the values of magnetic 
induction in the points of plane XOZ is an other re-
sult of computer simulation of space-temporal con-
figuration of low frequency magnetic field in the pa-
tient’s area. It can be seen on the Fig. 3. The calcu-
lation has been done for the value of relative mag-
netic permeability of alive tissues 1 and value of 
electrical current in the coils I=2A. 

3. Design of the bed for therapy by  
running magnetic field 

The method for computer simulation of space con-
figuration of low frequency magnetic field of pair 
coils can be used for computer simulation of space 
configuration of magnetic field in the case of run-
ning magnetic field, also. In this case the coils can 
be as one or two sequences on the bed Fig. 2.  

 

 
 

Fig. 4. The disposition of coils on the bed in the case  
of running magnetic field 

The materials of the bed should be non magnetic. 
An appropriate plastic can be used. This plastic 
should has enough mechanical strong. This materi-
als should has high mechanical hardness, high che-
mical steady, high steady for wear out, good skid, 
high electrical steady, good absorption of hits. 

The patients should be recumbent on the coil’s se-
quence on the bed. The mutual disposition of two 
sequence coils and patient’s body can be seen on 
fig. 5. 

On the patient’s body should be two or more mobile 
coils depend of the number of coil’s sequences. 
The coils on the bed should be on when they are 
under mobile coils.  

The “movement” of low frequency magnetic field 
can be obtained by electronic switching over of the 
coils on the bed together with electronic switching 
over of several coils situated on special rolling 
stand on the human body. The apparatus for 
magnetotherapy, which provides the signals for 
coils can be seen on fig. 7. The space distribution of 
magnetic induction’s value of running magnetic field 
(fig. 6) has been done for different position of “mo-
bile” coils. 

The apparatus for magnetotherapy, which provides 
the signals for coils can be seen on fig. 7. This ap-
paratus can provide measurement of the value 
magnetic induction in different points around the 
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human body, using special drill for low frequency 
magnetic field.  
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Fig. 5. Mutual disposition of two sequence coils  
and patient’s body 
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Fig. 6. Space distribution of magnetic induction’s value  
of running magnetic field 

 

Fig. 7. Apparatus for magneto-therapy 

 

4. Design of mechanical device for  
acupressure 
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Fig. 6. The modified device for acupressure  
simultaneously with low frequency magnetic field 

 
Usually the line of mechanical pressure is the axis 
of coils. The sizes of coils can be different accord-
ing to the sizes of “active” area around of the acu-
puncture points. On fig. 6 can be seen a mechani-
cal device for acupressure. For simultaneously ap-
plication of low frequency magnetic field and me-
chanical acupressure, the line of mechanical pres-
sure should be the same as the line of coil.  

 

3. Conclusion 

1. A bed for simultaneously therapy by running 
magnetic field and acupressure has been sug-
gested in the paper. 

2. A computer simulation of space distribution of 
magnetic induction’ values of  pair  coils depending 
of the value of electrical current around the points of 
acupuncture in different cases of disposition of coils 
on the human body has been done in the paper. 

3. A mechanical construction of device for simul-
taneously acupressure with low frequency magnetic 
field (Fig. 6) have been done, also. 
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Abstract 

 

IPTV – Internet protocol television - is a digital TV broadcast 
over IP networks, providing not only direct TV broadcasts, but 
also multiple additional services such as Video on Demand, 
an electronic program guide, internet service on the TV 
screen, games, karaoke and so on. IPTV and ancillary ser-
vices conducted combining unicast and multicast flows in the 
methods of communication both core and access networks 
using different transmission methods, which are characterized 
by distinctive flows through the factors that influence the QoS. 
One of the most important factors for users evaluation of 
quality of service is a channel zapping time. Some of the 
factors that influence IPTV service channel zapping time is the 
delay in access and the user's home network nodes. In this 
paper we analyze the provision of IPTV over WiMax access 
network (IEEE 802.11d), the potential problems and the fac-
tors influencing the TV channel zapping time. A method to mi-
nimize the TV channel zapping time and simulated test envi-
ronment results are presented and compared with the conven-
tional transmission of IPTV over Wimax access network and 
proposed method of transmission over DSLAM access net-
work. 

 

1. Introduction 
 
IPTV is defined as a multimedia service, with the 
necessary of using an IP core network and service 
providers chosen access network for TV channels 
transmission. Unlike the core network, the selection 
of IPTV access network is influenced by various 
factors, such as: geographic location of IPTV users, 
infrastructure of equipment deployment options in 
the access network, the economic benefits and in 
this case for IPTV service providers is especially 
important properly choose the right infrastructure of 
IPTV service access network. 

WiMax (Worldwide Interoperability for Microwave 
Access) is a wireless access network, widely used 

for high data rate in a wide range of users coverage. 
Due to the wide range of users coverage, WiMax 
network provides access to the services in remote 
areas, where implementation of other access infra-
structure (DSL, optic) is simply too expensive or al-
together impossible. These basic characteristics 
affect service providers selection of WiMax network 
as an access network for IPTV and additional 
multimedia services. There are two principal WiMax 
network structures: fixed access WiMax network 
(IEEE 802.16d) and mobile access WiMax network 
(802.16e) [1]. In this paper authors analyze the 
impact of WiMax network (IEEE 802.16d) used as 
an IPTV access network to IPTV QoE (Quality of 
Experience) in respect of the users. 

IPTV service providers undertake to ensure proper 
quality of service (QoS) in accordance with appro-
ved ITU-T recommenddations, ensuring TV users 
satisfaction with the service. Quality of Service 
(QoS) and service quality of experience (QoE) ratio 
is very important for the IPTV service, because 
each of these characteristics value affects the IPTV 
service core and access networks settings, such as 
[2]: 

• Packet loss rate; 
• Packet jitter; 
• End to end delay; 
• Channel zapping time. 

IPTV traffic transmission rate over fixed Wimax ac-
cess network varies from one to several Mbps and 
therefore transfer rate for service is limited. Due to 
the limited access network bandwidth, IPTV service 
equipment, such as STB (Set Top Box), can not 
simultaneously receive all broadcast channels and 
when the user selects of a new TV channel inevita-
bly emerges channel change delay in the access 
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network [3]. Method to minimize IPTV channel 
zapping time over fixed WiMax access network and 
simulation results are presented in this paper. 
 

2. IPTV over fixed WiMax 
 
IEEE 802.16d fixed wireless access network provi-
des the opportunity to transfer both standard defini-
tion (SD) and high definition (HD) video streams, 
accordingly WiMax access network is used for IPTV 
service provision. Figure 1 shows the architecture 
of IPTV service over fixed WiMax access network. 
 

 
 

Figure 1. IPTV over fixed WiMax access network 

 
IPTV service architecture over a fixed WiMax ac-
cess network consists of Video HeadEnd, core (IP) 
network, access network (WiMax Base Station 
(BS), subscriber’s WiMax receiver, STB (Set Top 
Box), TV receiver. 
 

3. IPTV channel zapping time 
 
IPTV channel zapping time is the time lag from the 
channel change request as the user pushes the 
button on the remote control untill the first video I 
frame is received on STB. Channel zapping time is 
an important QoE parameter for IPTV user, so in 
this case, according to the research work [4], chan-
nel zapping time should be less than 0.43 ms in 
order to ensure user satisfaction with the IPTV 
service by at least 3.5 points by MOS (Mean 
Opinion Score), so it is very important as far as 
possible to reduce it.  

IPTV service channel changing process is presen-
ted in Figure 2. The channel zapping time is compo-
sed of these main factors: 

• IGMP processing time – delay, resulting 
from the first IGMP Leave request on the 
STB to the Home Gateway untill the first I 
frame of the selected TV channel, received 
in the STB buffer; 

 
 

Figure 2. Overwiev of channel zapping time 

 
• Access network delay – time, needed to 

broadcast video stream from the selected 
channel IGMP Join request submission; 

• STB jitter buffer delay – is required to remo-
ve the unsmooth display caused by the de-
lay jitter over the Internet [3]; 

• Video decoding delay – the time required 
for video stream decoding and presentation 
from the STB to the TV receiver. This time 
is influenced by the arrangement of images 
sequence (I, B, P) in the GOP (Group of 
Picture). 

 

4. Proposed IPTV channel change  
    method 
 
To compare the results obtained by simulation [3], 
authors proposed IPTV channel change method is 
adapted to the IEEE 802.16d WiMax access net-
work (Figure 3). 
 

 
 
Figure 3. IPTV channel change using multicast channel 
flow (1) and proposed transmission method (2) using 

fixed WiMax access network 

 
Figure 4 presents the IPTV service channel change 
algorithm using the authors proposed IPTV trans-
mission method. 

The main idea of the proposed channel change 
method is that, when the IPTV service user press 
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the channel change button on the remote control 
and looks forward during switching process less 
than 1 minute (Tv), the intermediate network device 
starts send less quality (MPEG - 2, SDTV) video 
stream of the selected channel. Less quality video 
stream is replaced by the high quality (HDTV) video 
stream only after 1 minute from the channel change 
request. 
 

 
 

Figure 4. IPTV channel change algorithm of proposed 
transmission method 

 
 

5. Mathematical model for IPTV channel 
zapping time evaluation over fixed 
Wimax access network 

 
First of all, the IPTV channel zapping time evalua-
tion over fixed WiMax access network has been 
done for two scheduling types of IPTV traffic: a non-
priority and priority IPTV traffic. Figure 5 presents 
the schemes of two scheduling types of IPTV traffic. 

 

 
Figure 5. Schemes of two scheduling types of IPTV traffic: 

non - priority and priority 

The non-priority scheme does not differentiate be-
tween common data traffic and IPTV traffic and all 

channels in BS are using for all types of services. 
Using priority scheme channels were divided into 
two parts: normal and reserved for IPTV. When a 
common call arrives, the system will check if there 
is an available normal channel for it. If it is not 
available, the call will be blocked. When IPTV call 
arrives, the system will check if there is an available 
normal channel for it. If it is available, a channel will 
be assigned for the call. If it is not available, the 
system will check if there is an available reserved 
channel for it. If it is available, a channel will be as-
signed for the call. If it is not available, the call will 
be blocked. For evaluation the IPTV traffic blocking 
probability Markov chain is used. Each state, in the 
Markov chain represents the number of occupied 
channels .The all traffics are assumed to follow a 

Poisson arrival process with mean rates cλ – for 

total channels and IPTVλ – for IPTV channels. They 

have exponential service time distribution with 

mean rate
µ
1

. Here are a total of C channels of 

which CIPTV=C-CR (where CR – number of reserved 
channels) are prioritized only to IPTV traffic. Solving 
the Markov chain authors get IPTV traffic blocking 
probability: 

• for non-priority scheme: 
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• for priority scheme: 
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where PIPTV – is IPTV traffic blocking probability; 
P(0) – probability, that all channels are available: 
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The channel zapping time is 

retransjitterbGOPsignalbuffsendzapping DDDDDDD +++++= − , (4) 

where Dzapping is the channel zapping time; Dsend is 
the total channel change delay using conventional 
transmission; Dbuff is the delay in STB buffer; Dsignal 
is the IGMP signalling transmission delay; DGOP is 
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the GOP delay; Db-jitter is the dejitter buffer delay; 
Dretrans is the retransmission delay. The total chan-
nel change delay, using conventional transmission 
can be expressed as  

 IGMPswitchtransmsend DDDD ++= , (5) 

where Dtransm is the transmission delay; Dswitch is the 
switching delay; DIGMP is the IGMP message trans-
mission delay. The delay in STB buffer can be ex-
pressed as  
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21

IPTVotherBS

GOP
comp

IIrr

buff RL

N
H

FCHH

D
−×−×

××××

=
ρ

, (6) 

where Hr1, Hr2 are horizontal and vertical video 
resolution; CI is the colour image intensity; FI is the 
frame intensity; Hcomp is the video compression rate; 
NGOP is the number of GOP; LBS is the line rate of 
BS; ρother is the traffic load of other services. RIPTV is 
ratio, used for IPTV streaming, which can be evalu-
ated as 

 
)( otherBSBS

userchchMPEG
IPTV LL

NNB
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ρ×−
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= − , (7) 

where BMPEG is video MPEG bandwith; Nch is the 
number of channels; Nch-user is the number of users, 
which are using the same channel at the same 
moment.  

The retransmission delay can be evaluated as 

 10)( ××= IPTVsignalretrans PDD , (8) 

IGMP signalling transmission delay can be expres-
sed as  

 

uprate

userchIGMP
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where SIGMP is the size of IGMP packet; Lrate_down is 
the downstream line rate of access network; Lrate_up 
is the upstream line rate of access network. 
 

6. Results of IPTV channel zapping time 
over IEEE 802.16d access network us-
ing proposed transmission method  

 
According to the mathematical model, the efficiency 
of the IPTV channel change algorithm of proposed 

transmission method was performed using a Matlab 
simulation program. The initial data, used in simu-
lation, according to Cisco and Agilent Technologies, 
are given in Table 1. 

The simulation was done by changing the GOP size 
(Figure 7), IPTV probability P (Figure 8) and as 
were used other services in the network, not only 
IPTV, the load of other services ρother was varied 
too. Figure 6 presents IPTV traffic blocking proba-
bility in BS with two scheduling types. 
 
Table 1. Parameters used in simulation 

 

Parameter Value 

Db-jitter 150ms 

Dtransm 80ms 

Dswitch 2ms 

DIGMP 20ms 

DDSLAM 50ms 

LBS 250Mbps 

Lrate_up 3Mbps 

Lrate_down 10Mbps 

SIGMP 64bit 

Nch 3 

Nch-user 20 

Hr1, Hr2 920x782 

CI , FI ,Hcomp 8, 30, 30 

C 30 

CIPTV 5 

BMPEG 2Mbps 

 
As can be seen, when is used the priority IPTV 
traffic, the probability that the call, that came will be 
blocked is far lower than in non-priority IPTV traffic. 
In this case, using a sheduling type of priority IPTV 
traffic in WiMax BS, IPTV applications will be atten-
ded with lower losses.  

Comparing channel zapping time values of the pro-
posed method of transmission over WiMAX access 
network to the IPTV transmission over DSLAM 
access network, when the GOP=1.6 s, channel 
zapping time increases by less than 0.6 s. 

In contrast to the DSLAM, it is influenced by the 
retransmission delay over WiMax access network. 
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Figure 6. IPTV traffic blocking probability in BS with two 

scheduling types: with priority and without priority 
 
 

 
 

Figure 7. Channel zapping time versus load of other 
services, in the case of different GOP sizes  

(0,6 s; 1,6 s; 2,6 s) 

 
 

 
 

Figure 8. Channel zapping time versus load of other 
services in the case of different IPTV probabilities  

(0,03; 0,33; 0,63), GOP=1,6s 

 
Comparing channel zapping time value of the 
traditional method of transmitting IPTV over WiMax 
to the proposed transmission method, when the 
GOP is equal to 1.6 s, it can be seen, that the pro-

posed method can reduce the channel zapping time 
by more than 1.5 s, and the load of other services 
may be up to 0.6 of total throughput.  
 

7. Conclusions 
 
In this paper authors proposed IPTV channel chan-
ge transmission algorithm and compared channel 
zapping time: a) using conventional transmission 
over WiMax access network and proposed method; 
b) using transmission of proposed method over 
WiMax access network and DSLAM access net-
work. According to the obtained results, it can be 
stated: 

• using a non-priority IPTV traffic in WiMax 
BS, IPTV applications will be attended with 
more losses than priority IPTV traffic; 

• if GOP = 0.6 s, channel zapping time is 
about 1 s using the proposed method of 
transmission over WiMAX access network; 

• Channel zapping time value (GOP = 1.6 s) 
of the proposed transmission method is 1.5 
times lower than in conventional IPTV 
transmission over WiMax. 
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Abstract 

 
Estimation of sound pressure level by using less expensive 
PVDF and BaTiO3 multilayer ceramic ultrasonic transducers 
has been investigated. Calibration of proposed transducers 
was done with the help of commercial hydrophone HNP-1000 
from Onda Corp., Sunnyvale. This work compares these less 
expensive transducers against hydrophone in sound pressure 
sensitivity over 1 MHz to 15 MHz frequency range. Experi-
mental results are presented. The proposed inexpensive sen-
sor design is using high voltage multilayer ceramic capacitor. 

It has indicated good sensitivity (0.5 µV/Pa to 3 µV/Pa) over 
frequencies 1 MHz to 8 MHz. 

 

1. Introduction 

The performance estimation of the sonoporation, 
therapeutic ultrasound, high intensity focused ultra-
sound (HIFU) [1], diagnostics and imaging equip-
ment requires the acoustic pressure estimation [2]. 
Usually investigation is carried out using expensive 
hydrophone. Furthermore, hydrophone usually is 
made using Polyvinylidene Fluoride (PVDF) film 
and it is very sensitive to the mechanical damage 
[3]. When high intensity ultrasound is used, cavita-
tion might rip out the PVDF metallization. It is de-
sired to have the inexpensive sound pressure regis-
tration equipment with moderate sensitivity and ac-
curacy. Experimental investigation of possible can-
didates is presented below. 

 

2. Sensor requirements 

Usual measurement procedure (Figure 1) involves 
the hydrophone as the local pressure sensor: hy-
drophone size is desired to be small. Results of 
Apfel and Holland presented in [4] indicate that at 
1 MHz frequency the inertial cavitation threshold is 
0.25 MPa of peak negative pressure; 0.6 MPa at 

5 MHz and 0.85 MPa at 10 MHz. When hydrophone 
is used to determine how close the radiation is to 
the aforementioned thresholds, high sensitivity is 
not necessary. Intensities used in HIFU [5] can 
reach 30 MPa in compression and 10 MPa in nega-
tive peak pressure with optimal frequencies 
0.7 MHz to 3 MHz [6]. Such pressures can damage 
the expensive sensor in case of long term use. 

 

Excitation
generator Transducer

Water tank

Digital
storage

oscilloscope

Hydrophone
Test sample

    

Figure 1. Hydrophone measurement 

 

Such sensor also is used in transducer directivity 
study [7]. For general purpose studies the band-
width beyond 5 MHz is sufficient. 
 

3. Proposed sensors design 

Two types of transducers were chosen for evalua-
tion. One candidate was the epoxy-coated PVDF. 
Another was multilayer ceramic capacitor with suffi-
cient BaTiO3 content.  

3.1. PVDF-based sensor 

The main problem associated with PVDF applica-
tion in pressure sensing is the rip off of the elec-
trode due to cavitation. One of the possible solu-
tions could be to coat the PVDF electrode with mo-
re durable material. We had such candidate availa-
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ble. It had epoxy coating in front of 2.5 mm diame-
ter PVDF film. Coating was also used for focusing: 
sensor had about 10 mm focal distance. Encapsu-
lated transducer had 4 mm diameter. 

On the other hand such design does not allow point 
pressure measurement: the result is the integrated 
pressure over the sensor’s area.  

3.2. BaTiO3-based sensor 

The multilayer ceramic capacitor (MLCC) usually 
has high capacitance thanks to high dielectric per-
mittivity of the BaTiO3 used as dielectric. The 
BaTiO3 has piezoelectric properties. Therefore it 
was decided to use MLCC as sensing element. The 
idea of MLCC with BaTiO3 use as the piezo-sensor 
is not new: authors [11] report MLCC use as inex-
pensive force sensor array. Capacitor is very small, 
cheap and has readily metallization. Thanks to mul-
tilayer structure it has to be better matched to coax-
ial cable impedance. It should be easy to polarise 
thanks to low Curie temperature (120oC) and high 
field strength thanks to multilayer structure (Figure 
2). 

BaTiO3 ceramics

Inner electrodes
Termination

Termination

    

Figure 2. MLCC structure 

 
The 1 nF 1206 size (3.2x1.6 mm and 1.25 mm 
thickness) 630 V MLCC with X7R class dielectric 
was chosen for experiments. Experiments were car-
ried out to evaluate the most sensitive arrangement 
of the MLCC position in sensor (Figure 3). 

Sound propagation direction

a)              b)             c)             d)            e)  
Figure 3. MLCC arrangement for sensitivity investigation 

 
The spherically focused ultrasonic transducer by 
Karl Deutsch (model TS 12PB2-7P30; frequency 
range 1 MHz to 6 MHz, diameter 12 mm) was used 
as ultrasound source. Acoustic beam of this trans-
ducer was investigated. Assessment was made us-
ing the 1 mm steel wire reflector in pulse-echo op-

eration mode [7]. Investigation of beam profile in 
longitudinal direction has revealed that peak intensi-
ty is at 27 mm (Figure 4). The lateral beam size is 
about 1.5 mm. 
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Figure 4. Acoustic source performance along transducer 

axis (longitudinal) 

 
Sensor was placed at 27 mm distance from acous-
tic source according the Figure 1. Pulse trains of 
2.7MHz frequency (transducer center frequency) 
100Vpp square pulses were used for transducer 
excitation. The sensor output signal was averaged 
by scope (Hameg HMO3524) and peak negative 
voltage was registered.  

Sensor was investigated in poled and un-poled con-
ditions. Poling was performed using 500V source 
and 150oC hot air flow. Obtained results are grou-
ped in Table 1. 

Table 1. Transducer parameters 
 

Arrangement a b c d e 

Ouput signal,  
unpoled, mVpp 

4 1 4 8 2 

Ouput signal, 
poled, mVpp 

12 - 18 40 - 

 
From Table 1 analysis it was decided to use arran-
gement d) for final sensor construction (Figure 5). 

MLCC

Metal tube
“Gnd”

“Hot”
electrode

Solder

 
Figure 5. BaTiO3-based sensor construction 



CEMA’11 conference, Sofia                   59 

 

MLCC was placed inside the 100 mm long 3 mm 
diameter tube and coaxial cable attached at the 
end. 
 

4. Sensitivity investigation 

Acoustic effect parameters can be assessed with 
the help of professional hydrophone. We have used 
the commercial hydrophone HNP-1000 from Onda 
Corp., Sunnyvale (Figure 6: sensitivity over fre-
quencies range corrected according to [8]). 
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Figure 6. Hydrophone sensitivity 

 

The sensitivity M of hydrophone was corrected us-
ing the hydrophone output capacitance Ch(f) given 
in data sheet and the input capacitance Cin of the 
reception channel (oscilloscope) [8]: 

 

                       ( ) ( ) ( )
( )  

inh

h
c

CfC

fCfM
fM

+
= ,              (1) 

Manufacturer declared calibration uncertainty is 

± 1 dB for 1 V/µPa [9]. This hydrophone was used 
as reference for calibration. 

Same focused ultrasonic transducer by Karl 
Deutsch was used as ultrasound source. Acoustic 
source was placed at 27 mm distance from investi-
gated sensor according the Figure 1. Arbitrary wa-
veform generator Rigol DG1022 was placed into 
CW sine wave burst mode. Output voltage was 
10 Vpp. The hydrophone signal was averaged by 
scope and peak negative voltage was registered. 
The obtained voltage was converted into pressure 
using (1). Refer Figure 7 for registered acoustic 
peak negative pressure AC response. 

Actual transducer peak is at about 2.7 MHz. The 
obtained pressure was stored as reference. 
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Figure 7. Peak negative pressure AC response  

for acoustic source 
 

Then the pin transducer was placed at same loca-
tion and the peak negative voltage on transducer 
registered. The voltage registered by pin transducer 
VP was converted into sensitivity using the pressure 
Ph registered by hydrophone: 
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Results of obtained pin transducer sensitivity are 
presented in Figure 8.  
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Figure 8. PVDF transducer sensitivity 

 
It can be concluded that PVDF-based transducer 
has better sensitivity: almost 100 times higher, but 
the response in not as flat as the hydrophone (refer 
Figure 9 for comparison in dB). 
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Another transducer, made from multilayered BaTiO3 
was investigated the same way (Figure 10). 
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Figure 10. BaTiO3 sensor sensitivity 

This transducer has lower sensitivity than PVDF 
sensor and variation in frequency response is much 
higher (refer Figure 11 for sensitivity comparison 
normalized @ 5 MHz).  
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Unfortunately, scope sensitivity was too low to reg-
ister the signals reliably. Therefore signals at fre-
quency range above 3 MHz were not stable to be 
registered. In future research the automated re-
ceived voltage estimation has to be established. It 
can be done using sine wave correlation technique 
and automated acquisition system [10]. It can be 
seen that despite low sensitivity BaTiO3 sensor also 
has acceptable sensitivity variation at higher fre-
quencies within 3 dB. Sensitivity variation can be 
reduced using the damping of the backing layer. 

 

5. Conclusions 

Application of much cheaper pressure sensors AC 
response was studied. It has been concluded that 
measurements still can be carried out since sensors 
calibration is possible. Using commercial, wideband 

hydrophone we were able to obtain the sensitivities 
for our sensors. After calibration, new sensors can 
be used instead of expensive hydrophone. Later, 
when rough estimation has been carried out using 
the cheaper sensors, final performance verification 
can be done using the expensive hydrophone. Such 
approach allows guarding the expensive hydro-
phone from possible damage during the extensive, 
long-lasting examinations. Future research should 
investigate the bandwidth improvement, AC re-
sponse variation reduction techniques and better 
performance estimation equipment. Sensor linearity 
has to be investigated and compared against the 
commercial hydrophone. 
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Abstract 

The paper presents an analysis on data input/output methods, 
standards for radio-communication in body sensor networks.  

Long time digital data recordings in ambulatory devices have 
become possible today with the presence of high capacity 
flash memories.  

In the second part a use-case scenario for remote monitoring 
of ECG and pulse rate is presented. To demonstrate the use 
of intelligent Bluetooth ECG is employed in described scenar-
io. 

 

1. Introduction 

The modern technology offer far greater opportuni-
ties they can be easily programmed either online by 
connecting the device to a PC using Bluetooth 
technology or offline by inserting a pre-configures 
flash card. Wireless communication eliminates data 
transmission cable and allows to display real time 
ECG, in this way the appropriate electrode place-
ment can be checked anytime even during the ECG 
session. The measurements are stored on a con-
ventional SD/MMC flash card to avoid data loss. 
The ECG storage quality (diagnostic, holter, 
rhythm)  and the size of the memory card can be 
choose in order to meet the user’s needs and 
achieve the best results.   

 

2. Main text 

In this context, data logging has a critical impor-
tance to make the patient’s health history available 
to the health care provider. In implementing such 
patient treatment and monitoring equipments, re-
searchers can design power-full medical devices 
with embedded processors that are easier to use, 
accessible and affordable. Implementation begins 
with the physiological interface to collect the signals 
from the human body. Using required front-end so-
lution for essential signal conditioning, processor 
can perform further digital signal processing, meas-

urements, recordings and analysis to monitor pa-
tient condition. As well as short-term measurements 
long-term measurements can be recorded in mas-
sive data storage and they can be transferred to a 
computer workstation for advanced analysis. Over 
the last two decades, researches have studied on 
developing some portable physiological data log-
ging systems consisting of various analog signal 
conditioning and digital data processing solutions 
with different data recording capacities. These sys-
tems have been used generally in Electrocardi-
ography (ECG) studies to detect infrequent cardiac 
arrhythmias or transitory cardiac function abnor-
malities. Several system designs have been de-
scribed in this context. Some of them achieved the 
performance of commercial Holter recorders, sys-
tems that are named after an ECG recorder devel-
oped by N.J.Holter (1961), regarding the portability 
and nonvolatile data storage capacity.  As a result 
of the developments in solid-state technology, re-
searchers presently can implement such systems in 
a small and light structure with huge capacity of 
data storage. For instance, they can record the 
samples of physiologic signals in a flash memory 
card, Multi Media Memory Card (MMC) or Secure 
Digital Memory (SD) card. They can easily transfer 
the recorded data to a computer workstation for ad-
vanced signal analysis. 

In this chapter we described such a microcontroller-
based recorder design. It can be used as a refer-
ence model to build portable data logging systems. 
The design is powered by a NiMH battery. It inte-
grates a microcontroller and its interfaces including 
a front-end unit for bio-signal conditioning. It pro-
vides recording capacity up to 1GB and sampling 
rate up to 1 kHz. Thus, it can be used for logging 
the data related to the various bio-signals. It in-
cludes off-the shelf components and can be easily 
built with inexpensive components including an em-
bedded microcontroller, PIC 18FXXX, from Micro-
chip family. In this case, we used it to get the 500 
Hz rated samples of ECG signal and evaluate them 
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for R-wave peak detection in QRS complexes, by 
using an on-line procedure. The system measure 
the interbeat times between the consequtive peaks, 
and records them into a file in the MMC/SD card 
recording media. 
 

 

Figure 2-1. ECG Recorder Telemedicine System  
Block Diagram 

The main function of this system is to acquire, store 
and transmit the ECG signals and provide mobility 
to the patient in two operation modes. First, in on-
line transmission mobility is subject to a limited 
space, determined by the Bluetooth device class. 
Second, off-line acquisition is available through 
Holter operation mode. Therefore, this technology 
primarily designed for long-term usage in both mo-
des [3].  

Front-End: This block is for signal conditioning and 
digital conversion.    

The function of this OEM Application Specific Cir-
cuit (ASIC), is to condition ECG signals from the 
electrodes. It also has the following characteristics: 
built-in pacer pulse detector, filtered lead-off for 
each electrode, programmable input offset for each 
channel, selectable reference electrode, on-chip RF 
filtering on all inputs and built-in self-test capability. 
This ASIC is configured through serial peripheral 
interface (SPI). 

ADC: Digital conversion of the ECG differential 
channels is achieved through Analog Devices’ ana-
log to digital converter AD7716BS [1], with 4 inde-
pendent and simultaneous delta-sigma sampling 
channels with 22 bits resolution. This ADC has 3 
configurable sampling frequencies: 250, 500 and 
1000 Hz. Samples from each channel, including 
channel and device address, are storied in 32-bit 
registers for later transmission. This device signals 

each end of conversion trough a pin connected to 
the microcontroller [11].  

Digital Architecture: This stage is constituted by 
three main components: microcontroller, a real-time 
clock (RTC) circuit and a reset circuit. A microcon-
troller is used for setting the configuration of periph-
eral devices, processing and storing digital data 
acquired by the front-end, and establishing commu-
nication with local stations or APs through Bluetooth 
or USB. When the flash memory card is used, most 
of the processing time of µC is employed to update 
the FAT16 information in RAM and to communicate 
with the card. Therefore, the memory card and the 
front-end are connected to the µC through two dif-
ferent serial interface to ensure independence of 
the acquisition and storage process. Also, the end 
conversion pin of the ADC was connected to a high 
priority external interrupt to ensure that every set of 
samples was received with as little delay as possi-
ble. This set of samples is buffered awaiting its 
storage in the card. The 22-bit samples provided by 
the ADC can be stored and/or transmitted in both a 
22-bit or 16-bit format, that is, data can be pre-
processed in the µC to reduce storage and data 
rate requirements [1].   

RTC: serial real-time clock used is a low-power 
clock/calendar with I2C bus interface for data trans-
fer. The clock/calendar provides seconds, minutes, 
hours, day, data, and year information for recording 
identification purposes. Reset is used as a supervi-
sion circuit providing circuit initialization and timing 
supervision for the µC, to generate a power-on re-
set and power supply monitoring [4]. 

Storage: In this stage, collected data is stored in a 
flash memory card using FAT16 file format. There-
fore, the memory card can be removed from this 
block for data retrieval in any computer-based plat-
form. Each acquisition produces a new file with a 
simple protocol structure including sampling rate 
and lead configuration. Communication between 
the memory card and the µC is established through 
SPI bus. In the prototype, three different memory 
cards were tested since they share a common 
communication protocol: Multimedia Memory Card 
(MMC), Secure Digital Card (SD) and TransFlash 
[2]. 

Data Transmission: Two independent serial com-
munication protocols are proposed: USB and Blue-
tooth. The four line SCI communication (RX, TX, 
RTS, CTS) go through a quad channel digital isola-
tor. 
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Two AA batteries provide power to the model. A 
95% efficiency step-up switching converter is used 
to generate 3.3V for system component. Exhaustive 
battery life-time measurement has not been carried 
out for all the operations modes. For a design esti-
mate we considered the worst case for minimum 
battery life-time.  

This condition occurs in two cases: Holter mode, 
witch includes the SD and real-time transmission, 
witch includes the Bluetooth module. In both cases, 
two 2500mAh AA batteries were assumed as power 
supply for the system.  

In Holter mode, calculations were made using ma-
ximum current during memory writing and maximum 
and minimum writing times according to manufac-
turer’s specification for both MMC and SD cards. A 
preliminary estimate suggests that battery lifetime 
should be at least 25 hours for MMC and 20 hours 
for SD cards. 

 

3. Illustrations 

Secure Digital Cards (SD) / Multimedia Memory 
Card (MMC), are used to hold information in many 
common electronic devices. SD/MMC cards can 
operate three different communication modes: one 
bit SD mode, four-bit SD mode, and SPI mode. SPI 
is a more basic protocol and it is widely supported 
by many microcontrollers. 

 

Figure3-1. Wiring Diagram for an SD Card 

An SD card has 9 pins. Only 7 of these pins are 
used to communicate with an SD card in SPI mode. 
SD require between 2 and 3.6 VDC. In this case, I 
use power supply to provide 3.3 VDC to both the 
PIC and to the SD card. 50k pull-up resistors are 
essential, even for the pins that are not being used 
for SPI communications. Note that pull-up resistor 
should not be used on the clock line [5]. 

From Table 3-1, it is apparent that many SD Card 
pins are dual-purpose [6]. SPI is distinct from the 1-

bit and 4-bit protocols in that the protocol operates 
over a generic and well-known bus interface, Serial 
Peripheral Interface (SPI) [7]. SPI is a synchronous 
serial protocol that is extremely popular for interfac-
ing peripheral devices with microcontrollers. Most 
modern microcontrollers support SPI natively high 
data rates. The SPI communications mode supports 
only a subset of the full SD Card protocol.  

 

Pin Name Function (SPI Mode) 

1 DAT3/CS Chip Select/Slave Select (SS) 

2 CMD/DI Master Out Slave In (MOSI) 

3 VSS1 Ground 

4 VDD Supply Voltage 

5 CLK Clock (SCK) 

6 VSS2 Ground 

7 DAT0/DO Master In Slave Out (MISO) 

8 DAT1/TRQ Unused or IRQ 

9 DAT2/NC Unused 

Table 3-1. SD Card Pin Assignments 

 

 

Figure 3-2. SD Card Initialization Sequence 

The initialization sequence is characterized in the 
flowchart Figure 3-2 [8]. 

SD cards require a specific initialization sequence. 
Parts of the initialization sequence are historical, 
and other parts are required for backward and for-
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ward compatibility. MMC and SD are not substan-
tially different, the primary difference from a soft-
ware point of view is in the initialization sequence. 
Card initialization starts by setting the SPI clock to 
400kHz.This is required for compatibility across a 
wide range of MMC and SD Cards [9]. Next, at least 
74 clocks must be issued by the master before any 
attempt is made to communicate with the card. This 
allows the card to initialize any internal state regis-
ters before card initialization proceeds. Next, the 
card is reset by issuing the command CMD0 while 
holding the SS pin low [10]. This both resets the 
card and instructs it to enter SPI mode. Note that 
while the CRC, in general, is ignored in SPI mode, 
the very first command must be followed by a valid 
CRC, since the card is not yet in SPI mode. The 
CRC byte for a CMD0 command with a zero argu-
ment is constant 0x95. Next, the card is continu-
ously polled with the commands CMD55 and 
ACMD41 until the idle bit becomes clear, indicating 
that the card is fully initialized and ready to respond 
to general commands. Next, the command CMD58 
is used to determine if the card supports the proc-
essor’s operating voltage. CMD58 returns a bitfield 
containing the allowed operating voltage ranges, 
typically between 2.7V and 3.6V. It is assumed that 
the MSP430 is using a voltage supply of 3.3V. Fi-
nally, the SPI clock is set to the maximum rate al-
lowed.    

 

4. Conclusion 

SD Cards offer a cost-effective way to store large 
amounts of data in a removable memory storage 
device. The simplicity of the SD Card protocol and 
the flexibility in interfacing with these devices 
makes them ideal for use with small microcontrol-
lers. Combined with the low-cost, low power and its 
advanced featured like onboard DMA and SPI, a 
fast and low-overhead complete data logging solu-
tion can be implemented quickly and inexpensively. 
Additional application-level support for a file system 
such as FAT16 can extend the usefulness of this 
solution even further. 
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Abstract 

 
In this paper we describe the software development of a 12-
lead ECG. 

The device is designed to capture the 12-lead ECG and 
transmit it via Bluetooth to a standard personal computer. The 
personal computer can then be used to store, display or print 
the recorded ECG. 

The software was developed using Visual Basic and is de-
signed to run on any device supporting the .NET Framework.  

Further work is required to refine the developed software to 
support enhanced visualization and storage of the recorded 
data. 

 

1. Introduction 

Bluetooth technology is intended to replace the ca-
bles connecting portable and/or fixed devices while 
maintaining high levels of security.  

A fundamental strength of Bluetooth wireless tech-
nology is the ability to simultaneously handle data 
and voice transmissions which provides users with 
a variety of innovative solution such as hands-free 
headsets for voice calls, printing and fax capabili-
ties, and synchronization for PCs and mobile 
phones, just to name a few. The range of Bluetooth 
technology is application specific. 

Bluetooth technology operates in the unlicensed 
industrial, scientific and medical (ISM) band at 2.4 
to 2.485 GHz, using a spread spectrum, frequency 
hopping, full-duplex signal at a nominal rate of 1600 
hop/sec. The 2.4 GHz ISM band is available and 
unlicensed most countries. 

Bluetooth technology’s adaptive frequency hopping 
(AFH) capability was designed to reduce interfer-
ence between wireless technologies sharing the 2.4 
GHz spectrum. AFH works within the spectrum to 
take advantage of the available frequency. This is 
done by the technology detecting other devices in 
the spectrum and avoiding the frequencies they are 

using. This adaptive hopping among 79 frequencies 
at 1 MHz intervals gives a high degree of interfer-
ence immunity and also allows for more efficient 
transmission within the spectrum. For users of Blue-
tooth technology this hopping provides greater per-
formance even when other technologies are being 
used along with Bluetooth technology. 

The EKG device detects and amplifies the tiny elec-
trical changes on the skin that are caused when the 
heart muscle depolarizes during each heart beat.  

Devices on the market that analyze ECGs, such as 
patient monitors, stress test systems, and holter 
analysis systems, do a good job of detecting beats 
and classifying arrhythmias.  

This software implements the basic ECG analysis 
functions of beat detection and classification as C 
function. This release includes three version of beat 
detector. Two are general-purpose beat detection, 
where one represents a more efficient version with 
slightly different performance characteristics. The 
third beat detector is more computationally efficient, 
uses very little memory, and is embedded in a pro-
gram that performs beat classification functions and 
may be used alone in applications that do not re-
quire beat classification. 

 

2. Main text 

Fig. 1-1 shows the basic operations of the beat de-
tection algorithm. The beat detection algorithm can 
be broken down into two sections, the filters and the 
detection rules. This present release contains three 
versions of QRS detector. All three versions use the 
same filters and differ primarily in the details of the 
detection rules and code implementations. 

The filters signal to generate a windowed (time lim-
ited) estimate of the energy in the QRS frequency 
band.  

• Low pass filtering, 
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• High pass filtering,  

• Taking the derivative,  

• Taking the absolute value of the signal 

• Averaging the absolute value an 80 ms 
window. 
 

 

Figure 1-1. Beat detection operations 

The final filter output produces what might be called 
a lump every time a QRS complex occurs. T-waves 
generally produce smaller lumps than QRS comple-
xes. The high pass, low pass, and derivative com-
bine to produce a bandpass filter with a pass band 
from 5 to 11 Hz, roughly the bandwidth that con-
tains most of the energy in the QRS complex. The 
theory and implementation of these filters are de-
tailed in [1], [2], and Biomedical Digital Signal Proc-
essing [3].  

In [1] and [2], the filtered signal was squared rather 
than rectified. This operation caused the QRS de-
tector to be somewhat gain sensitive. In this imple-
mentation I have used the absolute value, reducing 
the gain sensitivity and slightly improving the per-
formance of the algorithm. The averaging windows 
was chosen to be roughly the width of a typical 
QRS complex. In the original algorithm this window 
was 150 ms wide to allow for the wide QRS com-
plexes produced by Premature Ventricular Contrac-
tions (PVCs).  

Since then, it has been shown that a narrower win-
dow produces better results [4]. 

After the signal has been filtered, QRS detects 
peaks in the signal. Each time a peak is detected it 
is classified as either a QRS complex or noise, or it 
is saved for later classification. The algorithm uses 
the peak height, peak location and maximum de-
rivative to classify peaks. The following is an outline 
of the basic detection rules for the algorithm. 
 
1. Ignore all peaks that precede or follow larger 

peaks by less than 200 ms. 
2. If a peak occurs, check to see whether the raw 

signal contained both positive and negative slo-
pes. If not, the peak represents a baseline shift. 

3. If the peak occurred within 360 ms of a previ-
ous detection check to see if the maximum de-
rivative in the raw signal was at least half the 
maximum derivative of the previous detection. If 
not, the peak is assumed to be a T-wave. 

4. If the peak is larger than the detection threshold 
call it a QRS complex, otherwise call it noise. 

5. If no QRS has been detected within 1.5 R-to-R 
intervals, there was a peak that was larger than 
half the detection threshold, and the peak fol-
lowed the preceding detection by at least 360 
ms, classify that peak as a QRS complex. 

The rules as outlined above are implemented in 
QRSDET and detailed in [1] and [2].  

The detection threshold used in 4 and 5 above is 
calculated using estimates of the QRS peak and 
noise peak heights. Every time a peak is classified 
as a QRS complex, it is added to a buffer contain-
ing the eight most recent QRS peaks. Every time a 
peak occurs that is not classified as a QRS com-
plex, it is added to a buffer containing the eight 
most recent non-QRS peaks (noise peaks). The 
detection threshold is set between the mean or me-
dian of the noise peak and QRS peak buffers ac-
cording to the formula: 

Detection_Threshold = Average_Noise_Peak + 
TH*(Average_QRS_Peak Average_Noise_Peak) 

where TH is the threshold coefficient. Similarly, the 
R-to-R interval estimate used in 5 is calculated as 
the median or mean of the last eight R-to-R inter-
vals. Originally, I estimated average QRS peak val-
ues, noise peak values, and average R-to-R inter-
vals using the median of the last eight values. The 
beat detector must begin with some initial threshold 
estimate. In order to make an initial estimate, I de-
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tect the maximum peaks in eight consecutive 1-
second intervals. These eight peaks are used as 
are initial eight values in the QRS peak buffer, I set 
the initial eight noise peaks to 0, and I set the initial 
threshold accordingly. I initially set the eight most 
recent R-to-R intervals to 1 second.  

 

3. Illustrations 

The proposed ECG telemedicine system is divided 
in several functional blocks: a DAM, an Access 
Point and local or remote station supporting tele-
medicine software application Figure 3-0. Firstly, 
the DAM is the device in charge of the acquisition, 
digitalization and processing of patient’s ECG sig-
nals. Once the data is processed, it can be stored in 
a memory card for posterior inspection, or it can be 
wirelessly transmitted via Bluetooth to an AP or via 
USB to a local monitoring station [8]. 

 

 

Figure 3-0 

Secondly, the AP is a device located in a place near 
the patient which maintains connection between the 
DAM and the remote station via Internet/Intranet 
using TCP/IP. This connection could be continuous 
or event driven, t.e. when a risk situation is detected 
[9].  

Finally, the local and remote stations run applica-
tions to visualize, analyze and store the information 
received from each patient.  

UART interface is a standard 4 – wire interface with 
adjustable baud rates from 1200bps to 3Mbps [6]. 
 
3.1. Figure and table captions 

Bluetooth supports multiple connections up to 4 
slave units. There are two types of multiple connec-
tion modes: Multi-Drop Mode and Node Switching 
Mode. 

 

Figure 3-1. Multi-Drop Mode 

 
In Multi-Drop Mode a master unit can connect to 
maximum 4 slave units at the same time and they 
transfer data bi-directional as in Figure 3-1. 
 

 

Figure 3-2. Node Switching Mode 

In Node Switching Mode, the master unit maintains 
multiple connections with maximum 4 slave units 
but only one connection with one slave unit is active 
and data is transferred as shown in Figure 3-2.  

Bluetooth compatibility is attained with an OEM 
module from BlueRadios, the BR-C30 Class 1[5]. 
This module is configured using AT commands and 
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accepts or establishes connections with other de-
vices using Serial Port Profile (SPP) conforming to 
Bluetooth V1.2. The default communication baud 
rate is 115.2 kbps. 

Performance at different sample rates-all filter 
lengths and time related constants scale with sam-
ple rate changes so that the constants and filter 
lengths are equivalent to the constants and filter 
lengths in the 200/100 samples-per-second imple-
mentation. Ideally, implementations at other sample 
rates would perform the same as the 200/100 sam-
ples-per-second implementation, but round off ap-
proximations in constants and filter lengths result in 
slight differences in performance [7]. 

Table 3-1 lists the sensitivities and positive predic-
tivities for beat detection and beat classification for 
three combinations of base rate and beat rate. 
 

Base 

Rate 

Beat 

Rate 

QRS 

Sens. 

QRS 

+Pred. 

PVC 

Sens. 

PVC 

+Pred. 

200 100 0.9975 0.9981 0.9371 0.9664 

250 125 0.9974 0.9981 0.9359 0.9597 

300 150 0.9974 0.9979 0.9303 0.9665 

Table 3-1. Beat Detector and Classifier Performance  
at Different Sample Rates 

Table 3-2 lists the sensitivities and positive predic-
tivities for beat detection alone on a wider range of 
sample rates [10]. Performance differences only 
seem significant when the base sample rate is 
dropped as low as 100 or 125 SPS [11]. 

 

Sam. 
Rate 

QRS 
Sens. 

QRS 

+Pred. 

QRS 

Sens. 

QRS 

+Pred. 

100 0.996856 0.997905 0.995839 0.996423 

125 0.997426 0.998257 0.99666 0.996788 

150 0.997458 0.998016 0.997429 0.997652 

175 0.997601 0.998093 0.997119 0.997268 

200 0.997426 0.998071 0.997397 0.997588 

225 0.997228 0.997994 0.997268 0.997769 

250 0.997502 0.99806 0.997087 0.9973 

300 0.99736 0.998016 0.99745 0.997897 

325 0.997448 0.997874 0.997578 0.997684 

360 0.997535 0.998038 0.997503 0.997865 

Table 3-2. Beat Detector Performance  
at Different Sample Rates 

4. Conclusion 

An 12-lead ECG telemedicine device for non-cli-
nical applications has been successfully developed 
and tested for two particular functions: ecg-holter 
and on-line transmission. Since, all memory cards 
tested exceed the usual sampling rate for holter 
mode, the TransFlash was selected because it is 
smaller than the others. Further study will be carried 
out to test transmission reliability in the presence of 
a variety of standard consumer electronics, e.g. 
cordless phones and WiFi devices operating in the 
same frequency band that may adversely affect 
data transmissions via Bluetooth at different dis-
tances. 

Furthermore, data compression algorithms will be 
studied to optimize memory card usage by reducing 
records size and power consumption due to data 
writing. Finally, an agent-based Java application is 
being developed to provide analysis and detection 
of arrhythmia using several vital-sign signals. 
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Abstract  

 
The present paper presents a program for Routing based on 
Genetic Algorithms. The most popular routing protocol is 
Open Shortest Path First- OSPF based on finding a minimum-
length (cost) route between a given pair of nodes. It was pro-
posed by Dijkstra and has been widely researched. The 
Dijkstra algorithm is considered as the most efficient method 
but when the network is very big, then it becomes inefficient 
since a lot of computations need to be repeated. Also it can 
not be implemented in the permitted time. The purpose of 
present paper is to propose a program based on genetic algo-
rithm which to solve above problem as looking for routes with 
minimum cost between source and destination. 

Keywords – Genetic Algorithms, Open Shortest Path First - 
OSPF. 

 
 

1. Introduction 

Nowadays the most popular routing protocol is 
Open Shortest Path First- OSPF based on finding a 
minimum-length (cost) route between a given pair 
of nodes. It is based on the Bellman optimization 
theory. But when the network is very big, then it be-
comes inefficient since a lot of computations need 
to be repeated. Also it can not be implemented in 
the permitted time. 

The purpose of present paper is to propose a pro-
gram based on genetic algorithm which to solve 
above problem as looking for routes with minimum 
cost between source and destination. 

 

2. Genetic Algorithms 

The biological foundations of the genetic algorithms 
(GA) are explained very briefly below.  

The complete set of genetic material (all chromo-
somes) is called genome. Chromosomes consist of 
genes, blocks of DNA, each gene encodes a spe-
cific protein. 

During the reproduction, the genes of the parents 
formed an entirely new chromosome by recombina-
tion (or crossover). New produced offspring then 
undergo mutation, i.e. elements of DNA change. 
Adaptability of the organism is measured by the 
success in his life.  

GAs are used when pursuing a specific result (ob-
jective), when the solution requires a relatively large 
time resource or in cases where the solution is not 
known or has no solution. Algorithm starts with a 
set of solutions (represented by chromosomes with 
specific information about genes) called initial popu-
lation. According to their viability are chosen solu-
tions to form the next population (offspring). To mo-
re appropriate decisions (decisions are compared in 
terms of pursued result/goal) are given better chan-
ces for reproduction. New population is expected to 
be better than the old. This is repeated until some 
condition (for example: a number of generations or 
a sufficiently good solution) is satisfied. 

The sequence in the genetic algorithm can be re-
presented as follows:  

1) generate initial random population of n chro-
mosomes (solutions);  

2) calculating the viability f (x) of each chromo-
some in the population n (in the target function - 
called "fitness function") and identification of chro-
mosomes with priority for the next population (m in 
number, m <n); 

3) establishing a new population by repeating 
following steps until the new population is com-
pleted: 

3.1) preserving the predetermined number m of 
the best solutions (according to their fitness - the 
fitness function values); 

3.2) election of two parental chromosomes of m 
chromosomes;  

3.3) using of crossover to cross the parents to 
form the next generation (children); 
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3.4) using of mutation to mutate the newly cre-
ated chromosomes;  

3.5) pasting the new generation in the new 
population (adding n-m new chromosomes and fill-
ing the population); 

3.6) replacement- using newly generated popu-
lation for the further implementation of the algo-
rithm; 

4) stop and return the report if the final check-
condition is satisfied; 

5) loop, go to step 2).  

In [1], [2], [3] are represented several interactive 
Java applets for the demonstration of the perform-
ance of genetic algorithms.  

 

3.  Program using Genetic Algorithm  
     for Routing 

As a special kind of stochastic search algorithms, 
genetic algorithm is a problem solving method 
which is based on the concept of natural selection 
and genetics. Genetic algorithms are inspired by 
Darwin's theory about evolution. Algorithm is started 
with a set of solutions (represented by chromoso-
mes) called population. Solutions from one popula-
tion are taken and used to form a new population. 
This is motivated by a hope, that the new popula-
tion will be better than the old one. Solutions which 
are selected to form new solutions (offspring) are 
selected according to their fitness - the more suit-
able they are the more chances they have to repro-
duce. This is repeated until some condition (for ex-
ample number of populations or improvement of the 
best solution) is satisfied. The space of all feasible 
solutions (it means objects among those the de-
sired solution is) is called search space. Each point 
in the search space represents one feasible solu-
tion. Each feasible solution can be "marked" by its 
value or fitness for the problem. We are looking for 
our solution, which is one point among feasible so-
lutions - that is one point in the search space.  

Figure 1 shows the Source code of proposed pro-
gram (in Python Programming Language). 

When initializing the population, proposed algorithm 
starts from the SOURCE. The algorithm selects one 
of the neighbours provided that it has not been 
picked before. It keeps doing this operation until it 
reaches to DESTINATION. Both SOURCE, and 
DESTINATION are constants that user may change 
as they wish. If we are solving above problem, we 

are usually looking for route, which will be the best 
among others. 

The evaluation function takes a path in the popula-
tion. It gets the distance between each node pair in 
the path, by calling a function to read from the dis-
tance array. Adds them together and returns the 
sum as the cost of the path. 

The program selects two individuals from the popu-
lation with the lowest costs. 

The crossover function takes two parents to mate. It 
looks for the common points in the parents. The 
common nodes are where these two paths inter-
sect. Among the common points, the program se-
lects one of them randomly. It makes the crossover 
from that point. 

The search space can be whole known by the time 
of solving a problem, but usually we know only a 
few points from it and we are generating other 
points as the process of finding solution continues. 
The evaluation function takes a route in the popula-
tion. If the offsprings’ fitnesses are less than the 
nodes with maximum fitnesses in the population, 
we replace them with the nodes with the maximum 
fitnesses. 

An experiment is developed and realized. The net-
work topology has 20 nodes connected with 62 
links as in [6]. We set two nodes as source and 
destination. Each link has a cost associated with 
them. The costs on the links are stored in matrix 
20x20 (dist.txt). In this matrix, the cells with 10,000 
in them represent that there is no direct link be-
tween those nodes. The program uses also a file 
(parents2.txt) with initial population [7]. 

We run the steps selection, crossover, and replace 
part 50 times i.e. number of generations 

(Crossover probability is chosen 0.99 and mutation 
probability- 0.1). 

On Fig. 2 is represented a part of generated, after 
calculations, report and more precisely path cost 
(the minimum, maximum, and average numbers) 
versus number of generations. As it can be seen 
from the Fig.2 the program gets close to optimum 
very quickly. 
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Fig. 2. Path costs versus number of generations 

 

4. Conclusion 

In present paper, we propose a program based on 
genetic algorithm which efficiently solves the routing 
problem in computer networks and more precisely 
looking for routes with minimum cost between 
source and destination. 
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Abstract 

In this paper, we are going to present the methodology we 
have adopted to propose recommendations for e-Learning 
related to the objectives of ELLEIEC project. First, we present 
the general context and then, we expose the different steps of 
the study which lead to e-Learning recommendations for the 
Virtual Entrepreneurship Center. 

Keywords: eLearning; comparative assessment; best prac-
tices 

 

1. Introduction 

ELLEIEC (Enhancing Lifelong Learning for the 
Electrical and Information Engineering Community) 
is an ERASMUS thematic network which is funded 
by the European Commission for a three-year pe-
riod (October 2008-September 2011). ELLEIEC will 
establish, as main output, a virtual centre for the 
development of enterprise skills and competencies 
and investigate and report on the implementation 
issues and impact of Lifelong Learning on the em-
ployability of people over Europe in the Electrical 
and Information Engineering field. The virtual centre 
will connect learners of any age to a network of 
educators within academic institutions, business 
training advisory bodies and business mentors 
across Europe. The Virtual Centre for enterprise will 
provide a facility through which any learner within 
Europe can develop their enterprise skills and 
hence the centre will contribute to the competitive-
ness of the population in new venture creation and 
the economic growth of the European Union. En-
gagement of staff and learners with the Centre will 

also contribute to the excellence of European edu-
cation and research in the enterprise area. 
ELLEIEC will provide a guideline for an internal e-
learning assessment offer which will be a reference 
point for any applicant in the Lifelong learning 
framework. Finally ELLEIEC will test some mobility 
network to promote mobility through the studying of 
good practice in the design of International coop-
eration at PhD, master and bachelor levels with at-
tractive application. A methodology for an assess-
ment of eLearning enterprise courses compared to 
more classical delivery methods, to define a valu-
able e-learning tools. 

In task V, ELLEIEC project have the aim to develop 
a methodology for an assessment of e-learning en-
terprise courses compared to more classical deliv-
ery methods, as well as to participate in the quality 
assessment of e-learning tools and in effort to de-
fine some valuable e-learning tools for course de-
livery. 

The objectives were to submit a common question-
naire to different populations of students to evaluate 
teaching/learning process. The evaluation will ex-
plore many cases as : 

Assessment of knowledge, skills and competence 
obtained by student during the learning process  

• Identification of differences while using tradi-
tional teaching methodology and using e-
learning tools and appropriate methodology. 

• Evaluation of satisfaction, motivation, enjoy-
ment, etc. 
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• Self-evaluation of achievements in learning 
process while using e-learning tools and ap-
propriate methodology in comparison with 
traditional teaching. 

2.  Methodology 

To achieve the main objectives of Task V, we have 
established the following milestones: 

• state of the art concerning eLearning and the 
existing comparisons between the delivery 
methods 

• state of art in terms of good practices, guide-
lines and existing projects in the field of 
eLearning 

• design of the questionnaire taking into con-
straints coming from the involved partners 
(from the technical and methodological 
points of view) 

• online survey and analysis of the results 
• recommendations for the VCE. 

Hereby, a figure which summarizes the main step 
and their interactions to achieve the objectives of 
the task. 

 

Figure 1. Task V – Milestones 

A. State of the art 

Our state of the art had to fulfill some specific con-
straints. First, because of the baseline of the task 
(comparative study of learning delivery methods), 
we have identified the need to have a common lit-
erature review and a shared knowledge of the im-
portant actors and actions in the field of eLearning 
for each partner country. Second, we have to de-
sign a specific questionnaire with an adapted meth-
odology which will give us the possibility to compare 
all types of experiments from eLearning to face-to-
face including specific tools (Tablet PC, ePortfolio, 

Users Response Systems) and blended learning. 
This questionnaire will be discussed in the next 
part. Third, to be aware of the works done in others 
projects or studies, we need to have a common ba-
sis of references (bibliography, list of projects). 
These references will enrich the collaborative work 
which lead to the recommendations for the VCE. At 
least, using the results of the comparative analysis 
using the questionnaires and the best practices 
identified in the state of the art, Task V team will 
recommend some important features for the VCE. 

 
Figure 2. State of the art – Structure 

B. Experiments 

Each partner will contribute to the comparative stu-
dy by bringing their own pedagogical experiences 
(see table 1). The objective is to have a large vari-
ety of: 

• pedagogical approaches (eLearning, blen-
ded learning, face to face, technology en-
hanced learning), 

• technology used (Users Response Systems, 
Tablet PC, ePortfolio, LMS), 

• students (different levels, different domains, 
different countries, ...).  

These experiments were performed during year 
2010/2011. Others experiments were organized in 
year 2009/2010 but the questionnaire was not 
adapted. The feedback of these first experiments 
has given new tracks to design the question which 
is currently used. 

Table 1. Experiments 
Type of 
Experi- 
ments 

Universities Domains Number of 
involved 
students 

% of 
eLearning 

A Prac- 
tice in  
Using 
ePortfolio  
in a Higher 
Education 
Course  
Taught at 
Distance 

Ege 
university, 
Izmir, Turkey 
 

Object 
Oriented 
Program-
ming 

22 
students: 

7 
undergrad, 
15 grad 

 

50 

funded by the European Commission
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Enhancing 
learning by 
using Tablet 
PCs in a 
networked 
classroom 

Universidad 
Politécnica 
de Valencia, 
Spain 

Electronic 
Algorithms  
and Data  
structure 

20-20 / 30 50 

CISCO 
Courses 

University  
of Rousse, 
Bulgaria 

Network 15 100 

MEDICAL 
INFORMA-
TION  
SYSTEMS  
Handbook 
for 
Laboratory 
Exercises 
and Self 
testing@ 

University  
of Sofia, 
Bulgaria 

Information 
Technology 
in Medicine 

180/year 50 

Blended 
Learning in 
Guided 
Propagation 
and 
Antennas 

IST-UTL 
Lisbon, 
Portugal 

Telecom-
munica- 
tion 

70 15 

LMS Kaunas 
University 

Biomedical  
Digital  
Proces- 
sing 

20 60 

eLearning 
versus  
classical 
one 

Joseph 
Fourier 
University, 
Grenoble, 
France 

Network 
and 
Telecom-
munica-
tions 

5 50 

 
Taking into account the feedback of the use of the 
first questionnaire, the current questionnaire is the 
results of a collaborative work between all the part-
ners involved in Task V. The main constraint was the 
questionnaire would be used for all the experiments. 
The questions had to fit as well for eLearning ex-
periments as face-to-face or blended learning. 

The questionnaire is structured by the following 
main parts: 

Table 2. Structure of the questionnaire 
Main categories Details 

Institutions Which country, town, university,  
Personal informations Gender, age, domain, level, year 

in bachelor or Master 
Tools Evaluation of the usability 

(scale 1 to 5 from strongly 
disagree to strongly agree) 

 I think this tool is easy to use 
I was able to learn this tool 
quickly 
The tool operated correctly 
The tool interface is attractive 

 Evaluation of the 
effectiveness (scale 1 to 5 
from strongly disagree to 
strongly agree) 

 The tool was helpful to achieve 
my learning goals 
This tool was useful enough to 
complete learning tasks 

 Evaluation of the satisfaction 
(scale 1 to 5 from strongly 
disagree to strongly agree) 

 I was satisfied with the tool 
 Evaluation of the productivity 

(scale 1 to 5 from strongly 
disagree to strongly agree) 

 The tool helps me to finish tasks 
in shorter time comparing other 
tools 

Methods Evaluation (scale 1 to 5 from 
strongly disagree to strongly 
agree) 

 My profeciency in using this tool 
is good 
I am satisfied with this 
methodology of learning 
I learned the course material 
better with this approach 
The pedagogical method helps 
me monitoring my own learning 
The pedagogical method 
engages me more in the course 
work 
I needed instructor's help in 
following the course material 
The pedagogical method helped 
me to improve creativity 
The pedagogical method 
motivated me to interact more 
with my teacher and the other 
students 
The pedagogical method 
enabled collaborative work with 
the other students 
I put more time for learning the 
course material than traditional 
class 

Perspectives / Expectation Evaluation of the expectation 
(scale 1 to 5 from strongly 
disagree to strongly agree) 

 My expectations at the beginning 
of the course were very high 

 Evaluation of the satisfaction 
(scale 1 to 5 from strongly 
disagree to strongly agree) 

 The course approach has met 
my expectations 
Overall, I was satisfied with this 
course approach 
I would recommend this 
approach for other courses 

ECTS evaluation Evaluation 

 How many hours have you spent 
to complete this course (lecture, 
assignment, home work with 
other resources) ? 
In order to complete the course, 
how much time have you spent 
using others resources (books, 
library, internet, ...) not included 
in the regular material ? 

Experience in learning 
technology 

Evaluation 

 User Response Systems, 
ePortfolio, TabletPC, PPT, LMS, 
onLine tests, ... 

Personal informations How frequent do you use 
computer ? 
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Do you own a personal 
computer ? 
Do you have an internet 
connection ? 
How frequent do you use your 
computer ? 
Since when, do you have an 
internet connection ? 

 

These main parts have been chosen to be filled by 
any student what ever the experiment. The ques-
tionnaire counts 45 questions and has been imple-
mented in LimeSurvey to have onLine survey and 
statistical functionalities. 

 

 

Figure 3. onLine survey – Homepage 

Some informations concerning the in progress sur-
vey: 

• 73 students have answered to the question-
naires from France, Spain, Portugal, Bulgar-
ia, Turkey and Lithuania. 

 

Figure 4. onLine survey – Levels 

 

Figure 5. onLine survey - Genders 

 

Figure 6. onLine survey – Ages 

 

3.  Recommendations 

Following the results of the state of the art and the 
analysis made during the experiments, we have 
identified some key points to be considered for the 
design of the VCE. These key points are the follow-
ing : 

• tutoring 

• delivery 

• design 
• assessment 
• learning styles 

 

 

Figure 7. Mindmap including main recommendations 

 

4.  Conclusion 

In this paper, we have described the activities led in 
Task V of ELLEIEC project. This Task dedicated to 
eLearning from the points of the technologies, the 
methodologies, the assessments methods, the 
used tools, the partners experiences is the task 
which proposes to the whole projects her compe-
tencies in eLearning. With the work done, all the 
partners of the project will have a sort of handbook 
summarizing important references, how-to to start 
with eLearning, and recommendations and guide-
lines which help them in their own eLearning strate-
gies. 
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Abstract 

In this paper an algorithm is presented for segmentation of 
degraded and healthy tissue from neuro images of patients 
who suffered from AD, MCI, and healthy ones. We construct a 
model of 3D region mask and then imposed it on the test 
neuro images for segmentation. During training neuro images 
of AD and healthy patients are subjected to the following op-
erations: pre-processing, brain extraction, image registration 
to an atlas, tissue segmentation and then classifier is applied 
in order to create a 3D mask. During segmentation white, grey 
matter and CSF are separated by Fuzzy C-means clustering. 
After that we perform feature extraction, estimation of statis-
tics of 3D mask region in the test image.  

Key-words: segmentation of neuro images, semi-supervised 
learning, Alzheimer’s disease, clustering 

 

1. Introduction 

Alzheimer’s disease (AD) is an incurable, degen-
erative and terminal disease that affects more than 
5 million Americans now and it is estimated that 13 
million elderly will be diagnosed by AD in the 2050 
year in the US alone [1].  

We should first distinguish AD, Mild Cognitive Im-
pairment (MCI), and dementia. AD is a progressive 
neurodegenerative disorder associated with a dis-
ruption of neuronal function and a gradual deterio-
ration in cognition, function, and behaviour [2], MCI 
describes and early, but abnormal state of cognitive 
impairment in which people continues to do well in 
their daily activities [3]. Dementia is a serious loss 
of cognitive ability in a person, beyond what is ex-
pected from their age.  

AD is pathologically characterized by presence of 
amyloid deposition and neurofibrillary tangles, to-
gether with the loss of cortical neurons and syn-
apses – it starts firstly in the entorhinal cortex and 
hippocampus, then to temporal lobe, parietal lobe 
and finally into parts of the frontal cortex and cingu-
lated gyrus [4].  It must be noticed that cognitive 

impairment of normal ageing – deficits in memory 
as an example, is concerned with reversible synap-
tic alteration, not neuron death [5].  

Often AD goes unrecognized because it can be 
definitely diagnosed after patient's death, when the 
brain can be closely examined for certain micro-
scopic changes caused by the disease. For diag-
nose of AD, are used patient's history, additional 
information of relatives, clinical observation with 
neuro - psychological tests as Mini-Mental State 
Examination (MMSE). 

Since MMSE will provide normal results for a pa-
tient at early stages of AD, medical visualization 
techniques, as MRI, fMRI and PET, are employed 
additionally. Cognitive test results depend on com-
fort of patient with testing, his or her general health, 
used medication, fatigue and so on.  

There are two underlying approaches for visualisa-
tion: in first case during SPECT and PET neuro im-
aging pharmaceutical compound as carbon-11, 
fluorine-8 are used for tracing of A-beta deposits 
beta - amyloid deposits. In other case we measure 
volume of human brain to estimate atrophy of hu-
man brain during progress of AD. Volume shrinkage 
of brain happens far earlier before symptoms of AD 
and MCI appear. This is less expensive and faster 
method, as well.  

Since properties of human brains are different, it is 
crucial to use registration to a MRI brain image 
template. There are three main methods for regis-
tration: voxel - based morphometric techniques [7], 
ROI method and computational anatomy methods. 

Current problem of estimation of brain shrinkage 
during AD is developed mainly in [8], and algo-
rithms of semi-supervised learning are presented in 
[9, 10]. In [11] is presented another method for de-
tection of AD by other popular semi-supervised 
learning method. 
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By modelling we aim to extract regions of brain 
which are most discriminative for presence of traces 
of mentioned diseases and to reduce preliminary 
information we need and calculation complexity of 
algorithms. Main purpose of current paper is to 
compare and estimate different methods of calcula-
tion of statistics of extracted features from selected 
regions. At last we apply clustering algorithms as 
ISO – Data. 

In Part 2 the main algorithm is given, then in Part 3 
– some experimental results and finally a conclu-
sion is made. 

 

2. Main algorithm 

Here are presented stages of two algorithms: first 
one is for calculation of 3D mask that comprises 
parts of human brain where presence of degenera-
tive tissues is most probable. The mask is created 
by applying a SVM classifier or KL divergence crite-
ria for determination of most distinctive regions in 
two pre-processed and registered images of two 
patients - AD and healthy patients (Fig. 1). In se-
cond algorithm (Fig. 2) a mask is imposed on diag-
nosed patients with AD, MCI and healthy one and 
statistics of extracted features are computed.  

The algorithms should manage with following ob-
stacles: non-identical properties of human brain tis-
sues in MRI images according to employed scan-
ner, different size of human brain and due to age 
and sex of patients, varied degradation of brain tis-
sues in different stages of development of AD, 
presence of different artefacts and image noises.   

2.1. Pre-processing  

In order to subdue already mentioned differences in 
degenerated tissue the pre-processing of neural 
images consists of following operations: 

1) Reorientation of human brain – change orien-
tation of human brain when subsequent operations 
demand it. 

2) Resampling of image files - perform resam-
pling of image data to decrease resolution of MRI 
image. Thus we reduce necessary memory and 
following operations requires objects with smaller 
size. On the contrary we perform upsampling in 
case of application of higher resolution mask. 

3) Skull stripping – algorithms of removing of ex-
tracranial tissue from human brain image are semi-

automatical or automatical. Yet current software 
tools that execute this operation need human in-
spection to obtain accurate results. 

 

Skull Stripping and registration 
to an atlas

Perform of 
 C-means clustering

Load of 3d MRI image 
and pre-processing

Find out most distinctive 
part of 2 images – 3d mask

 

Fig. 1. 3D Mask construction by semi-supervised learning 

4) Bias field correction – due to appeared arte-
facts, MRI images of human brain contain spatial 
variations. We apply bias correction in order to 
compensate them – it is implemented in software 
tools, as well. 

 

Load of 3d test image and 
pre - processing

Skull stripping and 
registration to an atlas

Perform of
 C-means clustering

Feature extraction

Calculation of statistics

3D mask 
of learning

 

Fig. 2. Calculation of statistics from test image 
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5) Registration – image registration (warping) 
transforms image data to one coordinate system. In 
case of intra subject registration we register differ-
ent images to a coordinate system of one image 
from image set and apply usually linear warping. In 
case of inter subject registration we use non-linear 
or linear registration to one coordinate system of 
external 3D model of human brain called atlas. 

6) Resliceing – after registration we reslice pre-
processed image. In this case transform matrix is 
applied to processed image, which is cut, analyzed 
and reconstructed with voxels whose size, volume 
and form is the same as template image. 

7) Tissue segmentation – in order to extract ba-
sic anatomical entities in human brain, as white 
matter (WM), gray matter (GM) and cerebral spinal 
fluid (CSF) we apply C-means clustering method.  

8) Resliceing – final operation is resliceing of 
preprocessed image. In this case transform matrix 
is applied to processed image, which is cut, ana-
lyzed and reconstructed with voxels whose size, 
volume and form are the same as template image. 

After preprocessing of images we construct satura-
tion map of segmented brain tissues in which differ-
ent concentricity of intensity values account for 
healthy or non-degraded tissues. 

2.2. Classifiers for construction of mask 

In order to construct mask of most discriminating 
part of two groups of neuro images, we apply two 
methods: estimation with Kullback-Leibler (KL) di-
vergence and probabilistic SVM.  

In a certain point of distribution, KL divergence has 
the following value: 
 

           ∫
∞

∞−

+

pq, dx
q(x)

p(x)
p(x)=(u)KL log ,      (1) 

where x is a descriptor of image in position u, p(x) 
and q(x) are probability distributions of measured 
quantities. In our case x is a measure of intensity 
values from a corresponding tissue from MRI im-
age. So output of this operation is a gray-scale 
mask whose maximum values indicate regions with 
higher difference between two groups of neuro im-
ages. 

We select SVM because of its good generalization 
properties with small training sample. In current al-
gorithm it is the probabilistic version of SVM de-

scribed in [12]. The SVM training procedure con-
sists of solving convex optimization problem. Let 

{ }
Niii y,x ≤≤1

 is a set of training samples, where 

each sample dx ℜ∈  (d is the dimension of input 

space) is labelled with { }1,1−∈y . If Kij = K(xi,xj) is 

the kernel matrix, where K(x,y) is a Mercer kernel. 
Training SVM consists of determination the La-
grange multipliers αi of the following optimization 
problem: 
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where C > 0 is the upper bound determining the 
generalization properties of the SVM. For our clas-
sification task, we use the Gaussian kernel repre-
sented by: 

              ( ) ))x(xexp(=)x,K(x jiji

22 2σ/−− .      (3) 

The class assignment for sample x with unknown 
class label, is given by: 

            ( )b+)x,K(xyα=y iii∑sgn .      (4) 

 

2.3. Fuzzy C-means and ISO-data clustering 

FCM is a clustering algorithm that performs fuzzy 
discrimination of input data through the following 
function for optimal discrimination: 

          ∑∑
c

=i

N

=k

ikik

m

ikFCM )p,(xd)(u=m)c,χ,U,(P,J
1 1

2. (5) 

on the condition that: 

 ∑
c

=i

ik =u
1

1    for    { }Nk 1...∈∀ , (6) 

where P and U are variables whose optimal values 
we seek, and: χ is the number of clusters of input 
data, m ≥ 1 is the fuzzy degree, and uik describes 
the level of memberships of feature vector xk to 
cluster, represented by U=[uik] with c×N discriminat-
ing fuzzy matrix. The total number of feature vec-

tors is N. While 2

ikd  is the distance between feature 

vector xk and the prototype pj. The matrix 2

ikd  is 

determined from: 
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The matrix A can be every positive or negative ma-
trix. 

Let minimum of U)(P,JFCM  be denoted with 

)U,(P ∗∗  and the necessary conditions for it are: 
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ISODATA is a more complex algorithm, where the 
number of clusters is determined by repetetive cal-
culations, division or merging of clusters, depending 
of standard deviations of samples from input data. 
Here the number of clusters, number of elements in 
separate clusters, thresholds for standard devia-
tions of their elements and distances between ele-
ments are determined a priori. This algorithm is 
more flexible than standard k-means. 

At the beginning is supposed presence of c fixed 
clusters in input data, their centroids are calculated, 
labels of separated samples are determined, and 
once again the centroids are calculated in order to 
decrease quadratic error of input data and current 
prototypes. Last two operations are repeated itera-
tively while the sum of distances between data 
points and prototypes is smaller than the selected 
threshold. Here minimization function is 
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where Si is a part of input data χ, corresponding to 

cluster i, 2

ikd  is the Euclidian distance metric be-

tween cluster prototypes and vectors of input data, 

belonging to them ik Sx ∈ . With J is presented the 

total intra-cluster sum of quadratic error. Cluster 
prototypes are calculated in the following way: 
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, (11) 

where uik take 0 or 1 according to memberships of  
xk in Si.  

In the case of k-means clustering we have fixed, 
unchanging prototypes. 

 

3. Experimental results 

In order to construct 3D mask of probable degen-
erative tissue of human brain, we select two distinc-
tive images from diagnosed AD and healthy pa-
tients.  

We perform skull stripping automatically by Brain-
Suite [13], registration of neuro images and statisti-
cal estimation of extracted features – intensity val-
ues by BrainImage Suite [14]. Neuro images are 
selected from ADNI – Alzheimer's Disease Neuroi-
mageing Initiative. We calculate mean value and 
standard deviation of intensity values of voxels from 
three tissues – white tissue, gray tissue and CSF 
from applied mask on neuro images of AD, MCI and 
healthy patients (Table 1).  
 

 Mean intensity  value 
of voxels from 

segmented regions 

Standart intensi-ty 
deviation of voxels 
from seg-mented 

regions 

 CSF GM WM CSF GM WM 

1.Healthy 
patient 

0.02 124.9 224,1 3 60 16.74 

2. MCI 
patient 

0.1 148.7 411.7 5.1 65.2 102.6 

3. AD 
patient 

0.05 87.5 217.8 2.7 40.7 53.5 

Table 1. Statistical intensity estimation of voxels from 
segmented regions 

 

4. Conclusion 

We see that degeneration of brain tissue leads to 
change in intensity values of voxels in neuro im-
ages. In order to increase discrimination of healthy 
from degenerative tissues, we need to use more 
complex features or combination of features from 
preliminary selected regions of human brain.  
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Abstract 

 
In this paper a method for coaxial part’s design of hybrid fiber-
coaxial multimedia system is presented. The method is based 
on a study of noise and signal distortion introduced by the 
amplifiers that are connected in the coaxial line between the 
subscriber and the optical node. Dependencies are obtained 
for determining the acceptable output levels of the amplifiers, 
which take into account both the number of amplifiers and 
their parameters, and the actual channel loading. Formulas for 
calculating the required number of amplifiers, their gain coeffi-
cients and the distance between amplifiers are derived. An 
algorithm is presented to design the coaxial channel of hybrid 
network. 

 

1. Introduction 

Modern cable multimedia systems are of the hybrid 
fiber-coaxial (HFC) type. One of the main problems 
of these systems is the coaxial part of the cable dis-
tribution network. For compensation of the signal 
attenuation in the coaxial cable, radio frequency 
(RF) amplifiers are used, but they cause noise and 
distortion of the transmitted signals. Noise and dis-
tortion products accumulate along the coaxial line 
and worsen the quality of the received image and 
sound, and the errors in data transmission increase 
[1-3]. 

The quality worsening of the received signal in the 
coaxial part of a cable multimedia system can be 
estimated on the basis of parameters such as 
carrier-to-noise ratio (CNR) and carrier-to-interfe-
rence ratio (CIR) measured at the drop amplifier 
output. Those parameters evaluate the portion of 
noise and distortions introduced by trunk amplifiers, 
feeders and drop amplifiers that are connected in 
the coaxial line between the subscriber and the op-
tical node. 

When designing a HFC multimedia system it is ne-
cessary to make advance planning of acceptable 
degradation of CNR and CIR parameters in coaxial 
and optical parts of the network. The aim is the 

values of these parameters measured at the output 
of the subscriber outlet (SO) to satisfy the requi-
rements: CNRSO ≥ 49 dB and CIR ≥ 54 dB.  

The tree-and-branch topology of the coaxial distri-
bution network is the cause of the noise funnel 
effect in the reverse path channel. With such an 
effect the noise and inter-modulation products from 
all the cable network branches interfere with the 
signals from the subscriber’s cable modems. As a 
result, the value of the bit error ratio (BER) at the 
receivers outputs of the headend is increased and 
the communications over the reverse path get 
worse or cut-off [4,5]. 

The main purpose of the paper is to develop an al-
gorithm to design the coaxial channel of HFC mul-
timedia system in order to ensure the given values 
of quality parameters. 

  

2.  Architecture of HFC multimedia  
     network  

HFC multimedia networks are usually realized on 
the hierarchical principle (Fig.1). The highest hier-
archical level includes a primary optical ring which 
includes one primary and several secondary hea-
dends. The primary optical ring transports digital 
information using SDH or SONET standards. The 
second hierarchical level consists of secondary op-
tical rings that are connected to the primary ring. 
Distribution hubs are connected to the secondary 
optical rings. Through optical lines the signals are 
transported from the hubs to the optical nodes that 
feed the coaxial network segments forming the low-
est hierarchical level of the system. 

Classical coaxial multimedia networks are imple-
mented in the three-stage scheme. It consists of a 
trunk, distribution lines and a subscriber drop (home 
networks). Wide-band RF amplifiers are included 
along the coaxial lines because of the great losses 
inherent to coaxial cables. Since additional noise 
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and distortions are caused by each amplifier, a limi-
tation of the number of amplifiers must be imposed, 
the coverage area of the coaxial network thus being 
reduced. Typically feeder lines are built short with 
no more than two amplifiers to provide a gain high 
enough to meet the needs. 
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Fig. 1. HFC system topology 

In [5] a mathematical model of the reverse path 
channel is suggested with the funnel effect being 
taken into consideration. If the carrier-to-noise ratio 
at the receiver input of the headend is known then 
the model makes it possible to optimize the topolo-
gy of the coaxial distribution network and the num-
ber of the optical nodes whose signals are summa-
rized in the receiver.      

 

3.  Limitations due to noise and  
     distortions in the coaxial network  

The quality worsening of the received signal in the 
coaxial part of a HFC system can be estimated on 
the basis of parameters such as CNR and CIR 
measured at the drop amplifier output. Those pa-
rameters evaluate the portion of noise and distor-
tions (CSO and CTB) introduced by trunk amplifi-
ers, feeders and drop amplifiers that are connected 
in the coaxial line between the subscriber and the 

optical node. The total CNR (in dB) can be ex-

pressed by 

            10

1

10lg 10
iCNRM

i

CNR
−

Σ
=

= − ∑ ,  (1)    

where CNRi is the carrier-to-noise ratio at the out-
put of the i-th amplifier in dB. For a cascade of M 
identical amplifiers, all operating with the same out-
put level and tilt, CNRΣ (in dB) can be easily calcu-
lated as follows 

               10lgCNR CNR MΣ = −   (2) 

The CNR at the output of a single amplifier is given 
by the formula 

     
( )out

out

10lg

1.54 ,108.75

CNR U K

NF U K NF

kTB= − −

− = − − −

+

+
  (3) 

where Uout is the amplifier output level in dBµV, K 
and NF are the gain and the noise figure of the am-
plifier in dB, respectively, k is the Boltzmann’s con-

stant (1.38⋅10-20, mW/Hz⋅K), Т is the absolute tem-
perature (290 К), B is the bandwidth (4.75 MHz) 
and 10lg(kT B) + 108.75 = 1.54 dBµV is the thermal 
noise in bandwidth 4.75 MHz. 

From expressions (2) and (3) can be determined 
the acceptable minimum output level of the M-th 
amplifier (in dBµV). It depends on the required car-
rier-to-noise ratio at the output of the coaxial chan-
nel CNRCCh and can be defined as follows [3]:  

     
out min CCh +1.54 10lgU CNR K NF M≥ + + +    (4) 

When M amplifiers are included in the coaxial line 
connecting the subscriber with the optical node, the 
following expression can be used to determine the 
value of parameter CIR (in dB): 

             1
1

1

lg 10
jCIR

M
k

j

CIR kΣ

−

=

= − ∑ ,  (5) 

where the coefficient k1 depends on kind of distor-
tion prevailing: k1 = 15 with CSO and  k1 = 20 with 
CTB. As the influence of CTB is prevalent, for a 
cascade of M identical amplifiers can be written 

                 20 lgCIR CIR MΣ = − .       (6) 

In the specifications issued by broadband equip-
ment manufacturers CIR of the amplifiers is given 
for a reference output level Uout ref (dBµV) and 
channel loading Nref (e.g. 36, 42 or 57 channels). 
When the amplifier output level and the number of 
channels differ from those given in the specifica-
tions, then the following correction of the amplifier 
performance must be made: 

         ( )
( )

ref 2 out out ref

ref10lg .

CIR CIR k U U

N N

= − − −

−
 (7) 

where Uout is the actual amplifier output level in 
dBµV and N is the actual channel loading. If ex-
pression (7) refers to CSO, then k2 = 1 and if (7) 
refers to CTB, then k2 = 2. Thus it can be seen that 
all distortions are worsened when amplifier output 
level and channel loading raised. 
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Fig. 2. Acceptable dynamic range of Uout 

The maximum output level of the M-th amplifier 
Uout max depends on the required carrier-to-interfe-
rence ratio at the output of the subscriber outlet 
CIRSO . Taking into account expressions (6) and (7) 
the following formula to determine Uout max (in dBµV) 
is obtained [3]: 

       
( )out max out ref ref10lg

20lg .

U U N N

M

≤ − −

−
    (8) 

The values Uout min and Uout max come closer to each 
other and coincide for a given amplifier when the 
number N of the channels and M of the cascade 
amplifiers is increased (see Fig. 2). If the parame-
ters of the wideband amplifiers and the attenuation 
in the coaxial cables on sale are taken into consid-
eration it can be concluded that the coaxial trunk 
line can not be longer than 7 km and the number of 
amplifiers in the line can not exceed 10-15. 
 

4.  Determining the number of RF   
     amplifiers and their gain   

 
The acceptable level of the signal at the subscriber 
outlet USO is provided by adequate signal amplifica-
tion in the coaxial and the optical transmission lines. 
The point of the unit gain concept is the transmis-
sion coefficient in the separate cable segment to be 
0 dB. In other words, the amplifiers gain in this 
segment should compensate the total losses in it. 

If this rule is used for the coaxial part of the network 
then the gain of the i-th RF amplifier in the cascade 
Ki (in dB) must be 

                 ( ) ( 1),100i i iK lα −=   (9) 

The quantity α is the cable attenuation in dB per 
100 m given in the cable data sheets, l(i −1), i is the 
length of the coaxial cable between the (i − 1)-th 
and i-th amplifier in meters. 

Dependencies (4) and (8) and the concept of unit 
gain can be used to determine the acceptable num-
ber of amplifiers in the coaxial lines and their gain. 
Let’s assume that the RF amplifiers are of equal 
gain and there is an equal distance between them. 
Then the number M and the gain KM (in dB) of the 
amplifiers can be determined by the equations 
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( )
out ref CCh
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10lg 30lg

MK U CNR NF

N N M

= − − + −

− −
 (10) 
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where LCL is the total cable loss (in dB) for a coaxial 
line with length l CL (in meters). 
 

5. Algorithm for coaxial channel design 
 
When designing the coaxial part of a HFC multi-
media system the following parameters must be 
given: the maximum length of the coaxial line lCL , 
the channel loading N and the parameters of the 
selected cable (α) and amplifiers (NF, Uout, max , 
CSO and CTB). The purpose is to determine the 
required number of amplifiers, their optimum gain 
and the distances between two adjacent amplifiers. 

At first, it is necessary to calculate the total signal 
attenuation in the coaxial line  

                   ( )CL CL100 lL α= .                 (12) 

The next step is to determine the distance Si be-
tween the first and i-th RF amplifier so that the 
following condition to be met: 

            ( ) CL100 1i iS i K lα= − ≈ .        (13) 

The gain of the i-th amplifier Ki is calculated using 
expression (10). 

From the results obtained 

              2 22 1 (100/ )i S Kα= ⇒ = ⋅ ⋅  

              3 33 2 (100/ )i S Kα= ⇒ = ⋅ ⋅  

              . . . . . . . . . . . . . . . . . . . . . . . 

    ( ) CL1 (100/ )M Mi M S M K lα= ⇒ = − ⋅ ⋅ ≈  

it is obvious that condition (13) is satisfied for 
i = M. Therefore, the number of amplifiers that can 
be included in the coaxial line is M, and their gain is 
equal to that of the M-th amplifier. 
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To determine the distance between two adjacent 
amplifiers the following equation can be used:   

                ( )CL( 1), 1i il l M− = − .           (14) 

Finally, it is necessary to specify the admissible 
amplifiers output levels. They are given by the fol-
lowing formulas: 

             
out max out ref

out min out max

20 lg

.M

U U M

U U K

= −

= −
         (15) 

 

6. Conclusion 

The algorithm here described make it possible easy 
design of the coaxial multimedia network to be per-
formed when given the parameters of both the ca-
ble and amplifiers chosen and the HFC system 
(such as CNR and CIR at the subscriber outlet). 
The practical results show very good agreement 
between computed and measured values of net-
work parameters (error less than 2 %). 
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Abstract 

 
This article presents a block for processing of satellite and 
terrestrial television signals, received at the headend of hybrid 
fiber/coaxial (HFC) multimedia system. The architecture of the 
developed block and criteria for selection of its constituent 
modules (such as signal processors, digital receivers, remulti-
plexers, scramblers, DVB modulators, up-converters, etc.) are 
given. Appropriate schemes to implement some of the basic 
modules, building the block for broadcast signal processing, 
are suggested. 

  

1. Introduction 

The headend of a cable multimedia system is 
designed to receive the signals from satellite and 
terrestrial radio and television programs, to make 
processing of these signals for transmission to a 
cable distribution network and maintenance of an 
interactive communication with the users of additio-
nal services (Internet access, VoD, VoIP etc.). Pro-
cessing of the received signals is necessary 
because of the different standards which are used 
in terrestrial (DVB-T/T2), satellite (DVB-S/S2) and 
cable (DVB-C/C2) broadcasting. Moreover, there 
are two systems for delivery of high-speed inter-
active services across cable networks (DOCSIS 
and DVB), which are incompatible. Therefore, there 
is a need to develop devices that can handle both 
standards. The application of such programmable 
and flexible devices in the headend and Sеt-Top-
Box (STB) allows implementation of multiple stan-
dards on the same hardware platform [1-3]. 

Modern cable multimedia networks are always two-
way, use optical fiber extensively, and are segmen-
table so as to allow simultaneous frequency reuse 
in various network sections. Two-way transmission 
of high-speed interactive services is performed by 
Cable Modem Terminal System (CMTS) that is lo-
cated in the headend or in the hubs. Cable modem 
(CM) or STB is used in order to receive the date 
packets addressed to the subscriber and to transmit 
the date to the CMTS. 

One of the main trends in the development of cable 
multimedia systems is tо push as much as possible 
signal-processing equipment out to the hubs. This  
reduces the bandwidth requirement between hea-
dend and hub. For instance, if the VoD movies are 
stored at hubs and streamed from there to specific 
customers on demand, only the occasional content 
updates need be sent down from the headend to 
hub-based servers. Similarly, telephone host digital 
terminals (HDTs) at hubs can terminate calls from 
subscribers, and only the multiplexed DSx signals 
are transported over baseband optical links back to 
the headend where the switch is located. Such a 
solution allows furthermore reducing the possibility 
of outages affecting many subscribers simultane-
ously, and improving the quality of service [4-5]. 

The headend of a cable multimedia system can be 
divided into three fundamental modules. The first 
one is intended for processing of received broad-
cast signals, the second – for supporting interactive 
communication, and the third module provides net-
work, services and subscribers management.  The 
object of this paper is the architecture of the first 
module and the equipment needed for its building. 

 

2. Modulation and Access Techniques  
for Down- and Upstream Channels 

The systems here considered differ by using radio 
frequency (RF) carriers to transmit the information 
signals. Two frequency bands are provided for sig-
nal transmission from the headend to the subscrib-
ers: 112 MHz to 550 MHz (for analog video broad-
casting) and 550 MHz to 862 MHz (for narrow cast-
ing services – data, voice and digital video). Analog 
video signals are transmitted by using VSB-AM 
while QAM methods (usually 256-QAM) are mainly 
used to transmit digital video programs and data. 
The system reverse paths make use of the 5 MHz 
to 65 MHz frequency band and subscribers’ signals 
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are transmitted by using QPSK or 16-QAM meth-
ods. 

For transmission of RF signals over the optic fiber 
are used optic carriers whose wavelength may be 
1310 nm or 1550 nm while with DWDM the wave-
lengths can be chosen from the wave range recom-
mended by ITU. The transmission can be based on 
either direct laser modulation or an external modu-
lator. The parameters of the optical channels with 
direct laser modulation are of poor quality due to 
laser chirping, nonlinearity and slightly sloping tran-
sfer characteristic etc. To eliminate such a disad-
vantage a laser with a constant bias current and an 
external modulator at its output is used. 

The Frequency Division Multiplexing (FDM) techni-
que is the traditionally employed access method in 
CATV broadcasting networks. This technique, how-
ever, has limitations if it were to be used for the 
support of the new multi-rate, multi-service, multi-
media services. Most appropriate for these cases is 
the combined FDMA/TDMA method in which the 
upstream bandwidth is divided to a few dozens of 
FDMA channels, each shared by a limited number 
of subscribers on a TDMA basis. Each subscriber 
will be assigned to a particular carrier and his traffic 
cells will be multiplexed into particular time slots in 
this carrier. 

 

3. Block for broadcast signal processing  

On Fig. 1 is shown the architecture of a module for 
processing of signals, received by the satellite or 
terrestrial antennas and those that are obtained 
from local sources, such as cameras, VCRs and 
DVDs. As is known, in satellite transmission are 
used predominantly QPSK signals, while in terres-
trial television is still large share of analog TV pro-
grams that are transmitted via VSB-AM signals.  

In order to transmit received AM-VSB signals over 
the cable distribution network they should be moved 
to another channel, which differs from broadcast 
channel. For this purpose analog signal processors 
(ASP) are used. The digital signal processors 
(DSP) convert the signals of digital television pro-
grams from RF to baseband MPEG Transport 
stream (TS).  The same functions perform the satel-
lite receivers which are often associated with de-
coders to descramble the satellite signals. Such 
descrambling digital satellite receivers are often 
termed as integrated receiver-decoder (IRD). 

Cable operators often create their own local movie, 
sports or news channels. Since the output audio/ 
video signals from the cameras or VCRs and DVDs 
are analog, these signals need to be converted into 
a digital. Conversion of the analog A/V signals to a 
MPEG TS is done by the MPEG encoder. The en-
coders are relatively expensive devices and can 
account for a large share of the total headend cost. 
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Fig. 1. Block for broadcast signal processing 
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The remultiplexers are used to form new transport 
streams that carry selected TV programs. Every 
remultiplexer has typically 8 or 16 ASI inputs, each 
of which is connected to its digital satellite receiver 
or MPEG encoder. It is very important to remultiplex 
the correct digital channels in each Transport 
stream. As is known, a news channel can be very 
efficiently compressed for transmission over a very 
small digital bandwidth. On the other hand a sports 
channel, which has a very high rate of a changing 
picture, cannot be compressed to the same extent 
as a news channel. Hence, efficient digital com-
pression can be achieved if the remultiplexer cre-
ates its own re-bundle transport stream consisting 
of a mix of sports, news and movie channels. 

Before submitting to the digital QAM modulators, 
the newly formed transport streams must be scram-
bled. This is done in order the signal to become un-
intelligible to those who are not authorized to re-
ceive it. After the QAM modulation the signal is fed 
to the upconverter which is frequency agile and the 
cable operator has the option of setting its output at 
any convenient frequency band in the cable TV 
spectrum. In many cases, the scrambler and up-
converter are integral part of QAM modulators. Fi-
nally, the QAM signals are combined using conven-
tional splitters. The output of RF combiner is the 
total set of broadcast signals, which are supplied to 
all subscribers. 

 
4.  Equipments required for developed  
     block 

This section deals with the electronic devices most 
commonly used in the headends to format broad-
cast signals for transmission on the cable plant. 
These devices include analog and digital signal 
processors, DVB-C modulators and up-convertors.  

4.1. Signal processors 

Signal processors are normally used to transfer in-
coming RF signals from off-air antennas or inco-
ming cables to the cable plant. 

Figure 2 illustrates a tipical block diagram of analog 
signal processor. The incoming VSB-AM signal is 
supplied to a bandpass filter, BPF1, which is tuned 
to the incoming channel. In  mixer M1, driven by 
local oscillator LO1, the received RF signal is down-
converted to the intermediate frequency (IF or fi), 
where fi = 38.9 MHz – for the picture carrier and 
fi = 33.4 MHz – for the sound carrier. The IF signal 

is up-converted to the assigned output RF channel 
in mixer M2, driven by local oscillator LO2. Band-
pass filter BPF3 eliminates the image of the second 
conversion process and any spurious signals com-
ing from mixer M2. 

 
RFin

BPF1 BPF2 BPF3M1 M2

LO1 LO2

fs1 fs2fi

RFout

 

Fig. 2. Analog signal processor 
 

On Fig. 3 a simplified diagram of the digital signal 
processor is shown. A digital signal is recovered off-
air in DVB-tuner 1 and supplied to the PSIP proces-
sor and remultiplexer (remux). Processing of the 
received signal in the tuner includes: demodulation, 
analogue-to-digital conversion, filtering, error-prote-
ction decoding, removing the randomizing pattern. 
As a result, the MPEG transport stream (MPEG-TS) 
is obtained. 
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Fig. 3. Digital signal processor 
  

As is known, digital video signals include the prog-
ram and system information protocol (PSIP), a se-
ries of tables that tell the receiver what programs 
are included in the multiplex and how to find them. 
These tables must be modified if some programs 
are removed from the multiplex and others are 
added from another off-air channel or other source. 

In the configuration shown, a second program 
stream may be added from either another off-air 
channel via DVB-tuner 2 or from another signal 
source. This program transport stream is supplied 
to the PSIP processor and remux. Its PSIP tables 
are merged with those from the first program 
stream and multiplexed into a higher-bandwidth 
stream that is supplied to a 256-QAM modulator. 

4.2. DVB-C modulator 

Figure 4 shows a tipical block diagram of DVB-C 
modulator. The modulator locks to the MPEG trans-
port stream fet to it at the baseband interface and 
consisting of 188 byte-long packets. In order to en-
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sure adequate binary transition, a randomization 
process has to be applied to the MPEG-TS. To pro-
duce an error-protected packet a shortened Reed-
Solomon (RS) code is applied (Type 204,188) with 
the ability to correct eight random byte errors. The 
packets, which are then 204 bytes long, are sup-
plied to the convolution interleaver to make the data 
stream more resistant to error bursts. It is based on 
the Forney convolutional approach with I = 12. 

The error-protected data stream is then fed into the 
mapper where the QAM quadrant must be differen-
tially coded, in contrast to DVB-S and DVB-T. Then 
the signal is roll-off filtered with a roll-off factor of 
α = 0.15 and supplied to the QAM modulator. 
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Fig. 4. DVB-C modulator 

 
Since the modulation is performed on IF, the signal 
must be up-converted to the output channel. In so-
me cases, the modulator includes the up-converter 
to the final channel assignment, in other cases, the 
up-converter will be external to the modulator. 

One issue of concern is when scrambling is added 
in a digital transmission stream. In some headend 
systems, there is an external scrambler that adds 
scrambling prior to the modulator. In other headend 
systems, the scrambling is an integral part of the 
modulator. 

4.3. Up-converter 

If the output of the signal processor is frequency 
agile, meaning it can be set to any of a number of 
channels, the up-convertor is replaced with a dual 
conversion output section, with a first IF above the 
maximum frequency the processor can output. 
Then the signal is filtered to remove the image, and 
down-converted to the output channel (Fig. 5). 
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Fig. 5. Dual-conversion up-converter 

The first local oscillator will up-convert the incoming 
IF signal (fi1 = 38.9 MHz) to some high frequency 
fi2 (fi2 must be higher than 862 MHz), i.e. the first lo-
cal oscillator, LO1, operates at frequency fLO1 = 
= fi1 + fi2 = 38.9 + fi2 MHz. There may be some ampli-
fication at this second IF frequency before the signal 
is converted to the final output frequency in mixer 
M2, driven by local oscillator LO2. If the frequency 
for selected channel is fs (fs = 112 ... 862 MHz) the 
frequency of LO2 will be fLO2 = fi2 + fs .  

The presented agile up-converter provides low spu-
rious outputs. It is easy to establish that the image 
of both the first and the second conversion is well 
above any frequency we are interested in on the 
cable plant, and so far from the output frequency 
that it is easy to filter. This type of convertors are 
best for setting the output of modulator (analog or 
digital) or CMTS on any frequency. 
 

5. Conclusion 

The block for broadcast signal processing presen-
ted in this paper ensures transmitting of both ter-
restrial and satellite radio and television signals 
through cable distribution networks. With its design-
ning, the requirements of existing DVB standards 
are taken into account. The block was tested in or-
der to determine the acceptable signal levels that 
ensure given parameters at the headend output. 
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Abstract 

In the paper is presented an approach for edge detection, 
which combines noise reduction with edge detection on a se-
ries of scales to achieve better results for shape and contours 
of different objects in sequences of CT images. So can be 
easier marked the differences in the inter sequence images in 
regard to observe better the changes in medical structures.  
To reduce the specific noise, the input CT image is decom-
posed on the base of wavelet packet transformation (WPT) by 
using of adaptive threshold of wavelet coefficients in the high 
frequency sub-bands of the shrinkage decomposition. Then 
the wavelet model is applied for Canny edge detector to de-
velop a multiscale wavelet model for edge detection.  

Implementations results are given to demonstrate the visual 
difference in 2 inter sequence images and some objective 
estimation parameters in the perspective of clinical diagnosis.  

 

1. Introduction 

Noise in CT is a multi-source problem and arises 
from the fundamentally statistical nature of photon 
production. This noise is not independent of the 
signal. It’s Poisson distributed and independent of 
the measurement noise [1]. The measurement noi-
se is additive Gaussian noise and usually negligible 
relative to the quantum noise. It comes from the 
motion of patient. The classical edge detectors work 
fine with high-quality images, but often are not good 
enough for noisy medical images. On the other 
hand approaches based on wavelet transform has 
been proposed separately for noise reduction and 
edge detection. Many existing methods for multi-
scale edge detection are based on DWT [2], [3]. 

In the paper is proposed to incorporate noise reduc-
tion and multiscale edge detection in CT images as 
a single process. To reduce the specific noise, the 
input CT images are decomposed on the base of 
WPT by using adaptive soft threshold on all high-

pass subbands of the shrinkage decomposition [4]. 
Then the wavelet model is applied for Canny edge 
detector to develop a multiscale wavelet model for 
edge detection [5]. On the base of the obtained 
edge maps of two consecutive CT images can be 
observe the specific difference in the shape and 
contours of medical objects. 

2. Stages for CT images edge detection  

In this paragraph are presented the basic stages of 
the algorithm, used to improve image edge detec-
tion and to demonstrate the difference by two con-
secutive CT images in the sequence, shown in Fig-
ure 1. 

 

 
Figure 1. Block diagram of the algorithm 

 

2.1. Noise reduction and multiscale edge  
       detection  

The first stage of the algorithm is noise reduction. It 
is based on the wavelet packet transform [4]. 

In an image contained Poisson noise can be pre-
sented as an additive noise model for each pixel is 
as follows (1): 
 

             ),(),(),( yxnyxfyxs +=              (1) 
 

where ),( yxf  is the desired image, without noise, 

),( yxn  is the noise. 

The block diagram of this stage is presented in Fi-
gure 2. 
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Figure 2. Block diagram of the stage for noise reduction 
and edge detection 

 
The wavelet packet methods for noise reduction 
give a richer presentation of the image, based on 
functions with wavelet forms, which consist of 3 pa-
rameters: position, scale and frequency of the fluc-
tuations around a given position. They propose nu-
merous decompositions of the image, that allows 
estimate the noise reduction of different levels of its 
decomposition. For the given orthogonal wavelet 
functions exists library of bases, called wavelet 
packet bases. Each of these bases offers a particu-
lar way of coding images, preserving global energy, 
and reconstructing exact features. Based on the 
organization of the wavelet packet library, it is de-
terminated the decomposition issued from a given 
orthogonal wavelets. An optimal decomposition is 
used with respect to a conventional criterion. The 
criterion is a minimum of three different entropy cri-
teria: the energy of the transformed in wavelet do-
main image, Shannon entropy and the logarithm of 
energy [6]. By determination of the global threshold 
it is used the strategy of Birge-Massart [7]. It uses 
spatial-adapted threshold, which allows to determi-
nate the thresholds in three directions: horizontal, 
vertical and diagonally. Choosing the threshold too 
high may lead to visible loss of image structures, 
but if the threshold is too low the effect of noise re-
duction may be insufficient. The procedure for noise 
reduction can be determined on the base of the cal-
culated estimation parameters. PSNR and EFF val-
ues are higher for better denoised CT image where 
the value of NRR is lower. 

Wavelet filters of large scale are more effective for 
noise reduction, but at the same time increase the 
uncertainty of the location of edges. Canny edge 
detection method is optimal for step edges with ap-
plication of additive noise model. From the point of 
wavelet transforms, it can be used more effective 
approach to adjust the scale of the filters. So the 
wavelet best shrinkage decomposition to noise re-
duction of the CT image can be used as wavelet 
model for Canny edge detection. The level of de-
composition can be selected in depending on the 
requirement of details desired in the edges. 

 

2.2. Binary transformation of CT edge images  
        and comparing of their differences  

To better compare the images we use the standard 
Otsu method [8] to transform the grayscale to a bi-
nary image and then find the difference between 
two consecutive images. The Otsu method for im-
age binarization chooses an adaptive threshold to 
minimize the intraclass variance of the black and 
white pixels of the transformed image. Then in the 
output image we replace all pixels in the input 
image with luminance greater than the threshold 
with the value 1 (white) and replace all other pixels 
with the value 0 (black). Finally to compare the two 
images we perform an exclusive OR operation on 
the corresponding pixels of the two images. The 
resulting binary image’s pixel is logical true (1) if the 
first image pixel or the second image pixel, but not 
both, are nonzero.  

3. Experimental results 

The formulated stages of processing are realized by 
computer simulation in MATLAB environment by 
using IMAGE PROCESSING TOOLBOX and WA-
VELET TOOLBOX. The image data consists of 
grayscale CT-slices images of the liver of size 
512x512 pixels, 16 bits in DICOM format archived 
in 12 series. The simulation is made with additive 
Poisson noise with intensities values between 0 and 
1 and corresponding to the number of photons di-
vided by 1012. The best results for the investigated 
sequence of CT images are obtained by the third, 
fourth and fifth level of the shrinkage decomposi-
tions. For noise reduction is used soft threshold. 
Errors as “missed detection” and “false alarm” in 
edge detection are minimized when the SNR of the 
detection filter is maximized. In the paper are ana-
lyzed some quantitative estimation parameters: Sig-

LOADING THE INPUT CT IMAGE S 

WPT 

NOISE REDUCTION 

EDGE DETECTION 

START 

EDGE IMAGE 
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nal to noise ratio in the noised image ( YSNR ), Sig-

nal to noise ratio in the filtered image ( FSNR ), Ef-

fectiveness of filtration ( FFE ), PSNR and SSIM. In 

Table 1 are presented the obtained average results 
from simulation by using the proposed algorithm. 
They are compared with results obtained by using 
of classical Canny edge detector and multiscale 
edge detector based on discrete wavelet transfor-
mation (DWT). The best results are obtained by 
proposed approach including noise reduction on the 
base of WP transformation. 

This comparison is very difficult through large varia-
tions of liver geometry between patients, the limited 
contrast between the liver and the surrounding or-
gans and different amplitude of noise.  
 

Table 1. Simulations results 

Method of 
edge  

detection 

Estimations Parameters 

PSNR 
[dB] 

SSIM SNRY 
[dB] 

SNRF 
[dB] 

EFF 
[dB] 

Canny  
edge  
detection 
(CED) 

24.865 
 

0.6 
 

14.515 15.463 1.947 

Noise  
reduction  
with 
DWT+CED 

27.814 
 

0.7 
 

15.949 17.986 2.037 

Noise  
reduction  
with 
WPT+CED 

29.988 0.8 16.313 19.832 3.519 

 
A visual presentation of the obtained results for the 
processed 2 consecutive images in sequence of 6 
CT images can be seen in the next figures below.  

In Figure 3 and Figure 4 are shown respectively the 
original and denoised CT1 and CT2 images. Figure 
5 presents edge maps of the denoised CT1 and 
CT2 images. In Figure 6 are given respectively the 
obtained differences of original and denoised binary 
edge images. 

 

 

Figure 3. Original CT1 and CT2 images 

 

 
Figure 4. Denoised CT1 and CT2 images 

 

 

 
Figure 5. Edge maps of denoised CT1 and CT2 images 

 

 

 
a)   b) 

Figure 6. Binary edge images of the differences:  
a) of original CT1 and CT2; b) of denoised CT1 and CT2 

images 

 

4. Conclusion 

The proposed wavelet based edge detection algo-
rithm combines noise reduction with edge detection 
on a series of scales to achieve better results for 
shape and contours of different objects in se-
quences of CT images. The differences in the inter 
sequence images can be easier marked in regard 
to observe better the changes in medical structures. 
So the noise reduction process can’t be applied by 
differences in the inter sequence images in the 
case of reiteration of elements in the same position 
for loss of specific medical information. The pro-
posed approach can be used in clinical diagnosis or 
by modeling of anatomical organs and theirs visu-
alization in 3D. 
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Abstract 

The problem discussed in the paper is the essential part of the 
general research concerning the action mechanism of ultra-
low doses (ULD) of medical preparations.  

In this work we investigate a possibility to apply two fractal 
methods to analyze some classes of biomedical images. The 
first method — Modified Fractal Signature — was proposed in 
[6] for document analysis for automatic knowledge acquisition. 
The second method is based on the calculation of Regny 
spectrum for multifractal sets.  

The investigation of applicability of described methods to 3 
classes of preparations has been performed. Experimental 
results show that the method of modified fractal signature may 
be used for all given classes of images, whereas values of 
Regny spectrum for brain tumors do not allow us to classify 
them completely and an additional analysis has to be done. 
The important result of this work is that both methods are ap-
plicable to ULD-containing preparations. 

 

1. Introduction 
 
Traditional medicine as a rule uses simplified (lin-
earized) models to describe the mechanism of a 
medical preparation effect on a living organism. At 
the same time the search of an adequate treatment 
methods requires to study the more complex, 
nonlinear and nonmonotonic reaction of an organ-
ism on the action of drug. To solve the problem we 
have to extend existing traditional methods by ap-
plying ULD of medical preparations. Investigations 
of ULD effects were performed by many scientists 
and now extensive experimental data are accumu-

lated. But the dynamics of processes concerning to 
ULD effect is rather complex and at the present 
time there is no any adequate mathematical model 
describing it. Nonetheless the research of such 
processes is performed by many methods, being an 
analysis of process images obtained in different 
points of time is a principal one. The methods 
widely used are texture, fractal, morphological ana-
lysis and neural network modeling as well. 

A large body of research shows that self-organi-
zation property that is (according to [5]) “spontane-
ous beginnings of a structure, i.e. the appearance 
of an ordered state in an initial random distribution 
of the system components without apparent exter-
nal action” is intrinsic to biological systems. We may 
consider images of such processes states as phase 
portraits of a complex dynamical system. Stable 
invariant sets (attractors) of self-organized systems 
often have complex geometrical structure — they 
are fractals or multifractals (unions of several fractal 
sets, being everyone has own fractal dimension). 
For such sets methods of calculatiopn of fractal di-
mensions are used. Modified Fractal Signature 
method [6] is based on Minkovsky dimension that 
coincides with well-known box-counting dimension 

for non-empty bounded sets in . The basic idea 
of this approach is that a document is mapped onto 
a gray-level function. Furthermore, this function can 
be mapped onto a gray-level surface, and from the 
area of such a surface (called fractal signature) the 
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fractal dimension of the document image can be 
approximated.  

Widely used approach is to calculate the special 
characteristic – multifractal (Regny) spectrum. Let 

{ } be a probability measure defined on the set 
under investigation. The main idea of this approach 

is to use Regny entropy which 

depends on a parameter  and coincides with 

Gibbs-Shannon entropy  for 

 [1]. Unlike Shannon entropy, maximal value 
of Regny entropy corresponds to an ordered state 
of the system. Maximum principle, as applied to 
multifractal systems allows us to obtain a set of 

numbers (for different ) that are fractal dimensions 
of subsets in which Regny entropy is maximal. The 
spectrum is invariant with respect to brightness 
changing, rotation and scaling. Hence it may be 
used as some stable feature for a class of images. 
So, in [8] authors apply multifractal spectrum for 
texture analysis. It should be marked that there are 
several ways to calculate Regny spectrum ([3], [7], 
[8]). In this paper we follow the method developed 
in [7] that is based on the generation of coarsened 
partitions.  
 

2. Main notions 
 

Definition 1. Let F be a nonempty bounded set in 

 — a covering F, 

 — the number of sets from Ω whose diame-

ters are nongreater than δ. Let  and  

denote Hausdorf and topological dimensions F re-
spectively. F is said to be fractal if 

 Box-counting (capacity) dime-

nsion is defined by  

Definition 2 [6]. δδδδ-parallel body can be defined 

by  

Definition 3. Let F be a nonempty and bounded set 

in ,  — δ-parallel body F,  — n-

dimensional volume of  For a constant s, if 

δ→0, the limit of  is positive and 

bounded, we say that F has Minkovsky dimension 

s, which is symbolized by  .  

Theorem 1 [3] Let F be a nonempty bounded set in 

. Then . 

 
3. Methods of analysis 
 
3.1. Modified Fractal Signature Method 

3.1.1. Method description 

In [6] the authors call the method the Modified Frac-
tal Signature appropach since the direct computa-
tion of fractal dimension of a document image is not 

used, alternately the volume of a special thing — δ-
parallel body — is estimated to approximate the 
fractal dimension.  

Let  be 

an image with multigray level and  be the gray 

level of the (i, j)th pixel. In a certain measure range, 

the gray-level surface of F can be viewed as a frac-

tal. The surface area  can be used to approxi-
mate its fractal dimension. In image processing the 
gray level function F is a nonempty bounded set in 

. The surface area may be calculated using the 

volume of a special δ-parallel body — blanket with 

the thickness 2δ. Denoting this volume  

we have .  

But according to the Definition 3 and Theorem 1 we 
can conclude that if 

,  

then  Therefore, when δ 

is sufficiently small, we have . 

So, we have from 

which the fractal dimension  can be obtained. The 

value  is said to be Fractal Signature. It should 
be noted that the essential distinction of images is 

their values of , hence in practice it is sufficient 
to calculate only fractal signatures. 

According to Blanket Technique ([6]) the covering 

blanket is defined by its upper surface  and 
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its lower surface . Initially, δ=0 and 

 

For δ=1, 2,… the blanket surfaces are defined itera-
tively as follows:  

 

 

The volume of the blanket  is computed from 

 and : 

 

In practice, whole image F is divided into several 

non-overlapping subimages and  is computed for 

every subimage. Then all  are combined into the 
whole signature. Sometimes it is convinient to study 
a “map” of the image, where in every cell the corre-
sponding fractal signature is written. 

3.1.2. Numerical experiments 

Fractal signatures were calculated for some kinds 
of connective tissues of animals. The picture shows 
onе of images and the graphic illustrates the de-
pendence of normalized fractal signature on the 
size of the partition box. Method demonstrates good 
separability of values for different classes of tis-
sues. 
 

 

Figure 1. Connective tissue: pharynx 

 

Figure 2. Fractal signatures for several types  
of connective tissue 

 
3.2. Regny spectrum 

3.2.1. Method description 

Consider an irregular object embedded into Euclid-

ean space and divide it into N boxes of sizes 

 where 

 and the size of the whole object equals 1. 

Let  be a probability measure defined on the 

partition. Suppose that where  is a scal-
ing value that can take the values from some range 

with a probability density , and so the 

probability to get  from an interval  

is , and a continuous function 

 shows the fractal dimensions of the sets on 

which the singularities of strength  may lie [4].  

Now we consider the function  It 

follows that  

When l is small enough  is maximal for 

 such that  is minimal (i.e. 
maximum of Regny entropy is achieved). It is 
known [3] that there is a unique finite nonzero func-

tion , such that 

  

and , i.e. 

and  are connected by Legendre trans-
formation [3]. 
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Regny spectrum  is defined by the equation 

 where  are Haus-

dorf, information and correlation dimensions re-
spectively [2]. 

There are several methods to approximate . We 

use the method of coarsening partitions developed 
in [7]. Consider K partitions of an image into boxes 

with sizes . Let  be a measure 

of the box i for kth partition. Let  be the number 

of the boxes in kth partition for which . 

Then  and  may be calculated by the 
formulas:  

, where 

, 

 where 

 

For a fixed  values  and  are calcu-

lated for all K partitions. Hence in coordinate sys-

tems  and  there are 

K points that have to be approximated by a straight 
line. Using above formulas and least-squares 

method we obtain , , then  and 

. 

3.2.2. Numerical experiments 

Partitions into boxes are chosen depending on the 
size of the image. The box measure is defined as 
light level of the box concerning to the number of 
light pixels of the whole image.  

For every image Regny spectrum was calculated 

for  =0, 1, 2, 3, 4, 5, 10, 20, 30, 40, 50. 

 

 

Figure 3. A compound with large dose of Ag 

 

 

Figure 4. Regny spectrum for compounds with large, 
small and zero concentrations of Ag. 

 
 
Conclusion 
 
The results of numerical experiments performed for 
images of biomedical preparations of different 
classes shows that both methods are applicable to 
calculate special characteristic of images. They al-
low us to obtain numerical values that are invariant 
for some images transformations. We can classify 
images of ULD-containing preparations on accor-
dance with the dose. 

Both methods supplemented by texture and mor-
phological analysis may be considered as a basis 
for image analysis. 
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Abstract 

 
Thermo vision systems are very popular in applications like 
military and police systems, systems for custom traffic control, 
industrial and medical systems etc. The information existent in 
thermal images of human bodies or human faces is very im-
portant because it can increase the right decision for final pa-
tient diagnostic and also can be used in thermo vision infor-
mation system for customs control and combating terrorism.  
This information is usually presented as visualisation of ther-
mal images in pseudo colours. From these images the diag-
nosis decision is made subjective usually after the doctor vis-
ual observation of the region of interest in thermal image.  
Therefore, the goal of this article is to develop real time algo-
rithms in the medical thermal image systems for automatic 
medical thermal images processing and diagnostics. This will 
decrease or eliminate the subjective doctor errors in the diag-
nostic process. Also the proposed real time automatic proc-
essing algorithms will allow quick collection in the appropriate 
databases of the typical cases in diagnostic practices of fre-
quently occurrence of the thermal images classes, which can 
be added and used in the global telemedicine information 
systems for diagnostics or used in thermo vision information 
system for customs control and combating terrorism. 

 

1. Introduction 
 
Medical thermal image systems consist mainly from 
thermal image sensors [1] or Thermo Camera (Fig. 
1) for capturing thermal images of human body con-
taining regions of interest for medical diagnostic. 
 

 

Fig. 1 

The medical thermal or infrared medical images 
captured with Thermal Camera can pass optionally 

through the Pre-processing Block for some simple 
and usual transformation and then through the 
Pseudo Colours Block for representation of each 
pixel temperature value as an appropriate and pre-
defined pseudo colour for displaying on a standard 
video LCD monitor. The thermal images on the 
screen of the LCD video monitor usually are in-
spected and estimated from the doctors to decide 
whether or not the region of interest is connected 
with a disease (Fig. 2).  
 

 

Fig. 2 

To avoid subjective decisions or errors it is more 
convenient to apply automated methods and algo-
rithms for thermal images processing to increase of 
contrast, resolution, general thermal images quality 
or to separate  the regions of interest and finally to 
direct the doctors attention to the  places of interest 
in thermal images. This is the goal of this article to 
propose the real time algorithms in the medical 
thermal image systems for automatic medical ther-
mal images processing and diagnostics. 

First it is necessary to outline the basic principles of 
human temperature representation in thermal im-
ages and the reasons of deviations from the ordi-
nary values of a healthy person. 
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2. The basis principles of human  
temperature representation in thermal 
images 

The human temperature in each moment can be 
described and is depending from many factors. 
There are the different ways a human loss or gain 
the heat from the environment. The body’s core 
temperature remains constant on the condition that 
there is head balance between the heat production 
and the heat loss [2]: 

              RESEKCRWMS −−±±±±= ,      (1) 

where: 

S  is heat storage; 
M – metabolism influence value of human tempera-
ture; 
W – external work influence value of human tem-
perature; 
R – heat exchange by radiation influence value of 
human temperature; 
C – heat exchange by convection influence value of 
human temperature; 
K – heat exchange by conduction influence value of 
human temperature; 
E – heat loss by evaporation influence value of 
human temperature; 
RES – heat exchange by registration influence 
value of human temperature. 

The above heat balance equation (1) is often used. 
However, when dealing with a person with clothing 
it is preferable to write the heat balance substituting 

0=S  in equation (1): 

             CRKRESEWM cl ±±=±=−−±  ,    (2)  

where:  

clK  is heat conduction through the clothing influen-

ce value of human temperature. 

The equation (2) implies, that the metabolism (M ) 
including the external work (W ) minus the heat 

loss by evaporation (E ) and respiration (RES ) is 
equal to he heat loss conduction through the cloth-

ing ( clK ) and equal to the heat loss by radiation 

(R ) and convection (C ) from the other surface of 

the clothing. The sign indicates that the parameter 
may be negative or positive i.e. heat loss or heat 
gain. The equation (2) does not take into account 
the heat exchange by conduction, for example, 
when loading sacks or the contact between feet and 

floor. This amount is normally insignificant influence 
on local heat exchange (warm fingers, cold toes). A 
person seated in an armchair, will exchange heat 
by conduction to the chair should be calculated as 
part of the clothing. 

The influence of the metabolism M for the human 
temperature can be explained as energy released 
in the body by oxidation. This takes places at a rate 
which is equivalent to the amount of energy the 
body needs to function. The value of M  may vary 

form a rest value of approximately 2/45 mW  skin 

surface ( )met8,0 to more than ( )metmW 9/500 2 ≈  

when running. The surface area of a normal person 

is approximately 28,1 m . The energy released is so-

me times partly converted to external mechanical 
power W  but is mainly converted into internal body 
heat. The metabolism is often given in the unit 

“met”, where met1  is equal to the metabolism for a 

seated, resting person ( )2/15,581 mWmet = .  

The influence of the external work W  can be either 
positive or negative, if a person cycles on an ergo 
meter with a heavy load, he must use a lot of en-

ergy to keep a constant velocity ( )min/r . This en-

ergy is split in two parts: W  is the amount which is 

necessary to overcome the resistance from the 

load. In this case W  is positive. The other part is 
the internal heat productions, which is necessary for 
the body to perform external work equal to W . This 
part of the energy is used to pump more blood 
around the increase the respiration. Main is how-
ever, a very poor machine. The efficiency is less 
than 20 % even for well-trained athletes. Thus if the 
load on the ergo meter is increased such that the 

corresponding W  is increased by 2/10 mW , then 

the metabolism will increased by 2/50 mW . The 

extra 2/40 mW  must then normally be lost by in-

creased sweating to avoid increment of the internal 
temperature. If one walks down a steep hill and has 
to “brake” not to get too much speed, some of the 
potential energy will be transformed to heat in the 
muscles. The external work, W is in this case nega-
tive. The external work can be also lifting a tool, 
sack or case and they increase the potential energy 
for this object. 

Heat Loss by Evaporation is partly from water va-

pour diffusion through the skin ( )dE  and party by 

evaporation of sweat on the skin surface the skin 

( )SWE . When evaporation takes places the water 
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uses heat from the skin. The amount of water diffu-
sion through the skin and the corresponding evapo-

rative heat loss ( )dE  is a function of the difference 

between the saturated water vapour pressure at 

skin temperature ( )sp  and the water vapour pres-

sure in the ambient air ( )ap : 

             ( ) 23 /,10.05,3 mWppE asd −= − ,           (3) 

where sp  and ap  are in Pa  (Pascal). 

The saturated water vapour pressure at the skin 

surface is a function of the skin temperature ( )st : 

             Patp ss ,3373256 −= .                           (4) 

Inserting (4) in (3) we obtain 

     ( ) 23 /,337325610.05,3 mWptE asd −−= −     (5) 

Water diffusion through the skin will normally result 

in a heat loss equal to approximately 2/10 mW . A 

typical case is skin temperature o

st 33=  and a wa-

ter vapour pressure Papa 1400=  in ambient air 

(50% relative humidity at Co23  air temperature). 

This ill result in a heat loss equal to 2/2,11 mW . 

The heat loss by water diffusion through the skin 
takes place all the time and is not controlled by the 
thermo-regulatory system.  

Evaporation of sweat from the skin surface ( )SWE  

is one of the most effective ways by which the body 
can keep the internal temperature from increasing 
even during hard work. The amount of this evapora-

tion may change a lot with activity (from 2/0 mW  at 

rest to maximum 2/400 mW  with very hard work) 

in a hot, dry environment. It is limited how much a 
person is sweat and there are great individual dif-
ferences. Persons who are used to living and work-
ing in hot environments or performing hard work 
can improve the function of the sweat glands and 
obtain a better control of the body temperature. An 
acclimatised person is normally not able to sweet 
more than l1 per hour, and a total amount approxi-

mately l5,3 . If all this sweat is evaporated, it is 

equal to a heat loss of W675  ( 2/375 mW ) and a 

total amount of kJ8505 . During hard work in hot 

environments it is important to drink water (plus 
salt) to be able to sweat enough. The estimation of 
the heat loss due to the evaporation of sweat is 

rather complicated and not fully understood yet. By 
excessive sweating some of the produced sweat 
will drip and does not remove any heat from the 
body by evaporates at the skin surface that re-
moves heat from the body.  

 

3. The structure of the thermo vision  
system for thermal medical  
diagnostics and telemedicine  

 
The detailed description and representation of the 
factors influencing the human bodies or faces tem-
perature can be used in development of the struc-
ture of an automated thermo vision system with ap-
plying of real time processing algorithms for thermal 
diagnostics and application in telemedicine. The 
proposed structure is presented in Fig. 3. 
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Fig. 3 

 
The most important part of the proposed medical 
thermal vision system shown in Fig. 3 is the Real 
time Thermo Vision Module. The proposed internal 
structure of this module, in which are implemented 
the proposed and developed real time processing 
algorithms for thermal medical diagnostics, is 
shown on Fig. 4. 

The main part of the infrared processing module is 
the embedded Digital Signal Processor (DSP), cho-
sen to realize in real time most of the time consum-
ing the developed medical infrared image process-
ing algorithms. As a very popular possibility to ex-
tend the digital signal processor calculation capa-



104                      CEMA’11 conference, Sofia 

bilities it is proposed and shown in Figure 1 a Field 
Programmable Gate Array (FPGA) [3], which can 
also take up some of the necessary and usually 
control and communication functions from digital 
signal processor to the telemedicine information 
systems.  
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Fig. 4 

The digital signal processor must have the possibil-
ity to drive a LCD Display for viewing input thermal 
images of human bodies or faces captured from 
each IR Camera or processed from digital signal 
processor medical thermal images. This can be 
done if digital signal processor is chosen from a set 
of special class signal processors known as Digital 
Media Processors [4]. These signals processors are 
also capable to interface with a specified host con-
troller to the desktop or host computers. This guar-
antees the easy way to develop and test the algo-
rithms for medical thermal images processing be-
fore their real time implementation in an embedded 
digital signal processor. Finally it is usually neces-
sary to transmit the results from the medical thermal 
images processing or results from thermal diagnos-
tics as important information for the medical tele-
medicine systems. The transmission can be ac-
complished by means of standard Local Area Net-
works (LAN) or Wireless Networks (WLAN). 

The main advantages of the proposed internal 
structure of this module are: 

- real time capturing of medial thermal images 
from standard thermo vision cameras; 

- standard interfacing between digital signal 
processor and thermo vision camera in medical ap-
plications; 

- visualization of input and processed medical 
thermal images; 

- possibility to use desktop or host computer for 
development and testing application algorithms of 
automated thermal medical diagnostics using real 
time infrared image processing; 

- collection of results of captured and processed 
medical thermal images and results from diagnos-
tics in the in the appropriate databases of the typi-
cal cases in diagnostic practices of frequently oc-
currence of the thermal images classes; 

- communication in wired or wireless LAN (Local 
Area Network) for transmission of results of cap-
tured and processed medical thermal images and 
results from diagnostics, which can be added and 
used in the global telemedicine information systems 
for diagnostics. 

 
4. The algorithm of feature extraction  
using the proposed real time medical 
thermal images processing module in 
thermal medical diagnostics and  
telemedicine 

 
To prove and demonstrate the real time processing 
abilities of thermo vision module it is proposed to 
apply and test this module in the applications of 
medical thermal images feature extraction. The 
testing is carried out with a Simulink model shown 
in Fig. 4. The extraction of features with real time 
medical thermal image processing is implemented 
in the block “General Real FIR” in Fig. 4. 
 

 

Fig. 4 

 
This block is a part of embedded C64xxDSP Library 
included in Matlab [5]. The main processing func-
tion of this block is to accomplish real time filtering 
of incoming data (in this case medical thermal im-
age data) in the embedded digital signal processor 
module. The detailed representation of the block 
with name “General Real FIR” in Fig. 4 is presented 
in detail form on the Fig. 5. 
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Fig. 5 

 
The thermal image data are presented inside this 
block in form of binary image data format and are 
shown as first block “Read Binary File” in Fig. 5. In 
this article is proposed a modification of the algo-
rithm for features extraction [6] in form medical 
thermal images. The features in form of rectangles 
are collected as templates and are also presented 
in Fig. 5 as “Read Binary File 1”, “Read Binary File 
2” and “Read Binary File 3”, respectively for each of 
the chosen in [6] features: vertical (ftv.bin), horizon-
tal (fth.bin) and diagonal (ftd.bin) in form of rectan-
gles. In each of the “2-D Correlation” blocks is ap-
plied the following equation to calculate the two di-

mensional cross-correlation ( )ji,C  between the 

matrix of the tested thermal image and each of the 
matrix of the features in form of rectangles “ftv”, 
“fth” and “ftv”: 

( ) ( ) ( )∑∑
−

=

−

=

++=
1

0
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kmk jnimnmji FTTIC       (6)               

for 3,2,1;10;10 =−+〈≤−+〈≤ kNNjNNi x

fx

y

fy kk
, 

where: 

xN , yN , x

fk
N , y

fk
N – horizontal and vertical dimensions 

of thermal image matrix mTI and kFT , respectively; 

3,2,1=k – index of three features matrix 21,FTFT  

and 3FT  for features “ftv”, “fth” and “ftd”, respec-

tively. 

From these three outputs of the blocks “2D Correla-

tion” the values in matrices ( )jik ,C  are estimated 

in three Simulink blocks named “Maximum …”, to 

calculate the maximal values max

kft  in each of three 

matrices ( ) ( )3,2,1,, =kjikC : 

             ( )[ ]jift kk ,maxmax C=                        (7) 

for 3,2,1=k .   

The calculated in blocks “Maximum …” maximal 

values max

2

max

1 ,ftft  and max

3ft  correspond to determi-

nation existence of features for vertical “ftv”, hori-
zontal “fth” and diagonal “ftd” properties in tested 
“Thermal image 1”. 

 

5. The experimental results  
and conclusion 

 
The results of experimental test of extracted fea-
tures in the some of the chosen medical thermal 
images are obtained with the proposed in the Fig. 4 
blocks of Real time Thermo Vision Module. There 
are carried out tests with a collection in a special-
ized database of more than 600 medical test im-
ages of human bodies and faces. One of these test 
images is shown as an example in Fig. 6. 

 

 
 

Fig. 6 

The results of real time rectangle features extrac-
tion and regions of interest outlining are shown in 
Fig. 7 and Fig. 8, respectively, marked with the ap-
propriate rectangles in the tested medical thermal 
image. 
 

 

Fig. 7 
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Fig. 8 
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