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Dear Colleagues, 
 

It is our privilege to thank all of you for your contributions submitted at 13th regular Inter-
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This is a conference which should help future collaboration in the area of engineering, especially   
in the area of communication technologies and medical applications. This is an important scientific 
event not only in Balkan region, but in Europe, also. The International Conference on Communica-
tion, Electromagnetism and Medical Applications CEMA’18 is dedicated to all essential aspects of 
the development of global information and communication technologies, and their impact in 
medicine, as well. The objective of Conference is to bring together lecturers, researchers and practi-
tioners from different countries, working on the field of communication, electromagnetism, medi-
cal applications and computer simulation of electromagnetic field, in order to exchange informa-
tion and bring new contribution to this important field of engineering design and application in 
medicine. The Conference will bring you the latest ideas and development of the tools for the 
above mentioned scientific areas directly from their inventors. The objective of the Conference is 
also to bring together the academic community, researchers and practitioners working in the field 
of Communication, Electromagnetic and Medical Applications, not only from all over Europe, but  
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technical contributions.  
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presentations of your papers, successful discussions and new collaborations for your future scien-
tific investigations.  

Engineering and medicine should provide high level of living for all people. 
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Abstract 

This paper presents a novel method of sea state characterization using the ‘Mean Fractal Length (MFL)’ criterion which is applied to 
experimental Synthetic Aperture Radar (SAR) one – dimensional signatures (range profiles), provided to our research group by SET 
215 Working Group on ‘SAR radar techniques’. The MFL criterion uses the ‘blanket’ technique to provide sea state characterization 
from SAR radar range profiles. It is based on the calculation of the area of a ‘blanket’, corresponding to the range profile under ex-
amination, and then on the calculation of the corresponding ‘Fractal Length’ of the range profile. The main idea concerning this pro-
posed technique is the fact that SAR radar range profiles corresponding to different sea states yield different values of ‘Fractal 
Length, FL’, namely ‘turbulent sea’ yields range profiles with larger FL, because of the more ‘anomalous behavior’ of the range pro-
files in that case. As a result, a sea state characterization technique for two different sea states (turbulent and calm sea) is presented 
in this paper. 
 

 
1. INTRODUCTION 

Fractals can describe an unlimited number of com-
plex patterns that resemble in different scales and 
are used as a mathematical tool for a variety of 
applications, such as image analysis and sorting, 
applied electromagnetism, etc. [1]. The indistin-
guishable structure on different scales is a basic 
feature of fractals. Accordingly, fractals can illus-
trate a certain very strong form of geometric com-
plexity across multiple data sets as well as SAR 
images. Synthetic Aperture Radar (SAR) images 
can be considered as fractals for a certain range of 
magnification [1]. In addition, fractal objects have 
unique properties and features that may be related 
to their geometric structure [2]. 

The main objective of this paper is to examine the 
sea state characterization problem using the ‘Mean 
Fractal Length’ (MFL). The MFL criterion is a ‘prod-
uct’ of the ‘Modified Fractal Signature’ (MFS) me-
thod, which has been applied in the past to real 
Synthetic Aperture Radar (SAR) images, using the 
‘blanket’ technique, in order to provide useful infor-
mation about SAR image classification, as reported 
by Malamou et. al. [1]. 

This paper uses the recorded sea clutter radar data 
which were collected during the ‘NEMO 2014’ trials 

in Taranto, Italy, using FFI (i.e. ‘Norwegian Institute 
of Defense’, Oslo, Norway) PicoSAR X-band radar 
as input to a specific SET Working Group. The ex-
periment took place in the Taranto bay in southern 
Italy on 23 and 24 September 2014. The first day 
the weather was quite windy, thus creating a rather 
turbulent sea, in comparison with the second day, 
during which the sea surface was almost calm. 
 
2.  PROBLEM GEOMETRY, EXPERIMENTAL 1D 

RADAR DATA SETS, THE ‘STRIP’ FRACTAL 
TECHNIQUE AND PRELIMINARY 
NUMERICAL RESULTS USING THE ‘STRIP’ 
TECHNIQUE  

The geometry of the sea state characterization 
problem is shown in Fig. 1. Here, a helicopter (with 
PicoSAR radar inside) rises vertically, while main-
taining its steady position (latitude and longitude), 
and transmits electromagnetic (EM) radar pulses 
towards the sea. In addition, it records the azimuth 
angle with high sampling density in grazing angle. 

During the experiment, performed by FFI in Sep-
tember 2014 (NEMO trials), the helicopter kept low 
vertical velocity and negligible horizontal velocity 
(helicopter movement from down to up). The first 
day (23/9/2014), the wind speed was reported in 



2  
the range of 10 to 12 m/s (rather high wind speed
and the helicopter pilot kept the direction of the 
antenna beam up-wind (i.e. direction of 
pulses - EM wave propagation in the opposite dire
tion of the wind speed), within a 20° window in the 
horizontal (azimuthal) direction, as graz
θg (see Fig. 1) scanned from 3° to 55°. The time of 
the full grazing angle span was around 5 minutes.

Figure 1. Geometry of sea state characterization problem, 
where the helicopter rises vertically transmitting PicoSAR 

radar electromagnetic (EM) pulses towards the sea

During the second day (24/9/2014), the wind speed 
was very low (1-2 m/s, which sometimes died out 
locally) and the range of grazing angles was from 
4° to 54° with a slight drift in azimuth pointing angle 
of the bore sight of no more than 20°.

Fig. 2 shows representative radar range profiles 
(1D radar signatures) from ‘Day 1’ (23
bulent sea’) at grazing angles of θg = 35
the top), and from ‘Day 2’ (24-9-2014, ‘calm sea’), 
for θg = 350 (bottom figure).  

As follows from Fig. 2 (i) on 23 September 2014 the 
grazing angle was chosen, from 35º to 36º (for 'tu
bulent sea‘), with corresponding ma
approximately 15,000. 

Additionally, as it can be seen from Fig.
the following day of 24 September 2014
same grazing angles of 35º to 36º
sea’ in this case, the approximate maximum value
of the range profiles was approximately 
1,600. 

The ‘Mean Fractal Length (MFL)’ criterion was used 
for the sea state determination, which computes the 
mean of the ‘Fractal Length’ of the range profile, for 
turbulent and calm sea, and at grazing angles of 
35° and 40° as well. The MFL is given by eq. (1

� �� �� 1
��	��
�	
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(1) 

Figure 2. Representative PicoSAR radar range profiles: 
(i) Day 1, (turbulent sea) grazing angle θg = 35

but for Day 2 (calm sea)

In this Section, it remains to ex
tal Length, FL’ is calculated
‘blanket technique’ will be described briefly 

First, for measuring the lengths of irregular curves
S. Peleg et. al. used a ‘Mandelbrot method
this example, the curve is shown at Fig.
curve, out of 3 curves). Considering all points with 

distances to this curve no more than 
width 2ε is formed. This strip creates a 
case examined here, or ‘blanket’, in the correspon
ing 3D case), above and below the 
shown at Fig. 3, which means that all points at di
tance ε cover the curve with

2ε. According to S. Peleg et. al. [3], the ‘upper’ and 
‘lower’ curves of the ‘strip’ are provided by the
lowing equations: 

��	�, �
 � ���	�����	�, �
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higher at least by one than 
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remains to explain how the ‘Frac-
calculated. For this reason, the 
will be described briefly [1], [3].  

First, for measuring the lengths of irregular curves, 
Mandelbrot method’ [3]. In 

s shown at Fig. 3 (inner 
onsidering all points with 

distances to this curve no more than ε, a strip of 
formed. This strip creates a ‘strip’ (2D 

case examined here, or ‘blanket’, in the correspond-
above and below the inner curve, as 

which means that all points at dis-
cover the curve within a ‘strip’ of thickness 

et. al. [3], the ‘upper’ and 
‘lower’ curves of the ‘strip’ are provided by the fol-

����
|"�����	�,�
# (2) 

����
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# (3) 

ensures that the new upper curve uε is 
higher at least by one than uε-1, and also at a dis-
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tance of at least one of uε-1 in the horizontal and 
vertical directions [3]. 

 

Figure 3. One-dimensional (1D) function g and the ‘upper’ 
and ‘lower’ curves of the strip for iteration number ε=2. 

The ‘area’ υε of the ‘strip’ is calculated from uε and 
bε by : 

														() =�(*)(+, ,
 − -)(+, ,


..0

 

(4) 

The ‘fractal length, FL’ L(ε
 of the curve is ap-
proximately calculated through the subtraction of 
the strip areas of radii ε and ε-1 divided by 2, or 

from the area of the ‘strip’ divided by 2ε, as shown 
below :  

																�) =
(2) − 2)��


2  (5) 

�) =
3)
24 

(6) 

The fractal length L(ε
 as a function of the ‘resolu-

tion’ ε (ε=1 corresponds to ‘full resolution), for the 
curve of Fig. 3 [3], is shown at Fig. 4, on a log-log 
scale (here the plot consists of straight segments, 
because the curve is ideally fractal. In contrast, the 
curve would not have to be straight for non - fractal 
curves [3]). 

 
Figure 4. Fractal length L(ε) as a function of resolution ε (ε=1) 

corresponds to ‘full resolution’) in log-log scale  
for one-dimensional (1D) curve g. 

In addition, previous research by Malamou et. al. 
[1], regarding use of the ‘Modified Fractal Signature 
(MFS)’ method, which was applied to real Synthetic 
Aperture Radar (SAR) images, used the ‘blanket’ 
technique (in 3D case), to provide useful informa-
tion for SAR image classification.  

The ‘Fractal Length technique’, as explained above, 
is now applied to the recorded radar raw data which 
were provided to us by SET 215 Working Group, as 
explained above.  

The ‘upper and lower curves’ of the ‘radar range 
profiles’ using the Modified Fractal Signature (MFS) 
method, are indicatively shown at Fig. 5, for differ-
ent iterations ε = 1 and 20 of the original range pro-

file (here for grazing angle θg = 35°). Note that 
throughout this Section, ε represents the ‘iteration 
number’, or, equivalently, the ‘resolution’. 

Examining the plots at Fig. 5 it is obvious that as 
the number of iteration ε increases (i.e. ‘resolution’ 
becomes poorer), the covering blankets become 
more ‘extensive’. 

 
 

 

Figure 5. Upper and lower curves for a ‘radar range profile’ 
provided to us by FFI, for different scale (iteration) of the MFS 

method, ε = 1 and 20 respectively (radar range profile used 
here was for grazing angle θg =35°). 
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3.  SEA STATE CHARACTERIZATION

USING THE ‘MEAN FRACTAL LENGTH 
(MFL)’ CRITERION 

The ‘Mean Fractal Length (MFL)’ criterion is used 
for characterization of the sea state. The ‘Mean 
Fractal Length (MFL)’ Criterion computes the mean 
of the Fractal Length of the range profile, according 
to eq. (1).Then, numerical calculations similar to the 
above were performed, and the results are presen
ed at Fig. 6. 

Figure 6. ‘Mean Fractal length’ (MFL) values of radar range 
profiles at different sea state [turbulent (green lines) and calm 

sea (blue lines)], for grazing angles (i) 35° to 36° 
(upper figure) and (ii) 39° to 40° (lower figure).

The results of Fig. 6 show that the MFL values 
radar range profiles during the turbulent sea state 
are significantly larger than the corresponding va
ues at calm sea, as shown at Table I

Table I. MFL values results for different sea states

Date 
 

MFL 

23 Sep 2014 
(turbulent sea) 

θg= 35°- 36° 2,090,761 

θg= 39°- 40° 2,241,509 

 

 
ATION RESULTS 

MEAN FRACTAL LENGTH 

The ‘Mean Fractal Length (MFL)’ criterion is used 
ation of the sea state. The ‘Mean 

Fractal Length (MFL)’ Criterion computes the mean 
nge profile, according 

).Then, numerical calculations similar to the 
above were performed, and the results are present-

 

 

‘Mean Fractal length’ (MFL) values of radar range 
profiles at different sea state [turbulent (green lines) and calm 

sea (blue lines)], for grazing angles (i) 35° to 36°  
(upper figure) and (ii) 39° to 40° (lower figure). 

that the MFL values of 
uring the turbulent sea state 

corresponding val-
I. 

MFL values results for different sea states 

24 Sep 2014 
(calm sea) 

110,631.9 

100,038.9 

Finally, and similarly to above, t
(SSI) is calculated once again for this case.
again, the ‘MFL value’ for calm sea 
the reference value. The corresponding results for 
SSI are shown at Table II, below.

Table II. MFL sea state index (SSI) 

 

θg = 35°- 36° 

θg = 39°- 40° 

Concluding with the above 
characterization by using radar range profiles (1D 
radar signatures), it is evident, from physical intu
tion that the ‘mean fractal length’, (MFL) is a reliable 
criterion for ‘real time’ sea state characterization, in 
practical circumstances (because of the presence 
of additive noise in ‘real life’ scenarios, etc.).
 
4. CONCLUSIONS 

To summarize, for the characterization of 
state from experimental 1D radar signatures (range 
profiles), the ‘mean fractal length’ (MFL) criterion 
was used. The corresponding 
radar data were collected during the 
trials in Taranto, Italy, 23
PicoSAR airborne radar was used for that purpose 
by FFI (i.e. ‘Norwegian Institute of Defense’, Oslo, 
Norway) 

The above criterion was found to be suitable 
can be used for sea state characterization. Other 
criteria for sea state determination, which are, ho
ever, of less importance than that described above, 
will also be presented during our presentation at the 
Conference. 

  
5. FUTURE RESEARCH 

In our future related research
trate on more accurate sea state characterization 
using a variety of sea surface radar range profiles, 
i.e. in a variety of sea state conditions.

Finally, sea state characterization using fractal 
characteristics of SAR radar 
radar signatures) may be used, instead of 1D radar 
signatures, examined here.
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Finally, and similarly to above, the sea state index 
once again for this case. Once 

calm sea was chosen as 
reference value. The corresponding results for 

SSI are shown at Table II, below. 

MFL sea state index (SSI) for different  
grazing angles 

SSI 

18.89 

22.40 

Concluding with the above criterion for sea state 
g radar range profiles (1D 

radar signatures), it is evident, from physical intui-
tion that the ‘mean fractal length’, (MFL) is a reliable 
criterion for ‘real time’ sea state characterization, in 

(because of the presence 
of additive noise in ‘real life’ scenarios, etc.). 

e, for the characterization of the sea 
state from experimental 1D radar signatures (range 

fractal length’ (MFL) criterion 
corresponding recorded sea clutter 
collected during the ‘NEMO 2014’ 
, Italy, 23-24/9/2014. An X-band 

PicoSAR airborne radar was used for that purpose 
by FFI (i.e. ‘Norwegian Institute of Defense’, Oslo, 

found to be suitable and it 
for sea state characterization. Other 

criteria for sea state determination, which are, how-
ever, of less importance than that described above, 
will also be presented during our presentation at the 

research, we intend to concen-
trate on more accurate sea state characterization 

surface radar range profiles, 
i.e. in a variety of sea state conditions.  

Finally, sea state characterization using fractal 
characteristics of SAR radar images (i.e. 2D SAR 

may be used, instead of 1D radar 
signatures, examined here. 
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Abstract 

In this paper, the integral expressions of the well-known ‘Sommerfeld Radiation Problem’, derived by our research group entirely in 
the spectral domain – as opposed to most classical formulations – are re-evaluated. Numerical integration has revealed various 
disadvantages regarding the accuracy as well as convergence times of existing formulas. This resulted in their limited practical valid-
ity, constrained in the low frequency regime. However, through a proper variable transformation it is possible to convert them into 
more compact formulas, which overcome the flaws of previous expressions. As a result, convergence times are significantly reduced 
and, even more important, the new expressions allow for the calculation of the total received EM field of a radiating dipole above flat 
lossy ground, at almost an arbitrarily chosen level of accuracy. Simulation results, presented herein, indicate the effectiveness and 
correctness of the proposed method, which can be easily implemented in a general – purpose computer code platform. 

 

 
1. INTRODUCTION 

The ‘Sommerfeld radiation problem’ is a well-known 
problem in the area of propagation of electromag-
netic (EM) waves above flat and lossy ground [1]. 
The original Sommerfeld solution to this problem is 
provided in the physical space by using the ‘Hertz 
potentials’ [1]. An equivalent solution to the problem 
is achieved by working in the spectral domain. In 
that perspective, in [2] the authors derived simple 1-
D integral expressions for the received EM field, 
which compared to the classical Sommerfeld formu-
lation, do not require taking the potential’s deriva-
tive, in order to calculate the received field. They 
also allow the application of asymptotic techniques, 
like the Stationary Phase Method [3], leading to 
well-known analytic formulas, applicable in the high 
frequency regime. 

However, accurately evaluating Sommerfeld inte-
grals is not a trivial task. Particularly, it is true that 
the integral expressions of [2] are generalized inte-
grals, extending from minus infinite to plus infinite 
and with the integrands presenting singularities, 
along the integration path. For that reason, the resi-
due theory, along with approximation techniques 

like the method of Saddle Points, is so widely used 
by most researchers in the literature in their attempt 
to evaluate Sommerfeld integrals [4], [5]. However, 
there is always an accuracy issue that arises when 
a pole point resides close to the path of integration 
and even evaluating those integrals purely numeri-
cally, required expensive commercial software [5].  

In this paper we show that using an appropriate 
variable transformation it is possible to convert the 
generalized integrals of [2] into fast converging 
formulas. Particularly, the integral expression de-
scribing the received EM field, is broken down into 
two parts, one easily computed definite integral and 
an integral of semi-infinite range. However, the 
integrand of this second generalized integral, be-
comes a fast decaying exponential function, result-
ing in very fast convergence times. 

Simulations and comparisons with known literature 
results [6] are given. Moreover, comparing the new 
results, with those obtained in [7], which refer to the 
evaluation of the original integral expressions of [2], 
without performing the variable transformation, 
introduced in this paper, indicate the accuracy and 
the effectiveness of the method. 
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2. PROBLEM GEOMETRY 

The problem geometry is shown in Fig. 1 and de-
scribed extensively in [1], [2], [4 – 7]. In summary, p 
represents the dipole moment of a radiating vertical 
Hertzian Dipole at frequency f, located at altitude x0, 
above infinite, flat and lossy ground, σ being its 
ground conductivity. Here (ε1,µ1), (ε2,µ2) represent 
the constitutive parameters of the air and ground 
respectively, with ε0=8,854x10-12F/m being the abso-
lute permittivity in vacuum or air.  

 

Figure 1. Geometry of the problem 

 
3.  DISADVANTAGES CONCERNING  

THE NUMERICAL INTEGRATION  
OF THE ORIGINAL SPECTRAL DOMAIN 
REPRESENTATION FOR THE RECEIVED  
EM FIELD 

In [2], [4] it is shown that the scattered electric field 
at the receiver’s position, above the ground level 
(x>0) can be expressed by: 

 ∫
+∞

∞−

−= ρρ dkk
ip

E R )(f 
επε8 10

 (1) 

where: 

 ( )1 ρ ρ x ρ ρ
ˆ ˆ f ( ) κ e e  k k k kρ = − ⋅   

 ( ) ( ) ( )1 0 κ(1)2 1 1 2
0 ρ

1 2 1 1 2

ε κ ε κ
H ρ

κ ε κ ε κ

i x xk e +−⋅
+

 (2) 

 and: 

 2
ρ

2
011κ kk −= ,

2
ρ

2
022κ kk −=   (3) 

In (2), (3) H0
(1) is the Hankel function of first kind 

and zero order and 01k , 02k  the wave numbers of 

propagation in the air and lossy ground respecti-
vely. 

Expressions (1) – (3) expose the following difficul-
ties when coming to numerically evaluate the re-
spective integral: 

- The range of integration extends from ∞−  
to ∞+ , resulting in potential errors for large 
evaluation arguments, despite the fact that 

the phase factor of (2), i.e. 
( )1 0 κi x xe +

gets ex-

ponential decaying with respect to ρk . 

- The Hankel function exhibits a singularity at 

ρ 0k =  and although it is proved that this sin-

gularity does not break the integral’s conver-
gence [7], it can affect the accuracy of the 
numerical integration results, when imple-
mented in the computer. 

- As seen from (2), ρ 01k k=  is another singu-

larity of the integrand and consequently a 
sufficient small range around it must be ex-
cluded when numerically evaluating (1). As 
mentioned in [7], doing so may severely af-
fect the accuracy of the results. 

 
4.  RE-FORMULATING THE INTEGRAL 

REPRESENTATION FOR THE EM FIELD 

Eq. (1) may be written as: 

 1 2 3
0 1

( )
8πε ε

R ip
E I I I= − + +  (4) 

 
01

01

1  f ( )
k

k

I k dkρ ρ

+

−

= ∫  (5a) 

where, 

01

2  f ( )
k

I k dkρ ρ

+∞

= ∫  (5b) 

 ∫
−

∞−

=
01

)(f3

k

dkkΙ ρρ  (5c) 

For I1, we perform the following variable transfor-

mation: ρ 01sinαk k= , which obviously maps the [

01 01,  k k− + ] range in the kρ domain to [-π/2 , π/2] 

of angle α. With this transform it also holds true: 

 2 2 2
1 01 2 02 01κ cosα, κ sin αk k k= = −  (6) 

Applying the above mentioned variable transform to 
(5a) and with the use of (2),(6), the expression for Ι1 
becomes: 
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( )
( ) ( ) ( )01 0

π
2

ρ x3
1 01  cos α (1)

π || 0 012

ˆ ˆ cos α e sin α  e sin α sin α

 α H ρ sin α α
i k x x

I k
R k e d

+

+
−

− ⋅
=

⋅
∫        (7) 

with: ( )
2 2 2

2 01 1 02 01
|| 2 2 2

2 01 1 02 01

ε cos α ε  sin  α
α

ε cos α ε  sin  α

k k k
R

k k k

− −
=

+ −
     (8) 

Expression (7) may be further broken down into two 
integrals: 

( ) ( )
( ) ( )

( ) ( )
( ) ( )

01 0

01 0

π 22
ρ x ||

cos α (1)
0 0 013

1 01
20

ρ x ||

cos α(1)
π 0 012

ˆ ˆcos α e sin α e  sinα α
α

H ρ sin α

ˆ ˆcos α e sin α e  sinα α
α

H ρ sin α

ik x x

ik x x

R
d

k e
I k

R
d

k e

+

+

+
−

  − ⋅ ⋅
   ⋅ −
  
   =  

 + ⋅ ⋅ 
 − ⋅ 
    

∫

∫

 

Finally, observing from (8) that ( ) ( )|| ||α αR R− =  

and using the properties of the Hankel function: 

 (1) (2)
0 0 0H ( ) H ( ) 2J ( )z z z+ =        (9) 

 (1) π (2)
0 0H ( ) H ( )iz e z⋅ = −   (10) 

it is easy to show that: 

( ) ( )
( ) ( )01 0

π 22
ρ x ||3

1 01  cos α 
0 0 01

ˆ ˆcos α e sin α e  sinα α
2  α

J ρ sin α   i k x x

R
I k d

k e +

 − ⋅ ⋅ ⋅
 =
 ⋅ 
∫   (11) 

with J0 being the zero order Bessel function. 

For I2 and I3, a similar approach is followed. This 

time the variable transformations, ρ 01coshαk k=  

and ρ 01coshαk k= −  are used respectively, which 

both map the original ranges of integration in ρk , 

i.e. [ 01,  k + ∞ ] and [ 01, k−∞ − ] to [0, ∞+ ] of vari-

able α. Moreover, in both cases: 

2 2 2
1 01 2 02 01κ sinhα, κ cosh αik k k= = −  (12) 

Consequently, applying a similar reasoning, as with 
I1 and also using (9), (10), it is easy to combine the 
results for I2 and I3 as following: 

( )
( ) ( ) ( )01 0

23
ρ x01

2 3  sinhα
0 || 0 01

ˆ ˆsinhα e coshα e cosh  α2
 α

α J ρ coshα k x x

ik
I I d

i R k e

∞

− +

 − ⋅ ⋅
 + =
 ′ ⋅ ⋅ 
∫

(13) 
where: 

( )
2 2 2

2 01 1 02 01
|| 2 2 2

2 01 1 02 01

ε sinhα ε  coshα
α

ε sinhα ε  coshα

i k k k
R

i k k k

− −
′ =

+ −
   (14) 

From (4), (11), (13), the expression for the scat-
tered electric field becomes : 

( )
( ) ( ) ( )

( )
( ) ( ) ( )

01 0

01 0

π 2
2

ρ x

 cos α 
3 0 || 0 0101

2
0 1

ρ x

 sinhα
0 || 0 01

ˆ ˆcos α e sin α e  sinα
α

α J ρ sin α

4πε ε ˆ ˆsinhα e coshα e coshα
α

α J ρ coshα  

i k x x

R

k x x

d
R k eipk

E
i

i d
R k e

+

∞

− +

  − ⋅ ⋅
   −
  ⋅ ⋅   = −  

 − ⋅ ⋅ 
 − 
 ′ ⋅ ⋅   

∫

∫

(15) 
 

5. COMPARISONS – NUMERICAL RESULTS 

The new integral form, given by (15), facilitates the 
numerical evaluation of the EM field, since it over-
comes the major drawbacks of expressions (1) – 
(3), outlined in section 3. Particularly: 

- The Hankel function, (1)
0H , is substituted by 

the zero order Bessel function, 0J ,which has 

no singularity, whatsoever.  

- The integrand has no singularity at ρ 01k k= , 

hence no need to exclude any range around 

01k is required. 

- The result is expressed as the sum of two in-
tegrals, one bound definite integral, ranging 
from [0, π/2] and an improper integral ex-
tending from [0, ∞+ ]. However, due to the 

presence of 
( )01 0 sinh ξk x xe− +

, the second in-
tegrand is a fast decaying function, practi-
cally making the integral a bound limits one 
that is fast converging and easily evaluated 
in the computer. 

The above justifications are validated by simulation 
results.  

The top graph of Fig. 2 depicts the numerical 
evaluation for the scattered electric field, using (15). 
It is compared (bottom graph) against the equiva-
lent results of [7], in which the computation was 
based on the original integral form, given by (1) – 
(3). In both cases, numerical integration (NI) data 
are represented by the solid lines of Fig. 2. The 
parameters for the simulation (i.e. transmitter – 
receiver heights, ground parameters, operating 
freq. etc) are given in the bottom plot of Fig. 2. 
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Figure 2.  Comparison of Numerical Integration results  
for the scattered field using : (i) redefined integral expressions  
(upper figure), (ii) earlier derived spectral integral expressions 

(lower figure) 

Along with the NI results, the high frequency ap-
proximation data, obtained after the application of 
the SPM method to the integral expressions for the 
Electric field [2], are shown as well (dashed lines). 
As mentioned in [7], SPM formulas are expected to 
be accurate in the far field, i.e. at least at distances 
over 10 – 15 wavelengths, or above 100 – 150m, 
for the 30MHz case and the problem parameters 
shown in Fig. 2. Therefore, using the SPM data as 
the baseline, it is obvious that only the numerical 
evaluation of (15) achieves the required accuracy. 
On the contrary, numerical computation of (1) – (3) 
fails to describe the electric field and this may be 
attributed to the reasons analyzed in Section 3 
above. 

In Fig. 3 (top graph), the components of the total 
received field, for a Low Frequency (LF) scenario, 
are shown. For the direct (LOS) field and the Space 
Wave, analytic formulas exist, as used in [7]. The 
scattered field was numerically computed via (15). 

Due to the small antenna heights and the long dis-
tances involved (~10km), the space wave is ex-
pected to diminish [3]. As a result, the link is estab-
lished primarily by means of the Surface Wave, 
which is defined as the remaining field, after sub-
tracting the space wave from the total field [5]. This 
is actually verified in Fig. 3, with the Total Field 

curve being very close to the Surface Wave results. 
As a confirmation of the validity of the results, our 
Surface Wave calculations are compared with the 
respective Norton formulas [6]. The respective 
curves are almost identical! 

 

 

Figure 3.  Numerical evaluation of the EM field  
at the ‘low Frequency regime’ 

The bottom half of Fig. 3 displays the behavior of 
the integrand, gex(α) (actually the real part of the x-
directed component), of the second integral expres-
sion of (15). It is evident that this integrand is con-
fined in a small window of the integration variable α, 
outside of which and especially for large values of 
α, it actually becomes equal to zero. This is attrib-
uted to the behavior of the exponential function of 

the integrand, 
( )01 0 sinhαk x xe− +

. Due to the presence 
of the sinh function in the exponent, it is a vastly 
decreasing factor, making the whole integrand al-
most zero for even modest values of α. The bottom 
line is that the generalized integral of (15) becomes 
a practically bound limits one, easily and quickly 
evaluated in the computer. 

The oscillations in gex(α) originate from the behavior 

of the Bessel function 0J . Its effects on the inte-

grand are visible by comparing the two bottom 
graphs of Fig. 3. Due to these oscillations, most of 
the effect of gex(α) is cancelled, which is why the 
relative large values of gex(α) (~104) are not re-
flected in the final field values (~10-5) 
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The simulation of Fig. 3 is now repeated at Fig. 4 
for a high frequency scenario in the VHF/UHF band. 
Again, the source and observation points are lo-
cated close to the ground level and the electric field 
values at various distant observation points are 
calculated. 

As shown in Fig. 4, in this case the observed Sur-
face Wave is negligible, a result also predicted by 
Norton [6]. Consequently, the Space Wave almost 
completely describes the total received field and 
hence the SPM method, an asymptotic method that 
converges to the space wave formulas [2], [7], is 
validated in this high frequency case, despite the 
small grazing angle (angle φ of Fig. 1) of the sce-
nario [7].  Finally, notice in the bottom graph of Fig. 
4 how quickly, gex(α) vanishes, making thus the 
convergence of (15) very fast. 

 

 

Figure 4.  Numerical evaluation of the EM field  
at the VHF/UHF band (‘high frequency regime’) 

As a final validation, the field values (this time for 
the magnetic field) for the scenario of Fig. 2 (i.e. 
frequency f=30 MHz) are shown in Fig. 5. Again, it 
seems there is a very good match between our 
calculations with the respective Norton’s results [6]. 

 

Figure 5.  Magnetic field components at the frequency  
of 30MHz 

 
6. CONCLUSION 

In this paper we continue our previous research 
work on the solution of the ‘Sommerfeld radiation 
problem’ in the spectral domain. Using an appro-
priate variable transformation, it is shown that the 
disadvantages of the previous integral expressions 
for the EM field are effectively addressed. The EM 
field is now expressed as an integral formula, which 
is easy and fast to evaluate in the computer, using 
a general purpose computer code suite, as oppo-
sed to commercially specialized software, used in 
the literature [5]. 

Details about the algorithm, used and the specifics 
of the implementation code will be given in the ac-
companying Journal paper, currently prepared by 
our research team. For the time it is enough to say 
that the results, presented herein, were obtained 
with a required relative accuracy level of 10-3, al-
though in most of the cases the achieved, esti-
mated accuracy was less than 10-5 (meaning that 
the algorithm might accept further improvements for 
even faster computation times).  With this setting, 
only a few seconds or even parts of a second (de-
pending on the case) were just enough to estimate 
the EM field, at each reception point (horizontal 
distance from the source). Higher accuracy levels 
are addressable by the algorithm (e.g. the algorithm 
was run with a 10-10 setting) requiring, however, 
larger convergence times. Nevertheless, from a 
visualization perspective, the captured graphs dif-
fered imperceptibly from the ones shown here. 
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3.1.4. Sulfate ion in magnetic field 

Consider the motion of sulfate ion with mass 

m=16*1067Jg, q=-2 in magnetic field. 
The number of points is 200000. 
 

 
Figure 6. The trajectory of sulfate ion in magnetic field 

 
3.2. Natrium ion in periodic magnetic  
       and electrical fields 

Now we consider periodic magnetic field with fre-

quency 200M, and electric field with frequency 80M. 
The number of points is 150000. 

On Fig.7 we present the results of calculations per-
formed in accordance with system (4). 

 
Figure 7. Natrium ion in periodic fields: commensurable 

frequences 

The next picture shows the results when the fre-

quency of magnetic field is 200M, and the frequency 
of electrical field is 2M ∙ 20O. Note that such a mo-
tion we may observe on rather long distance on z-
coordinate (near 6 m). Hence in real device we 
would see only small part of the trajectory and the 
difference between these cases will not be consid-
erable for visual perception. 

 

4. CONCLUSION 

The designed and implemented program is the 
imitation model for calculation of distribution of elec-
tric and magnetic fields and the motion of ions in 
these fields in magnetotherapy devices. It allows us 
to calculate trajectories and visualize the typical 
trajectories calculated for different ions. The ob-
tained set of images may help in matching of given 
parameters to the results of monitoring the patient 
state. The studying the state of environment under 
action of magnetic field requires to take into ac-
count not only an ion motion, but also the interac-
tion between particles, boundary condition and 
other. This problem is the subject of our future in-
vestigations. 
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