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Dear Colleagues, 
 

It is our privilege to thank all of you for your contributions submitted at 17th regular Interna-
tional Conference on ‘Communication, Electromagnetic and Medical Applications’ CEMA’23. This 
is a conference which should help future collaboration in the area of engineering, especially   in the 
area of communication technologies and medical applications. This is an important scientific event 
not only in Balkan region, but in Europe, also. The International Conference on Communication, 
Electromagnetism and Medical Applications CEMA’23 is dedicated to all essential aspects of the 
development of global information and communication technologies, and their impact in medi-
cine, as well. The objective of Conference is to bring together lecturers, researchers and practition-
ers from different countries, working on the field of communication, electromagnetism, medical 
applications and computer simulation of electromagnetic field, in order to exchange information 
and bring new contribution to this important field of engineering design and application in medi-
cine. The Conference will bring you the latest ideas and development of the tools for the above 
mentioned scientific areas directly from their inventors. The objective of the Conference is also to 
bring together the academic community, researchers and practitioners working in the field of 
Communication, Electromagnetic and Medical Applications, not only from all over Europe, but  
also from America and Asia,  in order to exchange information and present new scientific and 
technical contributions.  

Many well known scientists took part in conference preparation as members of International 
Scientific Committee or/and as reviewers of submitted papers. We would like to thank all of them 
for their efforts, for their suggestions and advices.  

On behalf of the International Scientific Committee, we would like to wish you successful 
presentations of your papers, successful discussions and new collaborations for your future scien-
tific investigations.  

Engineering and medicine should provide high level of living for all people. 
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Conference Chairman 
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Abstract 

It was investigated the influence of 0.2% Chlorhexidine gel on the wound size 96 hours after extaction of third molars in upper and 
lower jaw according to the location of the extracted teeth, gender and age of the patients. A statistical analysis was made that proved 
the influence of the gender and age of the patients. 

Because of the lack of clinical data on early mucosa repair at the extraction site of a third molar, the mode of treatment of this entity 
remains a dilemma. There is a need for a detailed analysis of the influence of bone, age and gender on the expectations of the heal-
ing process.  

Our results confirmed that factors such as gender, age and location of the extraction wound influence the healing primary process, 
especially the wound size, pronounced after 96 hours.  

 

 
1. INTRODUCTION 

The process of bone healing after tooth extraction 
has been well studied and documented. The inves-
tigation of the effects of factors like age, gender, 
and position in the upper or lower jaw started in the 
middle of 20th century [1,2]. The traumatic opera-
tive damage to soft tissues, bone structures, signifi-
cant hematomas, and postoperative edema; the 
individual immunity and concomitant illnesses; and 
patient‘s compliance with prescribed behaviour are 
also factor [3]. Treatment of the wound with sub-
stances may include the use of antiseptics, disin-
fectants or antibiotics. These substances help to 
destroy or slow down the reproduction of bacteria 
and other pathogenic microorganisms that can 
cause infection. In addition, they can stimulate tis-
sue healing. Chlorhexidine (CHX) gel or CHX 
mouthrinse is extremely popular and available in 
Bulgaria. This is due to its affect: antimicrobial, anti-
inflammatory, stimulation of cell proliferation and 
tissue regeneration and due to the ability to remain 
active on the surface of the wound for a long period 
of time [4]. Unfortunately, there is emerging situa-
tion of antimicrobial resistances caused by antimi-
crobial abuse, especially from systemic antibiotic 

use. To overcome this problem, topical antimicrobi-
als in wound therapy are increasing in use [5, 6, 7].  
For the treatment of an extraction wound, a concen-
tration of 0.12% CHX is usually used to prevent 
infection and for standart personal oral hygiene. 
The higher concentration of 0.20% CHX is usually 
used for more intensive management of complicat-
ed cases like third molar’s extraction [8] . Applying 
CHX to wounds is according to a doctor or health 
professional‘s guidelines for dosage, frequency of 
application and duration of treatment to achieve the 
best results and to avoid possible adverse effects. 

Purpose: Because of the lack of clinical data on 
early mucosa repair at the extraction site of a third 
molar, the mode of treatment of this entity remains 
a dilemma. In the present study, the degree of early 
mucosa healing at the site of extracted maxilar or 
mandibular third molars is assessed. 

2. MATERIAL AND METHODS 

This study included 55 persons randomly selected 
from healthy patients referred to the Oral Surgery 
Praxis in Varna for extraction of upper or lower third 
molars. Because smoking has been linked to de-
layed healing, wound infection, and dehiscence, it 

mailto:e.koleva@nvna.eu
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was decided to exclude smokers from the current 
study [9, 10]. 

2.1. Sample size 

After detailed explanations about the purpose of the 
study 55 participants were selected. The patients 
were assigned to two groups: A study group (SG) - 
comprised 10 male and 17 female patients, with a 
1:1.7 ratio; the control group (CG) included 9 male 
and 19 female patients, with a 1:2.11 ratio. The 
average age was 42.8 ± 6.0 and 29.1 ± 4.4 years in 
the SG and CG, respectively. All postoperative 
wounds were sutured to allow a primary healing 
process to occur. The patients were separate into 
two groups: the first (control) group, which included 
28 people, received standard instructions for at-
home care of the extraction wound, while the se-
cond (clinical) group (27 people) also received a 
tube of 0.20% CHX gel from the company "KIN" for 
applying a pea-sized amount of gel to the wound 
surface three times a day after brushing their teeth. 

It had been depended on the participants' willing-
ness and diligence to follow instructions after the 
manipulation to ensure compliance. 

The study group included 16 patients with an ex-
tracted third molar on the upper jaw (maxilla), and 
11 on the lower jaw (mandibula) and in the control 
group resp. 16 on the upper jaw and 12 lower jaw. 
The general characteristics of the patients are de-
scribed in table 1. 

Table 1. Baseline characteristics of patients 

Characteristics 
Study group Control group 

(n=27) (n=28) 

Age (years) 42.8 ± 6.0 29.1 ± 4.4 

Gender:   

       Male 10 9 

       Female 17 19 

Extraction:   

       UJ 16 16 

       LJ 11 12 

UJ: Upper jaw; LJ: Lower jaw 

All participants were invited for a check-up after 24 
hours, after 48 hours and after 96 hours. Instrumen-
tally, the size of the area of post-extraction hypere-
mia and edema was determined in millimeters using 
an electronic caliper, with an accuracy of 1 mm. 
The borders of the examined area were defined by 
the site of the incision and the most peripheral mu-
cosal post-extraction changes. 

2.2. Statistical analysis 

Statistical analysis is the collection and interpreta-
tion of data in order to uncover patterns and trends. 
Descriptive statistics summarize the basic features 
of a dataset found in a given study.  It simply makes 
the complex data easy to read and understand. 

Inferential statistical techniques are used to analyze 
the sample's behavior. These include the models 
used for regression analysis and hypothesis testing. 
The variables included in the analysis are: age, gen-
der, postoperative wound, measured in mm at 24 h, 
48 h and 96 h after surgery extraction. Microsoft 
Excel 365 [17] and Matlab [18] were used for data 
processing and statistical analysis, respectively.  

3. RESULTS 

Different types of data analyses were performed to 
investigate the influence of age, gender and site of 
extracted maxillary or mandibular third molars. 

3.1. The effect of the extraction (Upper or Lower 
jaw) on wound healing in patients. 

The average size of the area of post-extraction 
hyperemia in mm depending on the extracted third 
molar for both groups is shown in Fig.1 and Fig.2. 

 
Figure 1. Average size of the wound (SG) 

 

Figure 2. Average size of the wound (CG) 

The mean values regarding extraction wound of 
mandibular wisdom teeth underline that the healing 
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process after 96 hours without gel is on average 3 
times faster compared to one with gel.  About the 
maxilla, after 96 hours data show 2.36 times speed 
up the healing. In our previous study, it was found 
that the use of the gel had no effect on the healing 
process of the wound after 96 hours. Table 2 pre-
sents mean age and mean wound size in mm for 
maxilla and mandible after 96 hours. 

Table 2. Mean age and mean wound size at 96 hours  
for LJ and UJ for both groups 

 

Examining the data in table 2, a stastistical differ-
ence in the average age of the patients in the two 
groups is noticeable. This raises the following re-
search question: "Does age affect wound size after 
the 96th hour?" The answer is discussed in 3.3. 

3.2.  The effect of gender on wound healing  
in patients 

The average size of the wound after 96 hours by 
female without gel is 1.05 mm, and in male - 1.56 
mm. 

The statistical analyses emphasize that there are 
five female totally recovered on the check up after 
96 hours and only one male (Table 3).  

Table 3. Summary information splited by gender 

wound size at 96 
hours  

Control group Study group 

women men women men 

0 mm 5 1 - - 

1 mm 8 4 2 1 

2 mm 6 2 5 2 

≥3 mm 2 - 10 7 

3.3. The effect of age on wound healing  
in patients 

By all observed patients (55 patients) incl. the con-
trol and clinical groups, an effect of age on the size 
of the wound after 96 hours of tooth extraction was 
obvious. Because of the non-normal data a Spear-
man’s correlation coefficient ρ is used to check for 
correlation between age and wound size at 96 
hours for both groups. The test result (ρ = 0,611,  

p-value<0.001) shows that there is a significant 
positive correlation between them.  

A larger wound corresponds to a greater mean age 
(Table 4). An exception is the mean age for two 
patients in the control group for a wound  ≥ 3 mm. 

Table 4. Relation between age and wound size 

 

After the construction and subsequent examination 
of a scatter diagrams (fig. 3 and fig. 4) for both 
groups, a relation between the two quantities (age 
and wound size) is drawn for the SG.  

 

Figure 3. Wound size at 96 hours for CG 
 

It’s obvious that there is no relation between age 
and wound size at 96 hours (ρ= 0.2585, p-value = 
0.1841 > 0.05) for the Control group. 

 

 

Figure 4. Wound size at 96 hours for SG 

The scatterplot (fig. 4) suggests a definite relation 
between age and wound size, with larger values of 
wound size tending to be associated with larger 
values of age. There appears to be a positive 
strong correlation between the two variables. 

(ρ= 0.6911; p-value = 0.0000657 < 0.05). 

Extractio Age

Wound 

size at 

96h [mm]

Age

Wound 

size at 

96h [mm]

LJ 47.10 3.55 31.40 1.00

UJ 39.80 3.25 27.40 1.38

Study group Control group

Mean

wound size at 96 
hours  

Average age 

CG SG 

0 mm 23.8   

1 mm 26.5 28.7 

2 mm 39 36.9 

≥3 mm 21 47.7 
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4. DISCUSSION 

The impact of chlorhexidine on the extraction 
wound is essential in revealing the effectiveness 
and benefit of its use in preventing infections, in 
accelerating healing and in supporting the growth of 
new cells and tissues. Studying its action after tooth 
extraction can give us information about how quick-
ly and effectively healing occurs when using CHX 
gel, can enable us to improve the post-procedure 
care protocol. For instance, the ideal outcome can 
be achieved by choosing the right chlorhexidine 
dose and/or frequency of treatment [11].  

Alveolar crests undergo significant quantitative and 
qualitative changes in size after extraction [11, 12]. 
The most significant are the changes in width, the 
quantitative dimensions of which are directly de-
pendent on the bone morphotype, the characteris-
tics of the extraction wound and the degree of 
trauma [13,14,15]. 

5. CONCLUSION 

Our study confirmed that factors such as gender, 
age and location influence the healing primary pro-
cess, especially pronounced after 96 hours. The spe-
cific bone structure of maxilla and mandibula, the 
different access to the upper and lower jaw wound 
may impact the healing process by equal condi-
tions. In general, female's results after third molar 
extraction, have a better prognosis than male's. In 
older patients, the wound after 96 hours is larger in 
the clinical group, but in the control group there is 
no relation between age and wound size. Maybe it 
is difficult to applicate the gel by older patients. 
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Abstract 

The extraction wound is treated with substances to prevent infection, speed healing, and reduce pain and inflammation. Chlorhexi-
dine is an antiseptic widely used in medicine and dentistry for the prevention and treatment of infections. We study how 0.20% chlor-
hexidine gel affects a wound after the extraction of third molar by a primary healing process. 

The study was conducted in specialized surgical dental practices. All the patients have had an extraction of third molar. The wound 
were followed up in 24, 48 and 96 hours postoperatively. The data on the size of the wound after 24 and 96 hours of extraction with 
the application of the gel on (Study Group) and without the gel (Control Group) were statistically analyzed. 

Our research shows that the use of 0.20% chlorhexidine does not speed up the healing process after extraction of third molars by 
healthy patients. Patients who require chlorhexidine after tooth extraction are those who are at increased risk of infection or have 
difficult wound healing, according to science data.  

 

 
1. INTRODUCTION 

Tooth extraction is a procedure to remove it from 
the oral cavity. After the extraction of the tooth, the 
patient may feel slight pain and unpleasant sensa-
tions in the area of the wound. 

The extraction wound can heal through a primary or 
secondary healing process - per primam or per 
secundam intentionem. The secondary one is char-
acterized by the presence of a tissue defect (an 
open bone wound remains after the extraction of 
the root from the alveolus) in contrast to the primary 
healing process, in which there is no tissue defect. 
The primary healing process is characteristic of 
impacted teeth after suturing the soft tissues or 
after extraction and suturing of the alveolus [1, 2]. 

It has been established that various factors influ-
ence the healing process after tooth extraction and 
whether it will proceed normally or be complicated 
[3, 4]. These are: the type of pathological process 
that is the reason for the extraction; presence of an 
inflammatory process before, during and after tooth 
extraction; traumatic extraction [5]. Under unfavora-

ble conditions, the healing process is complicated 
[6, 7]. 

The extraction wound is treated with substances to 
prevent infection, speed healing, and reduce pain 
and inflammation. 

Chlorhexidine is an antiseptic widely used in medi-
cine and dentistry for the prevention and treatment 
of infections [8]. 

Different concentrations of chlorhexidine (CHX) are 
used in practice – 0.06%, 0.12%, 0.20% [9,10]. It is 
important to note that the concentration of chlorhex-
idine to be used on a wound is a matter of profes-
sional judgment based on the nature and extent of 
the wound. 

Objective: Тo investigate how 0.20% chlorhexidine 
gel affects a wound after the extraction of both a 
mandibular and a maxillary third molar by a primary 
healing process. 

2. MATERIAL AND METHODS 

The study was conducted in specialized surgical 
dental practices in the city of Varna, Bulgaria, in the 
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period from November 2021 to April 2022. The 
selection of volunteers was based on the need for 
third molar extraction. Only healthy patients, without 
chronical diseases and drug therapy, non-smokers 
and non-users of narcotics were selected for inclu-
sion in the study. 

2.1. Sample size 

After detailed explanations about the purpose of the 
study, 55 participants were selected and took an 
informed part. The general characteristics of the 
patients are described in table 1. 

The units of observation were 55 extraction wounds 
of third molars located in the maxilla and mandible. 

The patients were divided into two groups - the first 
(control) group, consisting of 28 people, received 
standard instructions for home control after surgical 
treatment of the extraction wound, and the second 
(clinical) group of patients additionally received a 
tube of 0.20% gel of the company " KIN” and in-
structions to apply a pea-sized amount of gel to the 
wound surface three times a day after brushing the 
teeth. 

Table 1. Baseline characteristics of patients 

Characteristics 
Study group Control group 

(n=27) (n=28) 

Age (years) 42.8 ± 6.0 29.1 ± 4.4 

Gender:   
       Male 10 9 
       Female 17 19 
Extraction:   
       UJ 16 16 
       LJ 11 12 

UJ: Upper jaw; LJ: Lower jaw 

For compliance with the given instructions after the 
manipulation, we relied on the voluntary and con-
scientious attitude of the participants. 

All participants were invited for a follow-up exami-
nation after 24 hours, after 48 hours and after 96 
hours. Instrumentally, the size of the area of post-
extraction hyperemia and edema was determined in 
millimeters using an electronic caliper, with an ac-
curacy of 1 mm. The boundaries of the examined 
area were defined by the site of the incision and the 
most peripheral mucosal post-extraction changes. 

2.2. Statistical analysis 

Descriptive statistics show and summarize the 
basic features of a dataset found in a given study. It 
helps to understand the data better. Inferential sta-

tistical analyses included parametric Student’s t-
Тest for independent samples and the   - test 
and/or Fisher’s exact test. They are used in the 
study to decide whether the data at hand sufficiently 
support a particular hypothesis. A p-value of less 
than 0.05 was considered significant. Microsoft 
Excel 365 [13] and Matlab [14] were used for data 
processing and statistical analysis, respectively. 
The variables included in the analysis are: Age, 
gender, postoperative wound, measured in mm at 
24 h, 48 h and 96 h after surgery extraction. 

3. RESULTS 

Descriptive analysis, including the mean and stand-
ard deviation for Control Group (CG) and Study 
Group (SG) is made. 

For both groups, the mean, median and mode are 
similar after 24 hours and 48 hours, but there is a 
difference at the 96th hour (see Table 1 and 2) 

The standard deviations indicate the extent to which 
the scores lie apart.  

Table 2. Descriptive statistic for CG 

              Control group 

                     24 hours  48 hours  96 hours  

Mean 9,571428571 8,678571 1,214286 

Median 9 9 1 

Mode 9 8 1 

Std. Deviation 0,878912267 1,020297 0,875897 

Variance  0,772486772 1,041005 0,767196 

Count 28 28 28 
 

Table 3. Descriptive statistic for SG 

 Study group 

        24 hours       48 hours  96 hours  

Mean 10,48148 9,481481 3,37037037 

Median 10 9 3 

Mode 10 8 2 

Std. Deviation 1,718013 2,343081 1,6904289 

Variance 2,951567 5,490028 2,85754986 

Count 27 27 27 

The Paired Samples t-test is used to compare the 
means of two measurements (the size of the wound 
after 24 hours and 96 hours) for each group of peo-
ple. The test assumes that the differences between 
the pairs should be approximately normally distrib-
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uted. The difference (96h-24h) for CG and SG is 
normally distributed (p-value=0,96>0,05 for CG; p-
value=0,33>0,05 for SG). 

The research question is: Is there a statistically 
significant difference between the means? 

For both groups the null hypothesis that there is no 
difference between means is rejected. 

SG: tstat(22.74) > tcritical 2-tail(2.05)  

CG: tstat(43.10) > tcritical 2-tail(2.05) 

As a result, in both groups, there was a statistically 
significant difference between the mean wound size 
after 24 hours and 96 hours. The Pearson correla-
tion coefficient for SG (r = 0.5454, n = 27, p <0.01)  
said to be a medium correlation between the size of 
the gel treated wound at the 24th and at the 96th 
hour. 

The results (r = 0.3162, n = 28, p <0.01) for the CG 
shows that there is a weak correlation in the size of 
wounds not treated with gel. 

Fig. 1 shows the mean size of the area of post-
extraction hyperemia in mm for both groups. 
 

 

Figure 1. Wound recovery in the postoperative period 

It is noted that there is a difference in the mean 
values, which leads to the following research ques-
tion: Is there a statistically significant difference 
between the size of the wound after 96 hours de-
pending on whether the wound is treated with gel or 
not? Since both groups had a sample size n < 30 a 
  - test for normality was applied. The result of the 
check showed that for CG and SG data on the size 
of the wound after 96 hours correspond to the nor-
mal law of distribution, respectively  

p - value(0.94) > 0.05 for  CG  and   

p - value(0.79) > 0.05 for SG.  

Therefore a two - sample student's t-Test for two 
independent groups (SG and CG) with unequal 

variances can be applied to check the hypothesis 
that the mean values of the groups are statistically 
different. 

Due to the results, there was a statistically signifi-
cant difference between the size of the sore after 96 
hours with and without gel treatment. This is be-
cause p < 0.05 (p = 0.00000070). On average, re-
sults with use of gel were higher than these without 
use of gel (t = 5.9), which proves that primary heal-
ing wounds recover more slowly with gel. 

Table 4. t-Test 

t-Test: Two-Sample Assuming Unequal Variances 

     Study group Control group 

Mean 3,37037037 1,214285714 

Variance 2,857549858 0,767195767 

Observations 27 28 
Hypothesized 
Mean Difference 0 

 df 39 
 t Stat 5,906858929 
 P(T<=t) one-tail 3,48821E-07 
 t Critical one-tail 1,684875122 
 P(T<=t) two-tail 6,98E-07 
 t Critical two-tail 2,02269092   

Another interesting fact observed from the data 
shows that in the control group, 21.42% of the pa-
tients had a wound size of 0 mm after 96 hours. 
Among the patients who used the gel, none had a 
completely affected by the medicament wound.  

4. DISCUSSION 

The process of bone healing after tooth extraction 
has been well studied and documented [11]. Pa-
tients who require chlorhexidine after tooth extrac-
tion are those who are at increased risk of infection 
or have difficult wound healing [12]. This may in-
clude patients with diabetes, compromised immun-
itya, cardiovascular diseases, poor oral hygiene, or 
other factors that increase the risk of infection. In 
the present study, the degree of mucosa recovery 
with, resp. without use of 0,20% CHX gel at the site 
of extracted third molars is assessed. Our research 
shows that the use of 0.20% chlorhexidine in the 
study group does not speed up the healing process 
after extraction of third molars by healthy patients 
on 96 hour check up. The reason behind these 
results may be traumatic appliance of the gel on the 
sutured wound. 
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5. CONCLUSION 

The study shows that the use of 0.20% chlorhexi-
dine does not affect the healing process of tooth 
extraction wound in primary healing process after 
96 hour and therefore the good effect is probably a 
placebo effect. 

Research in this area is essential to establish evi-
dence-based recommendations for the use of chlor-
hexidine after tooth extraction and to improve pa-
tient care and their expectations.  
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Abstract 

The thermal effects caused by exposure to the electromagnetic (EM) field emitted by the mobile phone antenna have been investi-
gated in the presented paper. A novelty is to study matching of the mobile phone dipole antenna to the free space for the case of a 
non-homogenous child model with different hand positions and different distances (1mm, 10mm, 20mm) of the mobile phone (with 
and without hand) from the child's head model; Through computer modeling (using the Finite-Difference Time-Domain (FDTD) meth-
od) have been evaluated the EM field energy absorption power by the child model considering the hand influence (holding the mobile 
phone) and have been conducted a comparative analysis for hand free cases. Because the hand holding the phone absorbs most of 
the radiation energy emitted by the mobile phone antenna. Studied the dependence of SAR (specific absorption rate SAR-W/kg) on 
the conditions of matching of the mobile phone antenna with the free space. Developed recommendations for the correct use of a 
mobile phone to reduce the reactive field near the child head in order to reduce head SAR values. The results of the study are pre-
sented below. 
 

 

1. INTRODUCTION 

The influence of electromagnetic fields (EM) emit-
ted by mobile phone antennas on human, has been 
studied for many years before and especially after 
widespread introduction and use of cellular com-
munications technology. Since exposure to EMF 
increases with reduced distance between the emit-
ting antennas and the user the efforts to minimize 
exposure while increasing the radiated power are 
one of the most important tasks to enable efficient 
communication systems that are at the same time 
complaint with international safety standard on hu-
man exposure to EM field [1]-[3]. 

SAR is used for evaluating the RF radiation charac-
teristics of mobile phones to determine if they meet 
Federal Communications Commission (FCC) safety 
requirements [4]. Current safety standards, guide-
lines set maximum radiation levels based on the 
amount of energy absorbed by the human body 
emitted by cell phones during communication. 
There are concerns that exposure to EM fields emit-
ted by cell phones can cause cancer and other 
potential health problems. In 2011, the World 
Health Organization [5] and the International Agen-
cy for Research on Cancer [6] reviewed several 
scientific studies and based on the results of the 

studies, they classified mobile phones as a possible 
human carcinogen, putting them in the same cate-
gory as lead, gasoline engine exhaust and chloro-
form.  

The energy absorption in the human head caused 
by the exposure of human to the EM field of a mo-
bile phone antenna depends on many factors. The 
distance from the antenna, the power and frequen-
cy of the radiated source and the position of the 
hand are also very important [7]-[10]. In addition, 
the type of antenna, the shape and material of the 
mobile "case", the location of the phone, the anat-
omy of the human head and the dielectric proper-
ties of the tissue significantly affect the absorption 
of field energy. Existing safety standards, which 
have not been updated in recent decades, deter-
mine the level of radiation for cases that pose a 
threat to human health. On the other hand, there 
may be some biological effects, but they are not 
considered dangerous for humans [11]. Harmful 
effects on children are very important. They are 
exposed to radio-frequency radiation from an early 
age. Main target for radiation is their brain, the skull 
is much thinner than adults, and therefore the pos-
sible negative impact on children can be more seri-
ous [11]. 

mailto:tamar.nozadze@tsu.ge
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Mobile phone antennas are designed by mobile 
phone manufacturers so to have as low losses as 
possible and radiate most of the power delivered to 
the antenna. In this case, the antenna is well 
matched with free space. A quantitative characteris-
tic is the S11 reflection coefficient, or S11 parame-
ter. Relative positions of the user's head, hand and 
fingers influence on the values of the S11 parame-
ter. Manufacturers do not consider this important 
factor in the process of manufacturing/testing mo-
bile phones. 

During mobile telephone communication, the an-
tenna, the user's hand and head are mainly in-
volved in the formation of radiation. A reactive EM 
field is often created near the human head. There-
fore, the aim of the presented research is to study 
in detail how different hand configuration and differ-
ent distances between the child head and the 
phone affect the mobile phone antenna parameter 
value (S11 coefficient). 

The goal of the study is to determine the correlation 
between the matching parameter of the phone an-
tenna (S11) and the EM field energy (SAR) absorbed 
by human tissues for 2100 MHz frequency, consider-
ing that smartphones automatically increase the 
radiation power to achieve a reliable connection in 
case of weak signal to the base station. 

2. MATERIALS AND METHOD 

Research was conducted through computer mode-
ling. The numerical simulations were carried out 
using the FDTDLab software package developed at 
TSU [7]-[10]. The FDTDLab program is based on 
the Finite-Difference Time-Domain (FDTD) method, 
which is a discretization of Maxwell's equations. A 
discrete grid, each cell of which is 1 mm, is consid-
ered for the calculation area. A three-dimensional 
inhomogeneous discrete model of the child (Thelo-
nious) from the "virtual population" (IT‟IS Founda-
tion) [12] with 1mm discretization was used for nu-
merical calculations Figure 1, Figure 2. 

 

a) 

 

b) 

Figure 1. a) Physical data of the child model (Thelonious).  
b) mobile phone discrete model with dipole antenna. 

           

a)                                           b) 

Figure 2. Child discrete head models with the mobile phone: 
a) without hand, b) with hand. 

Frequency-dependent tissue parameters were used 
from the known database [13], a sinusoidal wave-
form of 2100 MHz frequency will be used for simu-
lations. 

The dipole length for the selected frequency (2100 
MHz) was selected so the S11 coefficient to be the 
lowest as possible. In this case, the best antenna 
matching to open space was obtained. The length 
of the dipole antenna was 0.52 mm. 

One hand position was prepared for the child's 
model (because the child's hand is approximately 
the size of a mobile phone). The mobile phone and 
the hand were placed at distances of 1mm, 10mm 
and 20mm from the child head model. 

3. RESULTS AND DISCUSSIONS 

On Figure 3 is shown frequency characteristics for 
a considered mobile phone dipole antenna for the 
selected frequency.  

As the numerical experiments show, the values of 
the S11 coefficient increase due to the influence of 
the hand. In some cases, the head, hand reduce 
the S11 coefficient, this means that the antenna is 
well matched to the free space, not at the consid-
ered frequency, but at shifted frequencies. It also 
depends on the modeling scenarios.     
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Figure 3. Mobile phone dipole antenna frequency  
characteristics 

Peak SAR location is observed inside the hand 
when the antenna is covered by the hand. Child 
hand absorbs a big part of the EM field energy and 
therefore, SAR peak values in the head tissues are 
reduced. It can be well seen from Figure 4 and 
Figure 5. 

 

Figure 4.  10g SAR peak values for the child head model  
at 2100 MHz frequency 

 

Figure 5. 10g SAR peak values for the child hand model  
at 2100 MHz frequency 

Due to the inverse dependence of the EM field   on 
the square of the distance, the 10g SAR values are 
also inversely proportional to the distance between 
the mobile phone and child head. The 10g SAR 

value decreases when the distance between the 
child head model and the mobile phone is big. The 
peak SAR values in head tissues are reduced when 
the presence of the hand is taken into account.  

 

Figure 6. 10g SAR dependencies on S11 parameters  
for the child head model at 2100 MHz frequency 

On Figure 6 dependence of SAR peak values on 
the matching conditions (S11 coefficient) is pre-
sented. SAR values are normalized to the value of 
the phone's EM field in free space. The first point on 
each graph corresponds to the value of SAR on the 
head without the hand, the second - with the hand. 

From the obtained results we can assume that bad 
matching is the reason for the increasing in peak 
SAR values in the child head and hand models. The 
hand, which holds the communication device, ab-
sorbs part of the radiated energy; therefore, to re-
store a good connection with the base station the 
total radiated power of the mobile phone increases. 
As a result, we obtain increased peak SAR values 
in the child head model. 

4. CONCLUSION 

The influence of a child's hand holding a mobile 
phone on the process of EM exposure was investi-
gated in this paper. The research results showed 
that the presence of a hand changed the peak SAR 
values in the child's head model. The SAR values in 
the head model including the hand are lower than 
without the hand. Also, resultant SAR values re-
duce by increasing distance from the EM source to 
the child head.  

It is clear that the selection of a model parameters 
affects the obtained results. The hand with which 
we hold the communication device absorbs part of 
the radiated energy; Therefore, to establish a good 
connection with the base station, as already men-
tioned, the total radiated power of the mobile phone 
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increases. As a result, the SAR peak increased va-
lues in the child head model are obtained. 

It should be noted that all people are unique and 
different from each other, so   it is difficult to draw 
general conclusions. For this reason, these prob-
lems are still relevant today and require further 
research. 
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Abstract 

The challenges related to the processing of large amount of medical data are discussed. The limitations of using existing medical 
information systems in individual research are noted. To simplify medical research processes, we developed the web-based system. 
The system introduces such features as research design, collaboration, data input, access control, audit of database changes, regu-
lar backup, data analysis, and exporting data to Excel. The designed system was deployed to production and received positive feed-
back from users. Due to new requirements, the system is currently undergoing further development to enhance scalability and intro-
duce new features. 
 

 

1. INTRODUCTION 

Technological advancements in medicine combined 
with new capabilities in processing large amounts of 
information in the healthcare field, open up pro-
spects for development, but also generate associ-
ated problems [1, 2]. Modern evidence-based med-
icine requires extensive randomized studies, during 
which a multitude of indicators are collected and the 
results are subjected to statistical processing [3]. 

Amounts of modern medical data are enormous, 
and the process of extracting useful information is 
quite labor-intensive [4]. Medical information sys-
tems are used to address such tasks. However, at 
present, they are typically aimed at solving a narrow 
range of clinical problems [5]. 

A review of research in this area shows that up to 
date there is not a single system intended for indi-
vidual research purposes. The majority of software 
solutions related to processing the results of medi-
cal research either involve the creating electronic 
medical records or basing on clinical and laboratory 
data suggest a possible diagnosis. 

As a rule, such approach means the design of med-
ical information systems [6]. 

Any medical research requires the implementation 
of a study design with a specific set of indicators 
such as grouping, sorting by patients and collecting 
data, and subsequent statistical processing as well. 
The mentioned above medical information systems 
do not provide such opportunities. 

 

As a result, physician-researchers have to perform 
tedious technical work of creating multiple Excel 
tables and manual copying data between them, 
which is labor-intensive and inconvenient. 

2. SOLVING OF THE DESCRIBED ISSUE  

To simplify described processes, we have devel-
oped a web-based system that can be used at vari-
ous stages of any medical research, from entering 
patient data to automatic analysis (including statisti-
cal) of indicators and providing prognostic data. 

2.1. System advantages 

The advantages of such a system are: 

 Simplicity: Both the architecture and the user 
interface contain only the necessary compo-
nents to accomplish the given task; 

 Optimization: Medical research processes 
are streamlined by reducing the time required 
for data entry and standardization of collec-
ted data. 

 Convenience: Creation and use of databases 
are made easy through the development of 
an intuitive interface for managing medical 
research data; 

 Flexibility: The system allows for the creation 
of individualized designs for medical research 
by adding necessary patient groups, indica-
tors, and data; 

 Collaborative Remote Access: The system 
enables remote access for reading, updating, 
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analysing, and processing information, ensu-
ring data protection through the implement-
tation of backup functionality. 

By utilizing this system, we aim to enhance the 
efficiency and effectiveness of medical research, 
providing a comprehensive platform for data man-
agement, analysis, and collaboration. 

3. DEVELOPMENT OF THE SYSTEM  

The first step of the development is the determina-
tion of a technological stack. 

Table 1. The technological stack of the system 

Parameter Value 

Web framework Ruby on Rails 

Database management 
system (DBMS) 

PostgreSQL, MongoDB 

Authentication Devise 

Authorization ActionPolicy, RoleModel 

Database changes audit PaperTrail 

Statistics ruby-statistics 

Export to Excel RubyXL 

Containerization Docker 

Web server Puma 

Reverse proxy server Nginx 

Tests RSpec, Simplecov 

Linter Rubocop 

Vulnerability tracking Bundle Audit 

Frontend bundler Webpack 

Template engine Slim 

Version control system 
(remote repository) 

Git (GitHub) 

 
Ruby on Rails was chosen as the development 
framework, PostgreSQL and MongoDB as the da-
tabase management systems. Puma was selected 
as the web server, and Nginx as the reverse proxy 
server. Containerization with Docker was imple-
mented. 

The application was developed and deployed on a 
virtual dedicated server. 

3.1. System features 

The system incorporates the following functionali-
ties: 

 Designing medical research studies; 

 Data input, due to study design; 

 Encoding data entered into the system 

 Providing different access levels to the 
system; 

 Database changes audit by the lead resear-
cher; 

 Regular database backup; 

 Conducting analysis of the database con-
tents; 

 Exporting entered data to Excel; 

 Grouping data and exporting them to Excel 
spreads heets for statistical processing ba-
sed on specific grouping indicators (both 
single and multiple); 

 Performing statistical analysis. 

The developed system is covered by tests (cover-
age is more than 90%). 

3.2. Further development of the system  

The web-based system for processing medical 
research data has been tested and implemented in 
operation at a medical research centre. Over the 
course of a year, the product has been used by four 
research groups consisting of 10 individuals, with 
approximately 16,000 research indicators entered. 
During its operation, the system has demonstrated 
smooth performance, and positive feedback has 
been received from users. 

Taking into account newly identified requirements 
during operation, related to the need for expanding 
the system functionality, we changed the architec-
ture of the system. 

Initially, a minimum viable product (MVP) based on 
Ruby on Rails was developed. However, the num-
ber and level of support for libraries responsible for 
statistical processing and graphing in the Ruby 
language are lower compared to Python [7]. 

Therefore, for further system development, the 
possibility of adding a separate microservice re-
sponsible for statistical data processing using Py-
thon as the primary language was considered. 

The transition process is currently underway. A 
separate microservice has already been container-
ized, network interaction using JSON API has been 
established using the Flask library, and appropriate 
Python libraries and methods that meet the defined 
tasks have been selected. 
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4. CONCLUSION 

The developed and implemented web-based sys-
tem for processing medical research data has prov-
en to be successful in operation. 

During real scientific research, the system was 
used by researchers who requested an extension of 
functionality, including new methods of statistical 
processing, including the ability to drawgraphs. To 
address this requirement, a separate microservice 
was designed, and its development is currently 
ongoing. 

The process of adding this microservice will make 
the system even more functional. 
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Abstract 

The Medical imaging is crucial for diagnosing and treating diseases, with a major challenge being accurate detection and effective 
treatment. Multimodal medical image fusion combines different images from various imaging methods into a single, comprehensive 
image. The fusion enhances the interpretability of medical images, leading to a better understanding during evaluation and diagnosis. 

Prostate cancer ranks among the primary factors contributing to male death rate worldwide. Utilizing advanced image fusion tech-
niques in prostate imaging can greatly aid in detecting and treating prostate cancer. This paper offers a review of multimodal medical 
image fusion techniques and their application in prostate cancer imaging and diagnostics. The primary goal is to contribute to the 
advancement of medical imaging methods, particularly those that improve the diagnosis of prostate diseases  

 

 
1. INTRODUCTION 

Detecting Prostate cancer (PCa) in its early stages 
is essential to improve survival rates and facilitate 
timely intervention. The role of imaging is becoming 
increasingly significant in the early identification and 
management of the disease.  In 1989, Hodge et al. 
[1] achieved a significant milestone with the intro-
duction of grayscale B-mode ultrasound (US) imag-
ing to assist in guiding transrectal prostate biopsies. 
This advancement quickly replaced the convention-
al method of physically conducting a digital rectal 
examination (DRE) as the preferred approach for 
guiding needle biopsies in the diagnosis of prostate 
cancer. Today, over a quarter-century later, imaging 
is regarded as essential for managing PCa [2]. 
Recent advancements in imaging technologies ha-
ve led to significant progress in the field of image 
processing and data fusion techniques, aimed at 

improving data acquisition [3]. Image fusion is a 
technique for combining relevant information from a 
series of images depicting the same scene into one 
output image that describes the scene better, while 
retaining valuable information from the source im-
ages. Additionally, the fused image provides im-
proved spatial and spectral resolution. As a result, 
image fusion is extensively applied across various 
domains, including the medical field [4,5]. 

2. MULTIMODAL MEDICAL IMAGE FUSION 

Image fusion typically starts with image registration, 
which is the procedure of aligning medical image 
data from different multimodal sources onto a com-
mon coordinate system. Following this step, image 
segmentation occurs, where relevant objects within 
2D and/or 3D visual data are identified and charac-
terized. Predefined fusion rules are then employed 
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to combine the source images. As a result, image 
fusion generates a single, improved, and enhanced 
output image that contains all the pertinent infor-
mation from the source images. Therefore, the main 
goal of image fusion is to generate informative and 
classifiable images that can be employed for a 
broad array of beneficial applications. 

2.1. Image Fusion Techniques 

Extensive research has been conducted in the field 
of image fusion techniques. A categorization of 
multimodal medical image fusion techniques can be 
seen on Fig.1 along with some examples from each 
category [6].  

Figure 1. Categorization graph of multimodal medical image 
fusion techniques [6] 

Spatial domain techniques are relatively uncompli-
cated but excel at producing highly focused fused 
images with substantial spatial details.  It is possible 
for techniques in this category to produce blurring 
effect and spectral degradation. An example for a 
Spatial domain technique is the Principal Compo-
nent Analysis (PCA). This technique utilizes multi-
ple bands, making it widely favoured. It stores 
shared information from all the bands in the first 
principal component, often referred to as PC1, 
which contains high variances, providing greater 
detail about the panchromatic image. PC1 is then 
replaced by a high-resolution component adjusted 
to match PC1's variance. An inverse PCA process 
is applied to create the final high-resolution multi-
spectral image. 

When discussing Image fusion filter techniques – 
guided image filters (GIF), weighted least squares 
and bilateral filters are used for smoothing the im-
ages while preserving its edges. The guided image 
filter (GIF) stands out due to its superior results and 

faster execution time in fusion processes. This filter 
relies on a local linear approach, making it applica-
ble not only to the image fusion process, but also to 
various image processing tasks like image matting, 
up-sampling, and colorization. The guided image 
filter uses a multi-level representation and com-
bines the base and feature layers of multi-modal 
medical images through a weighted average fusion 
technique. 

Transform domain fusion techniques are catego-
rized with the fact that all fusion operations are 
performed in the contourlet-, shearlet- or wavelet- 
domains. The input images are decomposed to the 
chosen domain and then all following processing is 
done in this domain. The last step of developing 
fused image is to perform an inverse transform that 
makes it possible to visualize the fused image. Ex-
amples of such techniques are the Discrete Wave-
let Transform (DWT) [7,8], Discrete cosine harmon-
ic wavelet transform (DCHWT), Curvelet Transform 
Techniques (CVT). 

Deep learning image fusion techniques are a re-
cently popular method for image fusion, applicable 
in various domains. The ability of deep learning to 
perceive the problems with case-based reasoning 
techniques is used to improve the outcome of the 
resulting image. There are many interpretations of 
using Deep Learning as an image fusion technique. 
One example involves using a Pulse Coupled Neu-
ral Network (PCNN). Its feedback network consists 
of receptive field, modulation field, and pulse gen-
erator. Each neuron in the network corresponds to 
an image The matching of the pixel’s intensity is 
used as an external input to the Pulse Coupled 
Neural Network. 

Fuzzy logic fusion techniques involve utilizing fuzzy 
sets to process images. These techniques consist 
of three main steps: fuzzification, modification of 
membership values using fuzzy rules, and defuzzi-
fication to obtain actual results. Fuzzy techniques 
play a crucial role in coding and decoding image 
data, with the modification of membership values 
being a key aspect. These techniques adjust mem-
bership values after transforming the medical image 
data from grey-level to membership planes, often 
relying on fuzzy integration and rules based on 
fuzzy clustering. Ultimately, the process results in a 
fused multimodality medical image. 
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3.  PROSTATE CANCER IMAGING  
AND DIAGNOSIS 

As males grow older, the prostate gland has the 
potential to increase in size, which can result in 
potential problems related to urinary and reproduc-
tive health.. As mentioned earlier, imaging has now 
become the predominant method for detecting pros-
tate cancer (PCa). Presently, the key modalities for 
guiding PCa diagnosis include ultrasound-based 
imaging, multi-parametric MRI (mpMRI) and PET 
imaging. The selection of the imaging method de-
pends on the specific characteristics of the tumour’s 
biological behaviour. As indicated by reference [2] 
within Table 1, you can find a comprehensive 
presentation of various imaging techniques, em-
phasizing their main clinical uses, along with their 
respective advantages and disadvantages.  

4.  APPLICATION OF MULTIMODAL MEDICAL 
IMAGE FUSION IN PROSTATE CANCER 
DIAGNOSIS 

Within the field of medical imaging, image fusion 
has firmly established itself as a clinically valuable 
tool for disease classification and initial diagnostic 
purposes [4]. This section will delve into various 
image fusion techniques within the context of diag-
nosing prostate cancer. 

Table 1. Main imaging modalities for prostate  
cancer detection 

4.1. MRI/US fusion 

In MRI/US fusion-guided procedures, biopsies are 
conducted using live B-mode ultrasound (US) in an 
outpatient setting, maintaining cost-efficiency and 
procedure duration. Before the procedure, a pelvic 
mpMRI examination identifies abnormal areas, 
which are then overlaid onto US images through 
image fusion techniques. While expert uroradiolo-
gists can perform subjective visual or cognitive 
image fusion, more widely adopted are regulatory-
cleared MRI/US fusion devices, offering operator-
independent fusion. Reference [9] provides a sum-
mary of such regulatory-approved MRI/US Fusion 
Platforms and their fundamental specifications, 
which can be found in Table 2. 

4.2. MRI/PET fusion 

MRI/PET imaging, a hybrid technology that offers 
both biological and morphological data for oncologi-
cal diagnosis, holds great promise for prostate can-
cer patients.  

Table 2. Summary of regulatory-cleared MRI/US Fusion 
Platforms and their basic specifications 

 
 
Since MRI/PET systems are only found in a very 
limited number of clinical centres worldwide, there 
is a need for good enough software to merge the 
separate PET and MRI images acquired from the 
same patient within a short period of time. This 
integration will produce functional images of the 
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detected lesion along with the essential anatomical 
information required for conducting the fusion pros-
tate biopsy. 

A study by Guberina et al. [10] in September 2019, 
involving 93 patients, compared Ga PSMA PET-
MRI with Ga PSMA PET-CT for men with recurrent 
prostate cancer. The findings indicated that Ga 
PSMA PET-MRI outperformed Ga PSMA PET-CT, 
particularly in improving the sensitivity of identifying 
the index lesion when using fused Ga PSMA PET-
MRI. [11] 

Additionally, Liu et al. [12] shares the perspective 
that MRI/PET is well-suited for evaluating local and 
regional disease, whether it's for the initial staging 
or reevaluating the staging process. 

4.3. MRI/CT fusion 

In a study by Hentschel et al. [13], it was found that 
CT scans tend to overestimate prostate volume by 
35% compared to MRI. However, using MRI/CT 
image fusion for treatment planning in prostate 
cancer patients allows for more accurate staging 
prediction and precise identification of the target 
volume. 

Kagawa et al. [14] concluded that MRI localization 
of the prostate is more accurate than CT, with MRI 
indicating a distance of 15 mm from the cone to the 
apex. The MRI/CT image fusion technique provides 
valuable supplementary information to CT for more 
precise targeting in prostate cancer radiation thera-
py. 

However, comparison of prostate cancer detection 
methods was conducted by Khoo et al. [15] They 
found no overall difference in the detection of clini-
cally significant prostate cancer between visual 
estimation (cognitive registration) and image fusion 
(software registration) during targeted transperineal 
prostate biopsy. Nonetheless, image fusion could 
offer benefits when utilized by skilled professionals. 

4.4. Alternative fusion methods 

Researchers do not constrain themselves to the 
utilization of MRI-US, MRI-PET, and MRI-CT fusion 
techniques, as a multitude of scholarly articles un-
derscore the adoption of alternative fusion methods. 
In ths section, we will highlight some examples. 

In study [16] the use of interventional MRI (iMRI) for 
guiding radiofrequency thermal ablation as a mini-
mally invasive treatment for prostate cancer is ex-
plored. While nuclear medicine can identify tumours 

in the prostate that may not be visible on MRI, the 
aim is to combine the advantages of functional nu-
clear medicine SPECT images with iMRI-guided 
treatments. This involves registering low-resolution 
SPECT with high-resolution MRI and then mapping 
the functional and anatomical data to live-time iMRI 
images for enhanced tumour targeting. The study 
tested this concept using data from patients and 
volunteers, achieving a registration accuracy of 0.4 
mm to 0.2 mm, making it feasible to integrate 
SPECT and high-resolution MRI into iMRI-guided 
procedures. 

Wachter et.al. [17] assessed the value of combining 
CT and MRI with AC PET imaging to detect hidden 
prostate cancer recurrences. The combination of 
Image fusion techniques (CT-PET, MRI-PET) en-
hanced lesion characterization and precise localiza-
tion, impacting patient management. The retrospec-
tive fusion of AC PET with CT/MRI proved crucial, 
particularly for patients with prostate region AC 
uptake. 

Paper [18] presents an automated fusion method 
using a U-Net, which generates weight distribution 
through neural network learning based on image 
feature information and multifocus training targets. 
This approach fuses a pair of MRI images for pros-
tate cancer (axial T2-weighted and ADC map) using 
local similarity and Gaussian pyramid transfor-
mation. Experimental results show that the method 
enhances the visualization of prostate cancer in 
terms of both visual quality and objective evalua-
tion. 

5. CONCLUSION 

In conclusion, image fusion plays a vital role in im-
proving the diagnosis and treatment of prostate 
cancer, offering a range of techniques and modali-
ties to enhance accuracy and efficiency in clinical 
practice. This review underscores the multimodal 
medical image fusion techniques and their rele-
vance in the context of prostate cancer diagnosis. 
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Abstract 

To analyze digital images having complex structure one should apply suitable processing methods. To localize peculiarities of the image 
one need to use an appropriate representation depending on the type of images. The choice of the presentation is the essential part of 
the study. In the paper we consider the application of fractal and multifractal methods to compare crystals of medical preparations with a 
control image which does not contain a preparation. 

The images under study were transformed to grayscale palette. It was shown that the choice of a filtration method depends on the image 
type. For several classes containing 5-6 images the applied methods demonstrated the separation of obtained characteristics, which 
means the difference in structures of medical preparations and placebo. 
 

 
1. INTRODUCTION 

In many cases digital images may be interpreted as 
phase portraits of complex processes in different mo-
ments of time. The analysis of these representations 
by mathematical methods gives a possibility to de-
scribe the properties of observed processes by using 
various characteristics (features) of the images. 

As the distribution of pixel intensities is the main 
information about a digital image, specifications of 
the image are formulated in these terms. As a rule, 
mathematical methods of analysis use a normed 
distribution on the cells of a given size, which is a 
probabilistic measure defined on the image. The 
norming (the choice of a measure) may be per-
formed by different ways depending on a problem. 
The simplest way takes the ratio of sum of pixel 
intensities in a cell to the common sum of intensities 
for the image. Such a method results in an average 
of intensities, and sometimes smooths out the dif-

ference between parts of the image. The more pre-
ferable way is to choose the ratio of the sum of in-
tensities from a given interval (for a cell) to the sum 
of intensities from such an interval for the image.  

The experience of many researchers confirms that 
for images having complex structure the choice of 
appropriate methods is not just a technique, but an 
art. We should perform a preliminary processing to 
improve an image, but not destroy its specific struc-
ture. 

At the same time a preparing the image to the ap-
plication of mathematical methods is an equally 
important and very significant part of the study. One 
need find the area of interest and transform the 
image to a standard presentation convenient for 
problems of a certain class. This work may be per-
formed both with the help of graphic editors and 
specially devised algorithms. 
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Methods of image preprocessing are used both for 
filtration and improving the quality of an image. 
They help to highlight and emphasize certain prop-
erties of images and to facilitate their visual percep-
tion by an expert.  In medical applications this ap-
proach helps an expert to clarify the diagnosis. The 
combining filtration with following morphological 
analysis demonstrate reliable results in operating 
with radiograph and ultrasound images [3, 4]. 

Mathematical methods result in obtaining character-
istic which may be used for further image classifica-
tion. So, Haralick's texture methods describe the 
image structure in terms brightness ratio for neigh-
boring pixels [5]. Morphological methods reveal 
specific patterns, for example contours of various 
forms. 

Methods of fractal analysis describe the image by 
using fractal dimensions. As one numerical value 
cannot characterize the image structure, we should 
apply some modifications to obtain vector charac-
teristics. In this sense, the "blanket technics" is very 
productive. It is applied to calculate the Minkovsky 
dimension for gray level images [2]. An image is 
represented as a surface in 3-dimension space, 
where two coordinates indicate the position of a 
pixel, and the third one is the pixel intensity. There 
is one-to-one correspondence between the surface 
and the given image. The surface is given by the 
gray level function, which is defined for integer val-
ues and then extends to real numbers. Such a defi-
nition corresponds to an approximation of the sur-
face by unit squares parallel to the image plane. 

Then we construct upper and bottom “blankets” for 
the surface by a definite rule, such that every next 
iteration is on the distance 1 from the previous one. 

Actually, this procedure means a sequential 
smoothing of the surface. On every step we calcu-
late the volume of the body between upper and 
bottom blankets and then calculate an approximate 
value of the surface area and as a result the 
Minkovsky dimension of the surface. However, the 
most informative characteristic is not this dimen-
sion, but the ratio logarithm of the area on the next 
step to the step number. For a given set of steps we 
obtain a vector value (called the next characteristic 
vector). These vectors are different for images of 
different classes.  

Blanket technics was successfully applied for study 
of biomedical preparations [1] and SAR images as 
well [7, 8].  

Multifractal methods are useful if analyzed images 
may be interpreted as a union of several fractal 
subsets. In this case we can obtain the set of fractal 
dimensions of the subsets (multifractal spectrum) or 
Renyi spectra measuring changes of the initial dis-
tribution of pixel intensities at its sequential renor-
malizations. 

Our experience when analyzing biomedical images 
allows proposing a combined application fractal and 
multifractal methods to obtain reliable results [9]. 

In this work we developed a technology for differen-
tiation crystals of medical preparations obtained by 
the thesiography method from the image of control 
pattern which does not contain the preparation. It 
should be noted that getting the images and their 
preprocessing for the following application of math-
ematical methods is voluminous and quite time-
consuming part of the study. When preparing imag-
es we used combined methods of preprocessing. 
Mathematical methods used in this paper are calcu-
lation of characteristic vector (blanket technics) and 
Renyi spectra. Experiments were performed for 3 
classes of medical preparation images. All results 
demonstrated the separation of calculated features. 

The paper has the following structure. The first 
section contains material and methods for obtaining 
images. In section 2 the description of the prelimi-
nary image processing for the application of math-
ematical methods is given. The next part is devoted 
to the fractal and multifractal methods. The results 
of experiments are demonstrated in section 4.  

2. MATERIALS AND METHODS 

2.1. Materials 

The images were obtained by the light microscope 
MIKMED – 6, which consists of eyepiece LOMO 
WF 10Х/22, objectives Plan 4/0,1 Plan 10/0,25 Plan 
40/0,65, and video-camera МС – 6,3 (USB-3,0). 

The samples were prepared on laboratory slides. 
Medical preparations of plant, animal and mineral 
origin in dilution from 1 to 1000 СН by C. Haneman 
were manufactured in Homeopathic center of St. 
Petersburg (sugar nibs), and in pharmacy POLE-
VET (oil). Sterile brine solution (NaCl – 0.9%) was 
used. 

2.2. Method of study 

The research of the crystallization of biosubstrates 
was conducted by thesiograthy method. At first the 
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preparation under study was dynamized (by the 
method of “shaking”). Brine solution (from 1 to 3 
drop depending on the substrate quantity) was 
dripped on a slide. Then 1 nib (or drop) of the sub-
strate was set in the drop of brine solution. The 
result of crystallization was fixed after 24 hours. 

Sugar nibs, oil and brine solution were taken as 
placebo, and their images as control ones. In this 
work we take the image of brine solution as place-
bo. The obtained crystals of biosubstrates were 
compared with the control image. 

3. IMAGE EDITING 

3.1. Transforming images to a standard form 

To apply methods of image analysis we should 
convert the images to some appropriate form. For 
this purpose we cut out the part of the image which 
contains crystal. The cutting is produced so that 
there was a “little” space between crystal and the 
image boundary. One may use graphic editors such 
as Gravit Designer, Photo Pos Pro, Paint. It is im-
portant to do it so the center of the crystal coincide 
with the center of the image. Then, following the 
formula below, we perform a rotation of the image 
so that the sides of the crystal faces become paral-
lel to the sides of the image. 

      (     )      (     )     

      (     )      (     )     

where (     ) — new coordinates, (x,y) — old 
coordinates, (     ) the center of rotation, and ϕ 
— the angle of rotation, and (w,h) define the size of 
the new image. This transformation is performed by 
the C# program. After the processing of initial im-
ages by the described way we choose the image of 
minimal size and cut all the others by this size. 
Then all the images are transformed to grayscale 
palette. The example illustrating this processing is 
given below.  
 

        

a)                                                   b) 

 

 

c) 
Figure 1.  a) a crystal, b) after rotation and cutting, 

c) grayscale image 

3.2. Image preprocessing 

To choose an appropriate methods of image prelim-
inary processing we perform several experiments. 
We considered global and local equalization, the 
Laplace operator, linear and nonlinear filtering, 
unsharp masking. Different ways to combine spatial 
enhancement methods were applied as well.. Ex-
periment show that the choice of an adequate 
method is a complex problem. For the images stud-
ied in this work global equalization practically did 
not change an image, and local equalization lead to 
unexpected results. Summarizing our experiments, 
we settled on the following methods: the Laplace 
operator and unsharp masking. The Laplace opera-
tor is isotropic, i.e. invariant under rotation, and 
unsharp masking allows flexible parametric adjust-
ment. 

4. MATHEMATICAL METHODS 

4.1. Blanket construction 

A detailed description of this method can be found 
in [2, 10], so we will provide here only the infor-
mation necessary to describe the algorithm for its 
implementation. 

Let                              be a 

gray-scale image and  be the gray level of the 

-th pixel. This is a gray-level surface for the 
image, which can be viewed as a fractal for a cer-
tain measure range. 

Consider . Then -parallel body  is a 

set of points being at a distance from  of no more 

than . i.e  
 

          |   |        . 

We denote by  -dimensional volume of 

. If for some constant  at  the limit 

 is positive and bounded, then the 
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number  is called the Minkovski dimension of the 

set . 

We build blankets  for a gray level surface as 
follows 
 
  (   )           (   )    
   |(   ) (   )|      (   )   

 

  (   )           (   )    
   |(   ) (   )|      (   )   

 

   (   )    (   )      

 

A point  is included in a -parallel body if 

  (   )   (   )    (   ). The definition of a 
blanket is based on the fact that the blanket for a 

surface of radius  includes all the points of the 

blanket for a surface of radius  together with 
the points that are at the distance of 1 from this 
blanket. 

The volume of a -parallel body is calculated by    

and   : 
 

   (  )  ∑ (  (   )    (   ))   . 

The surface area may be calculated using one of 
two formulas 

    
     

  
  

 

     
           

 
. 

Minkovsky dimension is defined as 

 

To obtain the image characteristics, we use a vec-

tor , the size of which is determined 
by the number of different values of δ. 

4.2. Renyi spectra 

The detailed information about multifractal and 
Renyi spectra may be found in [6]. Consider the set

, and its partition into  cells with side 

(or volume) . We define the probability measure

 

  

Also consider the generalized statistical sum (or the 
sum of the moments of the measure)  

 (   )  ∑   
  ( )

   ( )  

As usual we assume that for the measure and sta-
tistical sum the power law holds: 

  ( )           (   )   ( )  

where  is a function of class . The symbol 
"~" is understood as follows: 

         
     ( )

   
  ( )=   

   

    (   )

   
.  

Under these assumptions, the set of generalized 
Renyi dimensions is 

         
 

   

   (   )

   
   

These values describe the changing of initial meas-

ure {  ( )  for a range of q.  

For q=0 we obtain capacity dimension, and for q=1 
by applying the Lopital rule we obtain the so called 
information dimension (or the dimension of a meas-
ure support) 

         
∑   ( )    ( ) 

   
.  

5. RESULTS OF EXPERIMENTS  

In all the illustrations we use following denotations. 

 
Preparation Denotation 

Placebo (brine solution) Sample 0 

Conium 1000 CH Sample 1 

Acidum phosphoricum 30 CH Sample 2 

Lac defloratum 1000 CH Sample 3 

Next we compare the samples with placebo. 
 

   

a)                                        b) 
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c)                                              d) 
Figure 2. a) Sample 0, b) Sample 1, c) Sample 2, 

d) Sample 3 

The picture shows images of crystals of biosub-
strates and placebo.  On Fig.3 graphs of character-
istic vectors and Renyi spectra for Sample 1 and 
Sample 0 are given. Graphs are separated. The 
point of intersection in Renyi spectra means that all 
the images have close value of capacity dimension. 

 
a) 

 

b) 
Figure 3.  Comparing results for Conium 1000 CH  

and Placebo: a) Renyi spectra and b) characteristic vectors 

The following graphs demonstrate the difference 
between the structure of the crystal of Acidum 
phosphoricum 30 CH and placebo.  

 
a) 

 
b) 

Figure 4. Comparing results for Acidum phosphoricum  30 CH 
and placebo: a) Renyi spectra and b) characteristic vectors 

 
In this case Renyi spectra give a better result than 
characteristic vectors. Analogical graphs results for 
the crystal of Lac defloratum 1000 CH and placebo 
are given in Fig. 5. 

 

 

Figure.5. Comparing results for Lac defloratum 1000 CH  
and placebo  

6. CONCLUSION 

Our experiments show that the combining of image 
preprocessing and methods of fractal analysis al-
lows obtaining graphs that are separated.  

The fact that Renyi spectra have a point of intersec-
tion near q=0 means that all the images studied 
have close values of capacity dimension. This cir-
cumstance once again confirms that only capacity 
dimension cannot be used as a classifying sign in 
image analysis. In this case one consider spectra 
for q>0 and q<0 separately.  
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Abstract 

Observing penguin populations in Antarctica holds significant importance because they serve as key markers for detecting environmen-
tal shifts in these delicate ecosystems. Conventional monitoring techniques are not only expensive but also stressful to the animals. This 
paper presents an alternative, non-intrusive method using unmanned aerial vehicles (UAVs) and a unique 3D mesh-level algorithm for 
counting penguins based on UAV imagery. Our methodology, applied to data from the 30th and 31st Bulgarian Antarctic Expeditions, 
has shown promising results, achieving 97% accuracy in penguin detection. This novel approach holds wider implications for biodiversity 
research and has the potential to propel advancements in both the field of deep learning and ecological studies. 
 

 
1. INTRODUCTION 

Due to the high sensitivity of Antarctic ecosystems, 
relatively small impacts have significant negative 
consequences. Penguins are an integral part of this 
biome. Therefore, the alteration in the population 
size of penguins can indicate fluctuations in envi-
ronmental factors, which can be used as a predictor 
for possible environmental changes in the future 
[1][2]. Monitoring of colonially breeding penguins is 
of great importance and should be done at regular 
intervals and with high accuracy [3]. 

Many of the traditional monitoring methods (manual 
counting, direct field data collection, manned flights, 
satellite data) have been used with varying degrees 
of success because of their different accuracy, high 
time and financial costs and stressful effects on 
animals. In recent years, unmanned aerial vehicles 

(UAV) have been increasingly used as an alterna-
tive to conventional methods for monitoring various 
elements of biodiversity. They offer resource effi-
ciency and minimal negative impact on the envi-
ronment [4][5][6].  

Most articles on wildlife counting using deep neural 
networks tend to prefer deep convolutional neural 
networks (CNNs) due to their remarkable precision 
and accuracy [7][8].  Models such as RetinaNet [9] 
and ResNet [10] have shown promising results, 
although they come with the drawback of extended 
processing times and complex implementation [11] 
[12][13]. Torney et al. [14] introduced a dependable 
model for automatically counting wild animals in 
UAV imagery, utilizing a single-pass deep CNN 
called YOLOv3(abbreviation from “You Only Look 
Once”, real-time object detection system) one-stage 

mailto:diana.tsvetkova@fdiba.tu-sofia.bg
mailto:ovassilev@gmail.com
mailto:atilla.markovv@gmail.com
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method, contrasting with the two-pass-deep CNNs. 
In [15] YOLOv7 achieves an accuracy of 94.6% in 
penguin detection, demonstrating significant prom-
ise. Notable, the development of YOLO algorithms 
has been advancing rapidly and effectively, with the 
recent introduction of YOLOv8 in January 2023, 
which is expected to significantly enhance research 
in this field [16][17][18]. 

This paper introduces an innovative algorithm for 
non-invasive penguin colony counting using UAV-
captured images. It employs a 3D mesh-level algo-
rithm for orthomosaic generation and deep learning 
techniques for penguin counting, with a focus on 
accuracy and efficiency. The chosen deep neural 
network architecture is YOLOv8, known for its 
speed and precision. 

2. MAIN STAGES OF PROPOSED APPROACH 

The chosen YOLOv8 architecture is gaining rapid 
popularity due to its exceptional speed and accura-
cy in tasks such as object detection, image classifi-
cation, and segmentation. A notable advantage of 
YOLO models is their ability to be trained on a sin-
gle graphics processing unit (GPU), which sets 
them apart from other image object detection algo-
rithms. 

To train YOLOv8 for recognizing and counting pen-
guins in footage captured during the 30th and 31st 
Bulgarian Antarctic Expedition with drones DJI 
Phantom 4 Pro PKK and DJI Air 2S, the following 
steps were executed (See Figure 1). 

Figure 1. Main steps in proposed approach 

 
2.1. Input Data Processing 

During the training of a neural network, selecting 
the appropriate input data is crucial. The input data 
is captured on Hannah Point during the 30th and 
31st Bulgarian Antarctic Expedition (BAE). Hannah 
Point is situated on the southern coastline of Living-
ston Island within the South Shetland Islands, Ant-

arctica. There we can identify tightly clustered 
breeding colonies of Antarctic Penguins (Pygoscelis 
antarcticus), making them suitable for drone-based 
monitoring. In December, they enter the incubation 
period. The beginning of the nesting period is the 
optimal time for monitoring these species. Images 
from this typically exhibit higher contrast due to the 
reduced presence of guano around the penguins 
and less blurriness, as penguins tend to be less 
active during this stage. These factors enable better 
differentiation of each penguin from the background 
(See Figure 2). 

Figure 2. Antarctic Penguin subcolony at Hannah Point, 
Livingston Island. (A) Image from the early stages of the 

breeding season (12.12.2022); (B) Image from the advanced 
stages of breeding season (14.01.2022). 

 

For this study's objectives, the most suitable ap-
proach involves training the neural network with 
images. Given that the available content is in video 
format, two methods were employed to extract data 
from the videos. 

Direct extraction of single frames from the video 
material 

For this purpose, VLC-software was used, which 
extracts frames in JPEG format with dimensions of 
3840 x 2160 pixels. 

Creation of orthomosaic from the provided video 
recordings 

The acquired video recordings undergo photogram-
metric processing until an orthomosaic created. The 
orthomosaics are generated using PIX4D mapper 
version 4.8.4. The size of each orthomosaic can 
vary based on the specific terrain covered during 
the filming. 

To ensure optimal performance during the training 
of the neural network, it's essential that all images 
are either identical in size or very closely matched. 
To achieve this, the orthomosaic images are subdi-
vided into smaller sections (referred to as "tiles") to 
align their sizes closely with the frames extracted 
from the videos. 
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2.2. Image Labelling 

Following the data processing, we have acquired 
587 penguin images with high informativeness and 
230 background images that do not feature pen-
guins but are crucial for the training process. All of 
these extracted images undergo the "Labeling" 
procedure, which aims to mark and identify each 
penguin within every image. This task is executed 
using "LabelImg", which is an image annotation tool 
designed for labeling bounding boxes around ob-
jects in images. 

Labeling penguins in the images is a process that 
demands careful attention, as inaccuracies or 
omissions in the labels can adversely affect the 
accuracy of subsequent penguin recognition within 
the images. 

Upon completing this step, the "LabelImg" tool 
generates a text file for each labeled image. Each 
text file contains the class of the designated objects 
(in our case, they belong to the "penguin" class) 
along with the coordinates defining the rectangular 
area covering each penguin's location. 

2.3. Database Construction 

The labeled images need to be split into two distinct 
sets: a training set and a validation set. This 
division is a precautionary measure to prevent 
"Overfitting," which occurs when the neural network 
becomes overly specialized in the training data but 
struggles to accurately generalize to new data. 

The training set plays a crucial role during the net-
work's training phase. It allows the algorithm to stu-
dy and adapt from the data, continuously adjusting 
and optimizing the neural network's parameters. 

On the other hand, the validation set is employed to 
assess the trained neural network's performance 
when presented with new data. It serves as a 
means to measure the final accuracy of the trained 
algorithm. 

The ratio between the training set and validation set 
data often varies. Given our data volume, the 
recommended split ratio is 80:20. This implies that 
80% of the labeled images are allocated to the 
training data, while the remaining 20% constitute 
the validation data. By dividing the input data in this 
manner, we construct the database as shown in the 
accompanying Figure 3. 

 

 

Figure 3. Database structure 
 

2.4. Definition of the Hyperparameters 

Before initiating the network training, it's crucial to 
ensure that the network parameters are appropri-
ately configured to align with both the input data 
and the computing hardware employed for this pro-
cedure. This alignment is essential to enhance the 
model's performance, speed, and accuracy when 
identifying penguins in images. 

Following a series of experiments, the subsequent 
training parameters were selected to augment the 
precision of automatic penguin recognition in imag-
es (refer Table 1 for details). 

YOLOv8 provides a range of pre-trained models 
tailored for various tasks and performance require-
ments, simplifying the selection of the most suitable 
model for your specific use case. After conducting 
numerous experiments, the model that achieved the 
highest accuracy is "YoloV8m-P2." This model 
builds upon the base YoloV8m by adding a sec-
ondary head, "P2," to enhance the detection of 
small objects, which closely resemble penguins in 
UAV images 

 

Table 1. Training Hyperparameters 

 

The term "Epoch" refers to the number of times the 
entire dataset passes through the neural network 
during training. Too few epochs result in underfitting 
because the network hasn't learned adequately. 
Conversely, an excessive number of epochs can 
lead to overfitting, where the model excels at pre-
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dicting existing data but struggles with new, unseen 
images. The ideal number of epochs depends on 
the database size, and in this case, it is set at 100 
for optimal results. 

The optimizer plays a pivotal role in modifying the 
learning rate and neural network weights to mini-
mize the loss function. Selecting the right optimizer 
is crucial for achieving the highest possible accura-
cy or minimum loss. Among the eight available 
optimizers (SGD, Adam, Adamax, AdamW, NAdam, 
RAdam, RMSProp), "Adam" best suits our require-
ments. 

The size of input images significantly impacts the 
process. Mismatching input image size with network 
requirements can result in image quality deteriora-
tion, leading to reduced recognition accuracy and 
training success. Conversely, opting for excessively 
large image sizes may cause slow learning and 
potential memory issues. To address this, the 
"batch size" parameter can be adjusted to balance 
image quality and processing speed. 

Another crucial hyperparameter is the learning 
rate, controlling the model's step size in achieving 
minimum loss and maximum accuracy. A higher 
learning rate accelerates learning but risks overfit-
ting, while a lower rate increases the likelihood of 
proper network training. To strike a balance, a lower 
learning rate can be compensated by a larger num-
ber of epochs. 

2.5. Training the neural network 

A Windows 11-powered machine was employed to 
conduct the network training. The experiments uti-
lized an NVIDIA GeForce RTX 3060 Ti graphics 
card with an 8 GB memory capacity. Details of the 
training configuration and settings are outlined in 
the provided table. Considering these factors, the 
training process concluded in 6 hours and 27 
minutes. 

Following the training process, several graphs are 
generated to depict the training's progress and its 
effectiveness. Among these graphs is the F1-
confidence curve (See Figure 4), which is a machi-
ne learning evaluation metric used to assess a 
model's accuracy. It combines precision and recall 
scores to provide an overall measure of a model's 
performance, ranging from 0 to 1, where 1 signifies 
optimal performance. The mathematical formula for 
calculating the F1 score is given below (See Equa-
tion (1)). 

  

The trend in Figure 4 indicates that the F1-curve 
has consistently improved throughout the training 
process, affirming that the training has been 
effective, ultimately resulting in the model achieving 
a 97% accuracy on the provided dataset. 

 

Figure 4. F1-Confidence score during training 

 
2.6. Validation and evaluation 

Validation phase takes place after the neural net-
work has completed its training. During this stage 
the model is assessed using a predefined validation 
set to gauge its accuracy and overall performance. 
This mode is frequently employed to fine-tune the 
model's hyperparameters for performance enhance-
ment.  

During the research process, several key challeng-
es were identified: 

 distinguishing stones from penguins in the 
images; 

 difficulty in recognizing nearby penguins with-
in a colony; 

 limited accuracy in detecting penguins across 
the entire orthomosaic; 

Following a series of experiments and the estab-
lishment of optimal network training parameters, the 
following outcomes were achieved: 
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 a high penguin detection accuracy in images, 
reaching up to 97%; 

 improved ability to differentiate between 
rocks and penguins; 

 enhanced recognition of nearby penguins 
within the images; 

Examples of output from the trained neural network, 
proving that main key challenges are overcome are 
shown at Fig.5 and Fig.6. 

 

 

Figure 5. Outlined in red penguins are detected  
and differentiated from the surrounding terrain 

 

Figure 6. The detection probability annotations of more  
than 0,8 signifies the model's high accuracy 

3. FUTURE RESEARCH 

In our future related research, we plan to enhance 
our methodology for penguin counting using UAV 
images. We have identified several strategies that 
could contribute to this improvement: 

1) Pre-processing the input images would help 
to increase the object detection accuracy. Some 
effective image preprocessing methods, such as 
adaptive contrast enhancement and image sharp-
ening, can help achieve this goal. This approach 
would enable us to detect penguins not only during 
their nesting period but also address other chal-
lenges related to image quality. 

2) Identifying small objects like penguins within 
large images, such as orthomosaics, poses a con-
siderable challenge. One potential solution to ad-
dress this issue is to employ the subsequent algo-
rithm (See Figure 7) to reprocess an orthomosaic 
where it is fed to an already trained network to de-
tect and count the penguins within it, while preserv-
ing the location information for each pixel.  

4. CONCLUSION 

The analyses, based on data from the 30th And 
31st Bulgarian Antarctic Expeditions, showed a 
97% accuracy in penguin detection by employing 
the YOLOv8 deep neural network architecture. It 
addresses challenges like distinguishing penguins 
from rocks and detecting them from large orthomo-
saic images. Future work aims to refine the meth-
odology, particularly in preprocessing and orthomo-
saic reprocessing, to improve penguin detection 
beyond breeding season. 

Overall, this study represents a significant ad-
vancement in penguin monitoring, with potential 
applications in broader biodiversity and ecological 
research. 

Figure 7. Proposed algorithm for preserving orthomosaic information, while counting penguins with deep neural network 
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Abstract 

This paper is devoted to the development of scientific methods for monitoring human behavior in a smart home system and its adap-
tation for residents with disabilities.  

The paper discusses the key components and functionalities of smart home architecture, including sensor systems, actuators, data 
processing, and user interfaces. The study concludes by highlighting the importance of user-centered technologies and continuous 
research in developing robust and scalable architectures for smart homes. 
 

 
1. INTRODUCTION 

With the development of technology and the emer-
gence of new data collection methods, it has be-
come possible to create effective behavioral moni-
toring systems. In this article we look at two main 
approaches: video-based behavioral monitoring and 
sensor-based behavioral monitoring. Each ap-
proach has its own advantages and limitations. 

Video-based behavioral monitoring is based on the 
use of video cameras for observation and analyzing 
the object behavior. Video data can be processed 
by various computer algorithms and machine learn-
ing techniques to recognize and analyze different 
aspects of behavior. 

This approach can be applied to analyse the beha-
vior of people, animals, vehicles and other objects. 
In addition, video monitoring can provide detailed 
behavioral information such as movements, pos-
tures, gestures and facial expressions. 

At the same time, it requires cameras and the infra-
structure for recording and storage video data. Note 
that the effectiveness of this approach may be re-
duced in environments with limited lighting or inter-
ference. 

The second approach is behavioral monitoring us-
ing portable devices. Portable devices such as ac-
celerometers and gyroscopes, electrocardiographs 
provide real-time behavioral monitoring capabilities. 

Tracking the current state of an individual within the 
home allows monitoring the duration of each activi-
ty, and thus maintaining a healthy rhythm of life (by 
personal choice or doctor's recommendation). One 
may track heart rate, level of mobility, circadian 
rhythms [4] and help lonely people to monitor their 
current state, calling emergency services if necessary. 

Location-based behavioral monitoring uses global 
positioning systems (GPS) and other technologies 
to track an object's movements and its interaction 
with the environment. 

Behavioral monitoring based on non-intrusive sen-
sors such as thermal imaging cameras, micro-
phones and light sensors can track behavior without 
direct contact with the subject. They can be used to 
analyze motional state, sleep, noise levels and 
other aspects of the environment. 

Developing a methodology for creating smart home 
systems for people with disabilities is an urgent 
scientific and practical challenge. 

2. EXISTING SOLUTIONS 

Over the last decade, domestic and foreign re-
searchers have made significant efforts to improve 
activity recognition methods in various habitats [1-7].  

Existing works mainly focus on the technical details 
of human activity recognition both from stationary 
sensors, including video recognition, and wearable 
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sensors, smart watches and fitness bracelets. In the 
works [8-11] appropriate data collection methods 
are described and compared. Machine learning 
algorithms and the most appropriate activity recog-
nition metrics are applied. 

Stationary and CCTV sensors may be inconvenient 
and violating privacy [12]. When non-violating sen-
sors are used, accuracy of single resident activity 
recognition is not high enough. The research of 
algorithms for multiple resident activity recognition 
is at an early stage, and research of anomalous 
activity recognition is still rare [13].  

In [14] the authors developed approaches to human 
health monitoring, analyzed statistics of the change 
in the number of requests for help depending on 
age, and made assumptions about the possible 
applicability of electronic tags on clothes.  

The increased attention to the task of tracking hu-
man activity and life support also indicates the need 
to implement systems for monitoring human activity 
in the environment in real time, accompanied by 
control of the duration of actions. Such a solution 
allows combining results of technical activity detec-
tion with practical applications of population moni-
toring. 

In the field of video-based behavioural monitoring 
the application of deep learning and neural net-
works allows achieving higher accuracy in the 
recognition and classification of actions and object 
behaviour. One of the active research areas is real-
time analysis of human behaviour for security, 
anomaly detection and event prediction. 

The field of sensor-based behaviour monitoring use 
smart watches, fitness bracelets and other weara-
ble technologies. These devices are becoming in-
creasingly accurate and multifunctional. Research 
is also focused both on developing new types of 
sensors with higher accuracy and reliability, and 
integrating different types of sensors to provide 
better information about the behaviour of objects. 

A key area for improving Smart Home technologies 
is the combined use of video-based behavioural 
monitoring and portable wearable sensors. Integrat-
ing data from different sources can provide more 
complete and accurate information about the be-
haviour of objects.  

Thus, this issue has been investigated by the scien-
tific community in a fragmentary way and currently 
there is no methodology for designing a system of 

smart home for sedentary citizens and additional 
and in-depth analysis of their activity. 

3.  METHODS FOR MONITORING  
AND RECOGNITION OF ACTIVITY  

Currently, there are various approaches to solve 
behavioural monitoring tasks of Smart Home occu-
pants. In [15-18], five types of home activities regis-
tered by a wrist fitness bracelet were recognized: 
sitting, standing, doing household chores, low-
activity exercise and high-activity exercise. The 
classification accuracy of the random forest and 
support vector methods were 89.2% and 85.6%, 
respectively. Interestingly, the inclusion of heart rate 
data improved the accuracy of recognizing the ac-
tivity level of exercise on the exercise bike by 8%. 

In the study [19] the authors applied a hierarchical 
approach with a modified support vector method to 
data obtained from a smart watch equipped with a 
heart rate sensor and accelerometer. The classifier 
consisted of two levels: the top level defined the 
general state (static or in motion) and the next level 
refined the obtained value (sitting or standing, walk-
ing or running). The accuracy of predicting the type 
of human activity using data from 5 to 50 hertz was 
more than 99%. 

The study [20] used naive Bayesian classifiers and 
K-nearest neighbours method to identify 13 human 
activities such as walking, sitting, standing, running, 
cycling, climbing stairs, descending stairs, typing, 
writing, drinking beverages, talking, smoking and 
eating. The authors obtained high classification 
accuracy with an F-measure approaching 1 for the 
recognized activities. To improve the recognition 
process and divide the activity types into two cate-
gories, a hierarchical classifier was used. The au-
thors suggest that activity type recognition could be 
used to limit unhealthy activity and warn of insuffi-
cient physical activity or skipping meals. 

The accuracy of activity recognition using wearable 
devices can vary depending on the set of sensors, 
the number of classes to be recognized and the 
purpose of using the obtained human activity infor-
mation. 

4. ALGORITHMS FOR ACTIVITY RECOGNITION  

Behavior recognition is an important task in com-
puter vision and natural language processing. In 
recent years, many machine learning, logical rea-
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soning and ontology techniques have been applied 
to this task. 

4.1. Machine learning methods 

Machine learning methods allow us to extract in-
formation from datasets automatically and build 
models capable of classifying and predicting behav-
iour. One of the most common is multilayer neural 
network. 

This model, also known as a multilayer perseptron 
classifier [21], uses a set of programmable neurons 
organized into input and output layers and one or 
more hidden layers, to perform classification tasks. 

Each neuron is activated using an activation func-
tion and linked to neurons of the next layer with a 
certain weight. The link weights are optimized over 
several training iterations by applying a special 
algorithm called decision function. 

Error back propagation algorithm, which is one of 
the popular methods for training multilayer neural 
networks, is also widely used [22]. 

Advantages of multilayer neural networks are the 
possibility of application to a variety of tasks regard-
less of data structure and high classification rate 
after the training is complete. 

However, multilayer neural networks require high 
computational resource when training the model. 
Optimal classification results can be achieved with 
a properly selected data structure. 

4.2. Typical static classification method 

It is based on using various features extracted from 
the data and building a model that can classify new 
examples based on these features. Examples of 
such features could be statistical motion characteris-
tics, distribution of colour features or texture features. 

4.3. Support vector method 

The support vector method [23] uses hyperplanes 
to optimally divide the sample into classes and 
maximize the distance between classes. The hy-

perplane defined by the equation            
   is the solution of the problem. For each training 
sample element, the indentation value from the 
hyperplane is used and adjusted to minimize classi-
fication errors, especially in the case of linearly non-
separable samples. 

When dealing with more than two classes, the sup-
port vector method offers two approaches: 

"One-vs-rest": p classifiers are constructed where 
each class is separated from the others. Then, for 
each feature, the classifier that gives the best value 
of the target function for that feature is determined. 

"One versus one": for each pair of classes, a differ-
ent classifier is trained (p(p-1)/2 combinations). The 
class membership of an object is determined by a 
majority vote of the classifiers. 

The support vector method is sensitive to outliers, 
as they can become support elements and affect 
the construction of the hyperplane. In addition, this 
method does not automatically select the most im-
portant features, which may reduce the classifica-
tion quality [24]. However, when maximizing the 
width of the separating band, the support vector 
method can provide more confident classification 
with good data separability compared to other ma-
chine learning algorithms [25]. 

4.4. K nearest neighbours method 

The K nearest neighbors method [26] is used for 
classification based on the representation of the 
training sample as points in a metric space. The 
classification of an object is determined by the class 
to which most of its nearest neighbours belong. In 
weighted neighbour selection, the distance of the 
training sample points from the recognized object is 
also considered and the points are ordered by de-
creasing distance. 

To optimize the search k-dimensional trees [27], or 
thinning the training sample space and removing 
similar objects are used. 

Increasing K reduces the effect of noise on the 
classification result. The advantage of the method is 
that there is no need for a model training phase, 
which allows adding new instances to the training 
sample without a complete redesign of the model.  

However, in some cases the application of this 
method can be difficult due to the choice of an ap-
propriate metric. Euclidean metric is not always 
sufficient to compute distances in some problems. 
Incorrect choice of metric can increase sensitivity to 
irrelevant parameters and degrade the quality of 
recognition [28]. 

4.5. Hidden Markov model 

A Hidden Markov Model (HMM) is a statistical mod-
el that is used to analyze time sequences. It is a 
network of states in which each state represents a 
probability distribution over the observed data. 
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HMM can be used for modeling various aspects of 
human or object behavior. Each state corresponds 
to a particular type of behavior, and the features 
extracted from the data are represented as obser-
vations for each state. This allows the transitions 
between states to be modelled, as well as the prob-
abilities of generating the observed features for 
each state. 

HMM is thus a powerful tool for analyzing complex 
temporal sequences.  

4.6. Conditional random field 

Conditional Random Field (CRF) is a statistical 
model used to model dependencies between labels 
in a sequence of data. CRF can be applied to mod-
el dependencies between classes of behaviour and 
features extracted from the data. CRF allows con-
textual information to be taken into account when 
deciding how to classify behaviour. 

It is a probabilistic graphical model for labelling and 
segmentation of sequential data. We propose to 
apply CRF and its extended models to improve 
activity recognition algorithms in smart homes in 
AMI environments, where such application of CRF 
is rare. 

In [29], an activity recognition system incorporating 
the linear chain conditional random field (LCRF) 
approach is developed. The LCRF is improved by 
combining features that consider state changes of 
multiple sensors associated with the same type of 
activity as a single object of observation. Experi-
ments show that compared to Naive Bayes (NB) 
and Hidden Markov Model (HMM) LCRF provides 
higher recognition accuracy for most activities. 

To model the relationships between activities and 
their subspecies latent-dynamic conditional random 
field (LDCRF) approach is proposed. Multiclassifi-
cation metrics are used to evaluate the validity of 
LDCRF and are compared with SVM), HMM, LCRF 
and related HCRFs. Experimental results show that 
the LDCRF-based activity recognition method out-
performs other methods. 

A two-stage hidden Markov model (TSM-HMM) and 
a two-stage LCRF (TSM-LCRF) are also intro-
duced, which define a combined set of labels and 
states to represent fixed a priori knowledge in a 
multi-residue environment. Experiments with multi-
resident activity data demonstrate the superiority of 
the two-stage method over existing multi-resident 
activity recognition methods. 

HCRF and LCRF based approaches are proposed 
to recognize three types of abnormal activity typical 
for smart nursing homes: "forgotten", "new activity" 
and "slow activity". It is shown that the HCRF-based 
method outperforms the feature vector-based 
method for "forgotten" and "new activity", while the 
LCRF-based one demonstrates accurate recogni-
tion of "slow activity". 

4.7. Clustering method 

It can be used in behaviour recognition tasks to 
group similar examples of data into clusters, for 
example, to identify different driving styles or to 
classify different types of animal behavior. Once the 
data have been grouped, more detailed analysis 
can be performed on each cluster to provide more 
detailed information about the behavior. 

4.8. Naive Bayesian classifier method  

It is based on Bayes' theorem and the assumption 
about data independence [29]. The classifier uses 
small training samples and has high classification 
accuracy and speed compared to more sophisticat-
ed methods [30]. However, it assumes pairwise 
independence of the parameters, which may be 
inconvenient restriction. 

4.9. AdaBoost method 

AdaBoost is an adaptive machine learning algo-
rithm that uses the boosting method [31]. In the 
process, it creates copies of the base classifiers 
with weight adjustments, focusing on elements that 
were incorrectly classified by previous classifiers.  

The algorithm is sensitive to noise, especially when 
limiting the number of base classifiers. The lack of 
limitation may lead to increasing the memory used 
and classification time [32]. The advantages are 
versatility, the ability to significantly improve the 
quality of the underlying algorithms with a large 
amount of training data and a small number of ad-
justable parameters. 

4.10. Hierarchical classification  

Hierarchical classification [33] extends basic ma-
chine learning methods by organizing recognition 
classes into a hierarchical structure, such as a tree 
or a directed oriented graph.  

Main models of hierarchical classification are: 

 local classifiers for each vertex. They are 
binary classifiers that recognize individual 
classes. 
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 local classifiers for parent nodes. They 
recognize derived classes for each parent 
node. The first layers recognize the basic 
properties of an object, which are succes-
sively refined in subsequent layers. 

 local layer classifiers. implement classifi-
ers for one or more layers of the graph. 
This approach is used in tasks where an 
object may be assigned multiple classes 
at each layer. 

 global classifier (Big-Bang method). A 
single classifier that recognizes all clas-
ses. This method is applied in the tasks 
where the result of recognition can be a 
label not only in the final, but also in the 
parent vertex. This method gives better 
memory utilization and faster classifica-
tion compared to hierarchical classifica-
tion methods that use sets of classifiers. 

4.11. Random forest  

A random forest [34] is the algorithm that combines 
multiple decision trees. In classification tasks, each 
tree assigns a class label to an object in the leaves 
or indicates the probability of belonging to multiple 
classes.  

Each decision tree is constructed independently on 
randomly generated subsamples from the training 
data. When classifying an object, the decision to 
assign a class label to the object is made by majori-
ty vote of the trees. In [35] it is shown that optimal 
recognition quality, classification speed and efficient 
memory usage are achieved when the number of 
trees ranges from 64 to 128. 

Random forest may be applied in various subject 
areas. They have low sensitivity to outliers in the 
training sample, low risk of model overfitting [36], 
the ability of parallel computing of recognition by 
using individual decision trees, and performance 
with a large number of features and classes. 

However, the random forest algorithm has draw-
backs. In particular, it requires a significant amount 
of memory to store all trees, recognition time can 
increase significantly when the number of trees or 
tree depth increases, and the algorithm can be 
sensitive to categorical variables [37]. 

5. CONCLUSION 

Research in behavior recognition algorithms contin-
ues to evolve and the combination of machine 
learning, logical reasoning and ontology techniques 
represents a promising approach.  

Further research in this area will contribute to the 
development of more intelligent and adaptive sys-
tems that can analyze and understand human be-
havior with greater accuracy and efficiency. These 
models can then be integrated with logical rules to 
account for contextual constraints and additional 
knowledge about behavior. The use of ontologies 
can help formalize and structure knowledge about 
typical behavioral scenarios and enable more flexi-
ble and scalable behavioral modelling. 

In addition, deep learning methods have recently 
been actively explored for automatically learning 
hierarchical feature representations and processing 
large amounts of data.  

However, despite significant advances in research 
on behavior recognition algorithms, there are still 
some challenges. 

1.Handling temporal data and modelling the dynam-
ics of object behavior. This requires the develop-
ment of algorithms that can account for changes 
over time and predict future actions. 

2. Ethical and privacy issues associated with be-
havioral analysis need to be considered.  

The combination of machine learning, logical rea-
soning and ontology techniques in behavior recog-
nition algorithm research represents a promising 
direction for creating more accurate and adaptive 
systems.  
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Abstract 

Estimation of entropy and mutual information associated with a given set of signals is a useful problem in many applications and 
computationally efficient technics for estimating the level of entropy is needed. In this work some possible ways for signal entropy 
calculating technics, are outlined. 

In the case of the datasets consisting of the raw data and metadata from bell ringing, gunfire and noise recordings the idea of appli-
cation of entropy-encoding compression algorithms for this purpose was exploited. It was shown that this is useful experimental tool 
for the recording's entropy and mutual information estimation. The results can be used in various areas of acoustic signal pro-
cessing. 
 

 
1. INTRODUCTION 

Over the years, many acoustic data, from field ex-
periments, such as noise of natural phenomena, 
battlefield acoustic, ringing of bells have been col-
lected from team work on interdisciplinary projects. 
Signal processing of high dynamic range acoustic 
data in presence of noise was discussed in recent 
works [1,2,3,4]. 

An examples of spectral and wavelet analysis of 
these experimental data and scalogram transforma-
tions was regarded in work [1]. 

One possible direction to apply data mining meth-
ods for retrieving useful information using these 
experimental data are outlined in work [2].  

One signal statistics analysis technique for retriev-
ing useful information, based on Shannon entropy 
and wavelet processing was presented in paper [3] 

The ideas of entropy of the signal or signal uncer-
tainty and its measure (bits per signal units) was 
defined in communication theory. 

Brief survey of the literature on the empirical esti-
mation of entropy can be found in Verdú, 2019, see 
[5]. Entropy and mutual information are useful met-
rics for quantitative analyses of various signals 
across the sciences including neuroscience.  

2.  MUTUAL INFORMATION AND ENTROPY 
PROPERTIES  

Mutual information rigorously quantifies, how much 
information the value of one variable reveals about 

the value of another. This has important and well-
known consequences in information theory [6]. 

The mutual information quantifies in „bits“ between 
two random variables   and   is defined in terms 

of their joint probability distribution as  (   ) 

 (   )   ∫      (   )     (
 (   )

 ( ) ( )
)  

and she is intimately connected to the statistical 
problem of detecting dependencies. [6]. 

The mutual information     measures the statistical 
dependence by the distance to the independent 
situation (Cover and Thomas, 2006) given by 

    ∑ (     )     (
 (     )

 (  ) (  )
)

   

 

In case of independency of   and   
 (     )

 (  ) (  )
   

and then      , [7] 

In other words the mutual information  (   ) or 
    can be written as difference of the entropy 
 ( ) and conditional entropy  (   ): 
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Entropy is a thermodynamics concept that measu-
res the molecular disorder in a closed system. En-
tropy is an interesting tool for analyzing time series, 
as it does not consider any constraints on the prob-
ability distribution [8]. 

Shannon entropy is one of the basic measures 
used for evaluating entropy. 

In other side Shannon entropy can be defined with 
Kullback–Leibler divergence. Some useful proper-
ties of Kullback–Leibler divergence was demonstra-
ted in R. Angelova-Slavova’s work [9]. 

For evaluating the complexity of time series other 
entropy measures have been introduced. For exam-
ple, the approximate entropy measure introduced 
by Pincus [10], is widely used in applications. 

3.  SPECTRAL ENTROPY OF EXPERIMENTAL 
ACOUSTIC DATA AND APPROXIMATE  
ENTROPY 

The sound picture and noise level is change de-
pending on the local parameters as temperature, 
wind speed and direction, air pressure and humidity 
etc. In the next it was made the analysis of a set of 
experimental data and it was found their spectral 
entropies. 

The raw data – time signals from the blasts from 
122 mm 2S1 howitzer and hailstone dropping stri-
kes, [1,3] was exported in MatLab and were ana-
lyzed spectral entropy correspondingly. 

In the figures 1a), b), c) was shown some time sig-
nals from the blasts from 122 mm 2S1 howitzer 
("Gvozdika"), together with their spectral entropies. 

The signal in Fig. 1 a) with duration of 309sec., 
includes totally of four “salvo” shots or eight pulses. 
The second signal, 61sec., is a part from the first 
and contains two blasts, or four shots (pulses). The 
third signal is a 2 seconds part clipped from the 
second, contain only one burst of two pulses. 

For all this, the spectral entropies are illustrated on 
the corresponding figure. 

The spectral entropies (in upper part of figure, in 
red color) was calculated in MatLab as described in 
[11], i.e.  

        
  

    (     )
∑       (  )
  
    

 , 

–     is the spectral value at bin  . 

–     and    are the band edges, in bins, over 
which to calculate the spectral entropy. 

It can be seen that the presence of a strong energy 
and noise-like component does not significantly 
change the spectral entropy picture. 

And when we regard the records of noise (in red) of 
hailstone dropping strikes plus noise of auto alarms, 
in concrete urban environment May 2013, see [4], 
see Fig.2a), and zoomed part in Fig.2b), it can see 
that spectral entropy (in upper part of figure, in blue 
color) not significantly vary, too. 

Approximate entropy 

The approximate entropy measure, or Measure of 
regularity of nonlinear time series was introduced 
by Pincus [10,13]. In MatLab it is the function Ap-
proximate entropy. 

 

 

a) 20,3.106 samples, fs = 65536 Hz 

 

b) 4.106 samples 

 

c) 1,31.103 samples 

Figure 1. Parts from time signal and spectral entropy from the 
blasts from 2S1 howitzer, a) four blasts 309sec.; b) two blasts 

61sec. part from a), see first and second pulse;  
c) only second blast 0.25sec. of a). 
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Time series Approximate entropy is a a scalar that 
measure statistic for the unpredictability of its fluc-
tuations.  

The likelihood that similar patterns of observations 
are not followed by additional similar observations 
corresponds to a higher value of approximate en-
tropy. 

 
a) 

 
b)  

Figure 2. a) Part signal waveform and spectral entropy in time 
from hail strikes, in V. Tarnovo, BG, urban environments,  

May 2013, 
b) Zoom part of a), Fs=65536Hz. Signal amplitude in red was 

amplified, 30 dB. 

For example, in engineering, the ability to distin-
guish levels of complexity within data sets is useful 
to estimate problematic component by studying 
their vibration and acoustic signals. 

Approximate entropy in MatLab is computed as 
follows: 

This function first generates a delayed reconstruction 

     for   data points with embedding dimension 
 , and lag   . The software then calculates the 
number of within range points, at point  , given by, 

   ∑  ( ‖     ‖    )

 

       

 

where   is the indicator function, and   is the radi-
us of similarity and then calculated as  

                   

where, 

   (     )
  ∑     (  )

     

   

  

The approximate entropies for concrete blast sig-
nals, totally 4 examples were calculated and results 
are shown in Table 1. 

One interesting approach used in the field of com-
pressed sensing and that is based on the Shan-
non’s Source Coding Theorem was presented in 
Zbili and Rama’s work in 2021, [12]. 

Essentially the idea of algorithm that was demon-
strate is to saving the examined data i.e. 2D figure 
as a Portable Network Graphics - PNG, file.  

This strategy provides a useful tool for a fast and 
computationally efficient estimation of how entropy 
changes through different conditions. 

The main limitation of this approach is that the 
method allows only a relative entropy. It is simple, 
unbiased and computationally efficient tool and it is 
a powerful tool to estimation of entropy’s and mutu-
al information’s levels. 

In our case we found the zip rate (saving the exam-
ined data in zip), see Table 2 of the same wav files 
from Table 1.  

Table 1 

signal name  
 Samples waveform 

Approximate 
Entropy 

Rec9__2 16384 
Fig.1 c) first 
1/8 samples 0,16707 

Rec9__1 32768 
Fig.1 c) first 
1/4 samples 0,09554 

Rec9__16 65536 
Fig.1 c) first 
1/2 samples 0,05537 

Rec9__ 131072 Fig.1 c) 0,03016 

Rec9_ 4000001 Fig.1 b) … 

Rec9 20367600 Fig.1 a) … 

Table 2 

signal name  
 Samples waveform Zip rate 

Rec9__2 16384 
Fig.1 c) first 
1/8 samples 0,2075 

Rec9__1 32768 
Fig.1 c) first 
1/4 samples 0,1343 

Rec9__16 65536 
Fig.1 c) first 
1/2 samples 0,1094 

Rec9__ 131072 Fig.1 c) 0,0936 

Rec9_ 4000001 Fig.1 b) 0,11102 

Rec9 20367600 Fig.1 a) 0,11696 
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4. CONCLUSION AND FUTURE RESEARCH 

Using spectral entropy can improve the detection of 
components containing relatively distinct harmo-
nics.  

However, for powerful noise pulses this is not so 
good and will not lead to success. The presence of 
a strong energy and noise-like component does not 
significantly change the spectral entropy picture. Or 
if we were looking for a parameter to recognize this 
component, energy should be evaluated in addition 
to entropy.  

One interesting approach for relative entropy esti-
mation used in the field of compressed sensing was 
demonstrated. 
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Abstract 

Time series are records of various types of signals. They may be investigated by nonlinear dynamics methods – reconstruction of the 
attractor of the system generating the series. Such an approach allows one to calculate correlation dimension of the attractor of the 
system under study or to establish that the system does not have any attractor. In this work we apply this method to solve a practical 
problem of identification a quadcopter according to its acoustic signals. 
 

 
1. INTRODUCTION 

Many applied problems deal with results of obser-
vations or measurement. Records of measurement 
are represented as time series of various type: sca-
lar or vector in dimension, and equidistant and non-
equidistant on the length of time interval. Along with 
traditional methods of time series analysis ([1,2])  

the Takens method won wide recognition [5,6]. This 
method of nonlinear dynamics is based on the topo-
logical fact that any smoot manifold with dimension 
N may be embedded in a Euclid space with dimen-
sion 2N+1. Takens proposed the procedure for the 
reconstruction of attractor using series of observa-
tion only for one variable, and proved that the map 
from initial space to the constructed one is embed-
ding almost always. 

The Grassberger-Procaccia algorithm [4], imple-
menting the Takens method, calculates the correla-
tion dimension of the attractor, which is the same 
for the attractor in the initial space and the space of 
embedding. It is a time delay method in which from 
a given scalar time series we form state vectors 
with a given time delay. 

To estimate the embedding dimension, the algo-
rithm sequentially increases the length of state vec-
tors (m), calculate correlation integral and then 
correlation dimension. The value m (corresponding 
to 2N+1) beginning from which the stabilization 
takes place is the dimension of embedding. In other 
case we cannot interpret the time series as a result 
of functioning of a dynamical system.  

Thus, the Takens method allows one to restore the 
attractor of the original system in a space of a larger 
dimension, being we can use observations of 
changes only in one variable. 

It was successfully applied mainly to the analysis of 
EEG records.[3] 

The goal of our work is to implement the  Takens 
method for identification of acoustic signal of quad-
copters. 

Most of the articles on detecting quadcopters focus 
on finding them in a videorecord or image. But due 
to small size of devices, different weather condi-
tions, and the limited camera view, this method not 
always may be useful. 

At the same time, works that focus on sound detec-
tion are associated with the creation of spectro-
grams and training a neural network to detect 
quadcopters using them. [7]. The main disad-
vantage of this method is the need for a large 
amount of data and neural network training, which 
can have quite high requirements for the device. 

2. MAIN NOTIONS 

2.1. Data desciption and experimental results 

In experiments records with length 1 seconds and 
the frequency 192000 hz were used; for each quad-
copter one record was analyzed.  

 Each recording was divided into 100 segments, 
0.01 seconds each, all parts of the audio recording 
were analyzed using an algorithm, dimensions were 
obtained, as well as attractors for each recording. 

The experiments involved recordings of three dif-
ferent quadcopters and one small. 

CX10: 

 Low-power engine. 

 Compact size. 

 Limited maneuverability and speed. 
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 Can only be used indoors. Is not a profes-
sional quadcopter. 

DJI Phantom 3 (P3): 

 Powerful motors and the ability to carry a 
camera. 

 Good stability and handling. 

 Professional photography and videography. 

FPV 250: 

 Very powerful and high-speed motors. 

 Compact size with an emphasis on aerody-
namics and speed. 

 Very high maneuverability and speed. 

DJI Mavic Pro: 

 Same as DJI Phantom 3  

 Folds up to a compact appearance 

Data were taken from the website hissandroar.com, 
the recordings were made by professional equip-
ment in close to ideal conditions for flight. 
 

 

Figure 1. Distribution of obtained dimensions for CX10. 
a – [0.1,0.2), b – [0.2,0.3), c – [0.3,0.4), d – [0.4,0.5),  

e – [0.5,0.6] 

The CX 10 turned out to have very low dimensions, 
the main part lies in the range 0.2 – 0.3. (This is a 
toy quadcopter that was launched from the palm of 
your hand indoors). 
 

 

Figure 2. Distribution of obtained dimensions for DJI P3. 
a – [0.4, 2), b – [2.0,2.1), c – [2.1,2.2), d – [2.2,2.3),  

e – [2.3,2.4), f – [2.4,2.5), g – [2.5,2.6] 

On DJI P3, most of the dimensions turned out to be 
higher than 2, the main part lies in the range from 2 
to 2.3. 
 

 

Figure 3. Distribution of obtained dimensions for FPV 250. 
a – [0.1,1), b – [2.1,2.2), c – [2.2,2.3), d – [2.3,2.4),  

e – [2.4,2.5) 

On the FPV 250, more than half of the values (63) 
were less than one, but the rest were higher than 
2.1. 

 

Figure 4. Distribution of obtained dimensions for Mavic Pro.  
a – [0.1,1), b – [1.0,2.0), c – [2.0,2.1] 

On Mavic Pro, most of the values were above 2, 
although a large number of values were less than 1. 

The results of calculation are given in the table 1. 

Table 1. Distribution of dimensions 

Type of quad-
copter   

Common inter-
val 

Main interval 

CX10 [0.1,0.6] [0.2,0.4] 

DJI P3 [0.4,2.6] [2.1,2.3] 

FPV 250 [0.1,1] [2.1,2.5] [0.1,1] 

DJI Mavic Pro [0.1,2.1] [0.1,1] [2,2.1] 

Below the examples of images of restored attrac-
tors for each quadcopter are given. All attractors 
are shown in the projection on the plane in axes 
x(t), x(t+τ), where τ is time delay. In all the expe-
riments this parameter is 1. 
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Figure 5. Restored attractor for audio recording with a length 
of 0.01 s for CX10. Dimension – 0.353 

 

 

Figure 6. Restored attractor for audio recording with a length 
of 0.01 s for DJI P3 quadcopter. Dimension – 2.151 

 

 

Figure 7. Restored attractor for audio recording with a length 
of 0.01 s for FPV 250. Dimension – 2.19  

 

 

Figure 8. Restored attractor for audio recording with a length 
of 0.01 s for Mavic Pro. Dimension – 2.019 

In the first case the dimension is practically zero, 
hence we may assume that the system has a point 
attractor.  

For each type of quadcopters we obtained a histo-
gram showing the distribution of correlation dimen-
sions. That means that during 0.01s the process 
generating the signal may be modeled by different 
systems, and value of the period of stationarity may 
be less than 0.01. 

3. CONCLUSION 

Thus, the application of the Grassberger-Procaccia 
algorithm for classifying acoustic signals of quad-
copters leads to interesting results and can be used 
for identifying quadcopter models.  

Attractors can be used, for example, to train a neu-
ral network that will classify quadcopters 

This can be proved crucial in various areas, includ-
ing military, civilian and entertainment spheres, in 
which the accurate identification of quadcopter 
models is required. 
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Abstract 

Computing the gradients is a critical issue for FPGA based gradient edge detection in terms execution speed and exactness of de-
tected contours. Proposed in this paper a technology for computating the gradients guaranteeing ultimate execution speed on the 
basis of the detected contours’ exact localization and elimination of false positives and false negatives. The experiments conducted 
in ten Intel (Altera) FPGA families show that the proposed technology of computing the gradients which encompasses all possible 
three pixel combinations in the detected contours takes only four clock cycles to execute with its accurate mathematics at clock 
frequencies much higher than the maximum operating frequency of the embedded memory under all test conditions. 

 

 
1. INTRODUCTION 

In FPGA based gradient edge detection, gradients 
are critical to the localization the detected contours 
and the quantity of false positives and negatives. 
Therefore, for demanding applications, needed is a 
technology focused on detected contours’ exact-
ness in terms of their localization and elimination of 
false positives and negatives. Real time use of 
FPGA based gradient edge detection requires the 
solving of the problem of ultimate execution speed 
with respect to two factors: 1) the maximum operat-
ing frequency of embedded memory as the upper 
limit of clock frequency in FPGA gradient edge de-
tection; 2) the smallest possible number of clock 
cycles needed to compute the x- and y- gradients 
by using accurate mathematics, which impacts 
pipeling efficiency of the entire FPGA gradient edge 
detection. 

There are several groups of approaches to the 
computation of gradients in FPGA.  It is pointed out 
that traditional Sobel cannot satisfy the demand for 
accuracy [3][15]. Because Sobel uses a single 
threshold, most often the result is a discontinuous 
contour [16][9]. The minimization of false positives 
and negatives focuses on: four [10][17] and eight 
directional Sobel [20][21], eight directional Sobel 
which combines 5x5 mask and a new grey relevan-
cy method [18], weighted least squares method 
[12], Freichen algorithm [2] improved morphological 
gradient [19]. The ultimate execution speed in the 
stages proceeding and following the computation of 
gradients in FPGA gradient edge detection is ad-

dressed by proposing three integer arithmetic algo-
rithms: division [4], square root [5], inverse tangent 
[6] and by investigating speed capabilities of differ-
ent adders in FPGA [7][8]. FPGA based Sobel’s 
speed is increased by pipelining in Spartan 3 
[11][14] and Spartan 6 [13][1]. All these approaches 
are based on approcimations. The achieved maxi-
mum frequency in Spartan 6 is 63.84 MHz. 

This paper proposes an organization of the compu-
tation of gradients in FPGA based edge detection 
focused on ultimate execution speed and exactness 
of detected contours in terms of localization and 
elimination of false positives and negatives. The 
task is to investigate the proposed technology for 
maximum operating frequency and minimum num-
ber of clock cycles in ten Intel (Altera) FPGA fami-
lies by using the tools Scilab, VHDL Intel (Altera) 
Quartus, TimeQuest Timing Analyzer, ModelSim. 
The analyses and conclusions are relevant for gray 
scale images. 

2.  THE PROPOSED TECHNOLOGY  
FOR COMPUTING THE GRADIENTS 

The proposed technology set as a general goal to 
define a number of masks used for computing the 
x- and y-gradients which must encompass all pos-
sible arrangments defined by three consecutive 
pixels in any object boundary in a digital image 
contour. According to this, the essentials of the 
proposed technology are: each of the x- and y-
gradients is computed on the basis of 19 3x3 masks 
with each mask being characterized by different 
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positioning of the positive and negative coefficients. 
The final values of the x- gradient and the y-
gradient are obtained by comparing the values 
computed with each of the 19 masks as real num-
bers or zero. The sign of the greatest value is re-
tained as a separate entity and sent to the next 
module of the corresponding FPGA gradient based 
edge detection method for further processing. 

3.  THE ORGANIZATION OF FPGA BASED 
COMPUTATION OF THE GRADIENTS 
FOCUSED ON ULTIMATE EXECUTION 
SPEED 

Computing the gradients is a square neighbourhood 
operation which provides values for the next stages 
in an FPGA based gradient edge detection method. 
Hence, the organization of computations must de-
fine: 

 Maximum operating frequency of gradients 
computations Fmax(Grad) must be related to 
the maximum operating frequency of embed-
ded memory Fmax(embeddedMem) by the in-
equality 

Fmax(Grad) > Fmax(embeddedMem)   (1) 

 Minimum number of clock cycles of gradients 
computations nTclkmin(Grad) must be equal 
to 4 under all test conditions. 

 Technology of dealing with the negative inte-
gers must satisfy 

for    n  N, m  N, n < m 

n – m = |Rsub| N = m – n = Rsub  N 
                                                  )(                                 

m – n = Rsub  N = n – m =| Rsub|  N 

                                                  )( .         (2) 

where 

Rsub  denotes the subtraction result, 
)(      denotes that the sign of Rsub is  

           negative,  
)(      denotes that the sign of Rsub is  

           positive. 

The integer arithmetic of gradients computation in-
cludes: 

 Division. The dividend is within ]42,0[ 10 . The 

divider is a constant: 
22 . To divide, right shift 

2  is emulated by using bit slicing. The 

quotient’s maximum value is 12 8  . 

 Multiplication. The multiplicand is within 

]12,0[ 8 . The multiplier is 2. To multiply in 

FPGA using the hardware description lan-
guage, operation 1  is emulated. 

 Addition. There are two consecutive addi-
tions. They must be executed within two 
separate clock cycles. On that basis, addition 

#1 uses addends which are within ]12,0[ 8 . 

The sum resulting from addition #1 and the 
product resulting from << 1 operation are the 
addends in addition #2. Thus, both inputs of 

adder #2 are within ]22,0[ 9 . 

 Subtraction. Both the minuend and the sub-

trahend are within ]42,0[ 10 . This is the arith-

metic which produces the deepest logic in 
gradients computations. 

 Comparison: 0/0  . Comparison follows 
the addition of positive and negative integers. 
Thus, on the basis of subtraction results, 
Rsub>0 and Rsub = 0 require only checking 
for equality to 0 and the sign bit of the differ-
ences.  

   Gradients computation is based on the following 
requirements: 

 All the square neighbourhood pixels must be 
accessible within a single clock cycle 

 All identical computations for x-and y-gradi-
ents with all 19 masks must be executed in 
parallel. Therefore, it is a must that 

nTclk(x) = nTclk(y)                  (3) 
where 

nTclk(x) denotes the number of clock
 cycles taken by the x-gradient,  

nTclk(y) denotes the number of clock
 cycles taken by the y-gradient. 

This concept is presented in Figure 1. The separate 
operations by clock cycles are given in Table 1. 
Stage III in Table 1 is critical to defining Fmax(Grad) 
It is required that  
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Figure 1. The model of parallel execution of operations  

Table 1. Separate arithmetic operations by clock cycles 

 

       
)(

1
0/0

max GradF
TTsub           (4) 

where                                              

Tsub       denotes the propagation delay of 
 subtractor, 

0/0 T    denotes the propagation delay of 
 comparator. 

Negative coefficients have fixed locations: the left 
column of x-gradient, and the upper row of y-
gradient. The negative sign is replaced with the 
position of negative coefficients. Now all arithmatic 
operations in Stage I and Stage II are executed 
using only positive coefficients. When only positive 
coefficients are used (Figure 10) the sum of results 
is replaced with subtraction. Hence, all possible 
variants are based on alternating parallel subtrac-
tions. Thus, in Stage III calculated is the dividend 
for the operation division executed in Stage IV. It 
can only be a positive integer or 0. Also, in Stage III 
defined is the sign of the gradients. The information 
(+)/(-)/(0) is sent to the gradient direction module. 

4.  FPGA IMPLEMENTATION: FUNCTIONALITY 
AND RTL DESIGN  

Figure 2 presents the functional model in FPGA. 

In the 4th clock cycle the accurate values of x- and 
y-gradients are calculated and the information on 
the sign of the gradients is sent to gradient magni-
tude and direction module. Minimum number of 
clock cycles required to compute a gradient using 
each of the 19 masks nTclkmin(Grad) is 4. 

 

Figure 2. The functional model of gradients computation  
in FPGA    

The RTL design is in Figure 3.  

 

Figure 3. RTL design of gradients computations  
(Source: (Intel (Altera) Quartus RTL Viewer) 

Resource utilization is shown in Table 2. 
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Table 2. Resource utilization of gradients computation 

 

5.  INVESTIGATING THE ULTIMATE EXECUTION 
SPEED OF GRADIENTS COMPUTATIONS  
IN FPGA 

Methodology: the experiments are conducted by 
using all values which can be inputs to the gradi-
ents computation module of FPGA based gradient 
edge detection. The obtained investigation results 
for the ultimate execution speed are presented in 
Table 3.  

Table 3. Obtained results for the ultimate execution speed  
of the gradients computation 

 

Analysis of the data for Fmax(Grad) from Table 3 
proves that Fmax(Grad) > Fmax(embeddedMem) for 
all possible values in gradients computations. 
Therefore, the inequality (1) is satisfied. 

The data for nTclkmin(Grad) proves that  
nTclkmin(Grad) is equal to 4 under all test condi-
tions. The key to this achivement is the new way of 
handling the negative coefficients and the use of 
parallelism.  

6. CONCLUSION   

The proposed organization of gradients computa-
tion which uses 19 3x3 masks with different posi-
tioning of the positive and negative coefficients for 
each of the two gradients is investigated in ten Intel 
(Altera) FPGA families for maximum operating fre-
quency and minimum number of clock cycles. The 
obtained experimental data proves that the maxi-
mum operating frequency of the proposed technol-
ogy exceeds the maximum operating frequency of 

embedded memory for all possible values in gradi-
ents computations. The data for minimum number 
of clock cycles proves that 4 clock cycles are taken 
to compute the gradients under all test conditions 
due to the new way of handling the negative coeffi-
cients and the use of parallelism.  
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Abstract 

The problem of false negatives is essential for gradient based edge detection which uses edge thinning. This problem is exacerbated by 
the mathematics of the generally accepted and applied standard procedure for edge thinning  which does not provide a comprehensive 
set of conditions to reliably define whether a gradient magnitude pixel should retain its value or be reduced to zero. The paper studies 
the false negatives in gradient based edge detection and proposes a different approach to edge thinning mathematics aimed at eliminat-
ing the induced false negatives by applying adaptable test parameters in the conducted experiments. 

 

 
1. INTRODUCTION 

The two important focuses in edge detection are: 
the quality of detected contours and the execution 
speed of the edge detection method. The latter is 
addressed generally by the FPGA hardware imple-
mentation [5] with the integer arithmetic algorithms 
[7] being the most studied factor for increasing 
speed [4][6] [8]. In terms of increasing the quality of 
detected contours the problem of false negatives 
stands out as essential. When a multistage edge 
detection method is analyzed and assessed with 
respect to the quality of the edges it produces it is 
of capital impotrance to know the individual contri-
bution of each stage and the degree to which this 
stage impacts the final contour detected image. 

The standard computational technique of applying 
edge thinning is defined in [2]. It is based on the 
following: 

),(),( yxMyxM   only for 

)]2,2(2_),(&)1,1(1_),([ yxMyxMyxMyxM   

0),( yxM  in all the other cases,          (1)  

where 

),( yxM                   is a possible  

                                 edge pixel, 

)1,1(1_ yxM ,   are the magnitudes  

)2,2(2_ yxM         of the two  

                                 adjacent pixels  
                                 positioned  
                                 along the gradient  
                       direction. 

So far, this approach has been generally accepted 
and literally applied in the gradient based edge 
detection [10] without taking into account that this 
leads to false negatives depending on the edge 
type and direction. In all methods, the searching for 
local maximum at each image point is essentially 
defined by applying Laplacian in one direction. 
Thus, the deficiencies of Laplacian directly impact 
the edge thinning results [3]. On the other hand, the 
definition of edge thinning and its application focus 
mainly on step edges without considering the spe-
cifics of the other four edge types [1]. Another as-
pect of the standard approach to edge thinning is 
that it does not address the relations between the 
edge thinness and the detected contours’ belonging 
to the object or to the background [9]. 

The goal of this paper is to thoroughly investigate 
the problem of false negatives in gradient based 
edge detection in terms of edge thinning. The tasks 
are: 1) analyze the impact of the existing standard 
edge thinning approach on the problem of false 
negatives; 2) propose a different approach to edge 
thinning mathematics so that the false negatives 
introduced by the standard approach can be elimi-
nated and the experimental results of the edge 
detection methods which use edge thinning can be 
properly analyzed and assessed. Scilab Image and 
Video Processing Toolbox, Scilab Image Pro-
cessing Design Toolbox are the tools used to con-
duct the experiments throughout this work. The 
analyses performed and the conclusions drawn in 
this work are relevant for gray-scale images. 
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2.  POSING THE PROBLEM OF FALSE 
NEGATIVES WITH RESPECT TO THE 
EXISTING STANDARD APPROACH  
TO EDGE THINNING 

In the existing standard approach, the essence of 
edge thinning is: an image matrix value is retained 
unchanged only if it is greater than both its immedi-
ate neighbours along the gradient direction. Other-
wise, it is replaced by zero. Applying that rule literal-
ly, it turns out that if there are two or more gradients 
of equal magnitudes positioned continuously along 
any of the four directions, they must all be reduced 
to zero as graphically illustrated (Figure 1, Figure 2, 
Figure 3, Figure 4)).  

1) Gradient direction 0 

 

Figure 1. False negatives induced by the standard approach 
for gradient direction 0   

2) Gradient direction 45 

 

Figure 2. False negatives induced by the standard approach 
for gradient direction 45   

3) Gradient direction 90 

 

Figure 3. False negatives induced by the standard approach 
for gradient direction 90   

 

4) Gradient direction 135 

 

Figure 4. False negatives induced by the standard approach 
for gradient direction 135   

The problem of false negatives induced by applying 
the standard approach to edge thinning is demon-
strated graphically in Figure 5. In this figure, edge 
thinning is the fourth stage in a gradient based edge 
detection method. 

The analysis proves that applying certain approxi-
mation approaches can result in consecutive values 
equal to 255. Although they are 100% contour pix-
els they all will be defined as zeroes after executing 
the edge thinning. The occurrence of a succession 
of equal values different from zero depends on the 
concrete image statistics and is quite a regular op-
tion when applying accurate mathematics in the x- 
and y-gradients, gradient magnitude and gradient 
direction computations. There is no means by which 
such a succession of equal values different from 
zero can be predicted and avoided correspondingly. 
Therefore, using the expressions in (1) in all cases 
as a rule for defining a single pixel thin contour can 
lead to wrong results.  

 

Figure 5. The problem of false negatives induced by the 
standard approach for a gradient based edge detection  

method with edge thinning as the fourth stage   
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3.  EXPERIMENTAL INVESTIGATION  
OF THE FALSE NEGATIVES INDUCED  
BY THE STANDARD APPROACH TO EDGE 
THINNING 

The experiments to ascertain the false negatives 
induced by the standard approach to edge thinning 
are conducted using programs written in Scilab. In 
the Scilab program snippet below presented is the 
standard approach implementation (Figure 6). The 
following denotations are used: X_Y_M(i,j) is the 
matrix containg the gradient magnitudes; X_Y_D(i,j) 
is the matrix containg the gradient directions; XY-
ET(i,j) is the matrix containing the pixel values after 
executing the edge thinning operation. The original 
image matrix of a synthetic image presenting a 
rectangle is (Figure 6). The result of applying literal-
ly (1) by using the program snippet in Figure 7 is 
shown in the contour detected image matrix in Fig-
ure 8.  

 

Figure 6. The original matrix of a rectangle  
in a synthetic image  

 

Figure 7. Scilab program snippet for edge thinning  
by applying the standard approach   

 

Figure 8. The resultant contour matrix for the program  
snippet in Figure 7  

The assessment results show that the resultant 
contour detected image has 50% false negatives. 

4.  A DIFFERENT APPROACH TO EDGE  
THINNING MATHEMATICS AIMED AT 
REDUCING THE FALSE NEGATIVES 

Reduction of the false negatives induced by the 
standard approach to edge thinning can be achie-
ved by: 

 Technique #1. Replace ‘’>=’’ with ‘’>’’ in Fi-
gure 7 only with respect to the left hand 
neighbouring pixel along the gradient direc-
tion, thus leaving ‘’>=’’ comparison with the 
right hand neighbouring pixel unchanged. 
The obtained image matrix is shown in Fi-
gure 9.  

 

Figure 9. The resultant contour matrix for technique #1  

The assessment results show that the resultant 
contour detected image has 46% false nagatives. 

 Technique #2. Replace ‘’>=’’ with ‘’>’’ in Fi-
gure 7 only with respect to the right hand 
neighbouring pixel along the gradient direc-
tion, thus leaving ‘’>=’’ comparison with the 
left hand neighbouring pixel unchaged. The 
obtained image matrix is shown in Figure 10.  
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The assessment results show that the resultant 
contour detected image has 46% false nagatives. 
Therefore, the experimental data prove that the 
mathematics of (1) produces false negatives. 

 

Figure 10. The resultant contour matrix for technique #2 

5.  ELIMINATING THE FALSE NEGATIVES 
INDUCED BY THE STANDARD APPROACH 
TO EDGE THINNING 

The way to eliminate false negatives induced by the 
standard approach to edge thinning is presented in 
the Scilab program snippet below (Figure 11). The 
denotations are the same as in Figure 7. 

 

Figure 11. Scilab program snippet for edge thinning aimed  
at eliminating the false negatives induced by the standard 

approach   

The resultant detected contour image matrix is the 
same as the original matrix in Figure 6 – the num-

ber of false negatives is 0. Therefore, the required 
change in mathematics to achieve 0% of false neg-
atives in this case is replacing ‘’>’’ in the Scilab 
program snippet in Figure 7 with ‘’>=’’ as it is exper-
imentally proved by the results obtained with the 
program snippet in Figure 11. 

Therefore, the experiments and analyses to ascer-
tain the capabilities of a gradient based edge detec-
tion method must be conducted on the basis of four 
settings with respect to the problem of false nega-
tives and edge thinning. When comparing three 
consecutive values in the image matrix along the 
computed direction to ascertain whether the central 
one is an edge pixel or it must be replaced with 0 it 
must be tested: 

 left hand pixel < central pixel > right hand 
pixel 

 left hand pixel <= central pixel >= right hand 
pixel 

 left hand pixel < central pixel >= right hand 
pixel 

 left hand pixel <= central pixel > right hand 
pixel. 

The setting which defines the least percentage of 
false negatives provides the required information on 
the optimal application of edge thinning mathemat-
ics for the particular image statistics. 

6. CONCLUSION 

Experimentally investigated and analyzed in this 
paper is the impact of the standard approach to 
edge thinning on the false negatives in gradient 
based edge detection. It is ascertained that the 
standard approach can lead to up to 50% of false 
negatives in comparison with the original true object 
boundaries. Proposed is a new implementation of 
edge thinning mathematics to eliminate the false 
negatives. Presented are all the aspects required to 
conduct experiments and assess the capabilities of 
a gradient based edge detection method.  
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