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Abstract 

The wireless SoCs become more reliable and energy-efficient. Considering their current miniature sizes that open many fields for 
various IoT (Internet of Things) applications. The compatibility and integration with automotive protocols (controllers and drivers) 
such as CAN give an extraordinary option for designing and implementing connected vehicle features. Within the scope of this pa-
per, it is evaluated the design and architecture of a CAN to Wi-Fi Gateway system that enabled connected vehicles featured by using 
ESP32's latest SoC and small-footprint CAN-FD Controller. The proposed design confirms the performance of the system for pro-
cessing the messages on the upper levels as well as vehicle identification connected features. 

 
 
1. INTRODUCTION 

According to the European Automobile Manufactur-
ers’ Association (ACEA), passenger cars as of Dec 
2021 are on average 12 years old in the European 
Union, depending on the country they vary between 
7 and 17 years old [1]. On the other side, every car 
produced since 2003 relies on Controller Area Net-
work (CAN) networks for a primary network that 
connects multiple electronic control units (ECU) of 
the vehicle architecture [2]. It means the average 
passenger car in the EU vehicle fleet is equipped 
with a CAN network and is capable of retrofitting the 
connected vehicle features. 

While some sensitive information and messages 
sent over the CAN network are encrypted or some-
how protected [3], other basic data can be read 
without authorized access. Some of those parame-
ters are VIN (Vehicle Identification Number), num-
ber and list of stored Diagnostic Trouble Codes 
(DTC), identification of available ECUs, Vehicle 
Speed, Fuel/Charge level, etc. The data available 
for the vehicle in combination with today's wireless 
connectivity will make the car more intelligent and 
real-time connected for more comfort, usability and 
safety features. The concept of connecting an addi-
tional Node to the CAN network which is Wi-Fi ena-
bled is presented in Fig. 1. 

The vehicle identification may be done via the ser-
vice set identifier (SSID) of the Wi-Fi which is creat-
ed as an Access Point (AP) with the Wi-Fi name 

containing the VIN itself. This will allow a stan-
dalone Wi-Fi client that is searching for correspond-
ing SSIDs to identify the presence of a specific 
vehicle in a nearby place or car lot. After successful 
authorization for confirmation of the SSID, the sys-
tem will report details for the vehicle data and status 
listed above. 

Fig. 1 Wi-Fi enabled CAN Communication 

This article will propose and evaluate the hardware 
and software design of a system to fulfill the criteria 
for the performance and functionality presented in 
Fig. 1. 
 
2. SYSTEM DESCRIPTION 

2.1. System Design 

The CAN protocol defines the lowest two layers of 
the OSI model as shown in Fig. 2. Several CAN-
based higher-layer protocols are standardized [4] 
such as ISO-TP, and UDS (Unified Diagnostic Ser-
vices ISO 14229).  
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The transport protocol as well as some of the Appli-
cation components has a typical time for response 
of 50ms. Therefore, any gateway system [5] in the 
middle layer (Bluetooth, Wi-Fi or other) needs to 
achieve latency lower than at least half of it i.e., less 
than 25ms. 

The current research will evaluate a system built 
from core modules of ESP32-C6 SoC and a small-
footprint external CAN FD Controller MCP2518FD. 
The architecture of the system is based on Wi-Fi 6 
SoC which ensures fast and low latency connectivi-
ty and supports combined AP-STA mode Wi-Fi 
connectivity, where it is concurrently an access 
point and a station connected to another access 
point as shown in Fig. 3.  

The Station (STA) mode is used for connecting to 
Internet AP for cloud connectivity functions. This 
way the system will support enhancement for a 
variety of cloud-intelligent functionalities like decod-
ing VIN and providing recommendations for logged 
DTC (Diagnostic troubleshooting codes) and rec-
ommendations to be taken by the technician to 
remove faults in the vehicle.  

The Access Point (AP) mode is used for P2P con-
nection with the client(s) and will be the main focus 
of this work. It provides a hot spot with VIN as 
SSID. After authorization and access to the vehicle 
network, there is a Gateway from CAN to Wi-Fi 
(Ethernet) providing advanced wireless communica-
tion with the vehicle. 

Even though the system is not targeting to expose 
any sensitive information about the vehicle, a cer-

tain cyber security consideration for AP-Mode will 
be in place to secure network access [6]. At first, 
there will be no WPS function to reset/disable the 
password for the Wi-Fi network. The system is pro-
tected with Secure Boot, Flash Encryption and Se-
cure Storage to prevent the readout of any sensitive 
information from the code. Secure storage refers to 
the application-specific data that can be stored 
securely on the device, i.e., off-chip flash memory. 
This is typically a read-write flash partition and 
holds device-specific configuration data like Wi-Fi 
credentials, tokens, etc. A strong Wi-Fi password 
will be set on the system, which uses the newest 
security protocols including Protected Management 
Frames (PMF) and Wi-Fi Protected Access 3 
(WPA3). As the system supports multiple clients, 
Client Isolation techniques    will be in place to pre-
vent direct communication between the clients. A 
firewall will be integrated to provide the following 
protections: Allows traffic only to/from the specified 
port, SSH/SFTP/Telnet services are disabled, filter 
REST (representational state transfer [7]) requests, 
limit requests per second, and log violations detec-
ted. 

The Hardware implementation is packaged in a 
compact OBDII Connector for convenient integra-
tion and easy installation. This way the retrofitting is 
simplified to just plug it into the car OBD slot (typi-
cally located under the steering wheel on the left). 
There are three main blocks: SoC (Wi-Fi) compute 
block, CAN block, and Power Supply block as 
shown in Fig. 4.  

The power supply module is responsible for efficient 
step-down voltage regulation from the typical 12V-
24V power line of the vehicle down to the 3.3V re-
quired for the MCU. In addition, the CAN transceiv-
er requires 5V so there shall be two stabilized volt-
age levels. The implementation is done in two stag-
es. At the first stage with an Automotive grade high-
frequency step-down switching regulator operating 
at 2MHz MP4560, there is a stable 5V power line. 

Fig. 2 The CAN protocol and OSI model. [4] 

Fig. 3. Wi-Fi Combined Mode configuration of ESP32-C6 
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By switching at 2MHz, the MP4560 may prevent 
EMI (Electromagnetic Interference) noise problems, 
such as those found in AM radio applications. An 
additional LDO is providing the 3.3V from the 5V 
power line. This way it achieves higher efficiency 
with minimal power heat dissipation and fewer 
components for achieving dual power supply lines 
required by the system. 

As mentioned earlier the system is based on 
ESP32-C6-WROOM-1-N8 SoC. The selected SoC 
module version is with 8MB flash which storage 
with default partitioning is used on 30% after load-
ing driver libraries for Wi-Fi, Webserver, RTOS, 
CAN Controller, and ISOTP UDS messages. The 
WROOM-1 type comes with an On-board PCB 
antenna for better miniaturization. The preloaded 
bootloader with FreeRTOS Kernel provides decent 
features for multitasking available for microcontrol-
lers.  

The CAN block is designed with a CAN Controller 
and CAN transceiver as separate ICs to make the 
system more flexible for supporting different CAN 
Standards. MCP2518FD is the selected external 
CAN FD Controller with a fast SPI Interface that is 
integrated into the system. It is cost-effective and 
comes in a small footprint package.  

The selected transceiver is an ATA6560 high-speed 
CAN FD Transceiver which provides a physical 
connection with the CAN bus. It allows communica-
tion speeds up to 5Mbps and offers high resistance 
to electrostatic discharge and other electromagnetic 
disturbances. Considering the length of the CAN 
bus line in the vehicle this is the highest rate bus 
speed that can be found in the car CAN network. 
The ATA6563 supports Normal and Standby opera-
tional modes. In a Standby mode, the maximum 
current consumption is less than 12 μA. 

2.2. Client – Server Architecture 

The Frontend application (WEB or Mobile App) is 
running on the client side, and it allows the user to 
interact with the System whereas the backend ap-
plication is running on the vehicle module. Different 
network protocols for accessing the CAN2WiFi 
system and its features as shown in Fig. 5.  

The status and parameter configurations may be 
read/write by vehicle-specific REST API options. 
GET commands will provide read-out data for the 
current status and configuration. While some of the 
generic Diagnostics services such as reading VIN 

and logged DTC are implemented in the backend 
system, custom UDS requests may be directly sent 
by the front application using POST commands. 

The transport protocol ISO-TP is implemented in 
the Backend application to process the segmenta-
tion of the UDS requests and responses. The resid-
ual bus simulation (RestBUS or RSB) component is 
also part of the Backend application and provides a 
basic function for transmitting periodical CAN mes-
sages. This extends use cas   es for the system to 
be used in certain scenarios for off-vehicle diagno-
sis and testing of specific ECU or when some faulty 
ECUs are observed. CAN driver will support full 
Network monitoring and logging with the support of 
WebSocket which will transmit requested by the 
Frontend CAN messages or the complete CAN 
communication to the Frontend application. The 
Frontend application will be responsible for the 
deserialization of specific CAN Signals based on a 
given .dbc or .arxml descriptor file matrix. 

The CAN driver is the main component that is re-
sponsible for sending and receiving CAN messages 
whenever they are related to UDS segmentation or 
RSB. Also, it provides information on the current 
status of the CAN Network and detects Active or 
Passive error message counts. For better compati-
bility, most of the functionality will be available 
through a Webserver, so the system can be operat-
ed from various devices through a web page with-
out needing an application to be installed. 

2.3. SW Architecture Model 

The implementation algorithm will follow the 
flowchart diagram shown in Fig. 6. After the device 
is powered up, the ECUs identification process on 
the network is initiated. The process involves send-
ing a Tester Present Service Request (0x3E 0x00) 
over the range of Diagnostic Channels 0x701-
0x7FF and sniffing which devices will respond. The 
process will be repeated if there is no response for 
500ms. 

Fig. 2 Components distribution between Frontend and 
Backend application 
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Once the ECUs are detected, for each of them the 
system will read the Vehicle Identification Number 
via UDS, with the use of the UDS SID 0x22 and the 
DID 0xF190. It is expected that all available ECUs 
are reporting the same VIN. After confirming the 
VIN, the Access Point SSID will be changed to the 
detected VIN.  

After the Wi-Fi AP is configured, the system will 
read for each of the ECUs are there any DTC 
logged with support of the UDS Service 0x19 (Read 
DTC Information) request. After gathering DTC 
information is completed, the system enters normal 
multitasking mode which processes all CAN Mes-
sages received or configured for transmission and 
Client requests over REST or Webserver. At any 
point in time, if there are no requests from the client 
and the Bus enters into a Bus Off state (no ECU is 
sending messages), the CAN2WiFi will also enter 
Deep Sleep mode to save battery charge. 
 
3. EXPERIMENTAL RESULTS 

3.1. WEB Server (REST) Loopback 

The first test measures the latency of Wi-Fi and 
Ethernet along with the Webserver running on the 
system. The test is accomplished as the PC Work-

station is connected to the System with Intel(R) Wi-
Fi 6 AX201 NIC via AP and sends a REST com-
mand of 7 Bytes of data. The Web Server on the 
system processes and returns an echo with the 
same data info as shown in the UML diagram in 
Fig. 7.  

The test is performed with the support of the Win-
dows Form Application developed in the .Net Core 
6 framework. The system is temporarily configured 
in REST Loopback mode. The HTTP Client is used 
to send the POST Command and measure the time 
for response. The sequence is repeated 100 times 
and minimum, maximum and average times for the 
response are measured.  

The archived results are shown in Fig. 8. The aver-
age time for response is 9ms. This is an excellent 
result, considering the usage of the standard library 
for the Webserver driver, which opens and closes 
the TCP connection on every request. 
 

3.2. Can controller Loopback 

The second test is similar, but this time a loopback 
is set on the CAN Controller which is configured in 
InternalLoopBack mode.  In this mode, there is no 
connection to the Physical BUS layer, but any mes-
sage sent is pushed to the Receive buffer (like it is 
received from the Physical Bus Layer) as shown in 
the UML diagram in Fig. 9. 

The sequence is repeated 100 times in a loop and 
minimum, maximum and average times for the re-
sponse are measured again. The obtained results 
are shown in Fig. 10. 

Fig. 6 Flowchart diagram of SW implementation 

Fig. 7. REST Loopback test workflow 

Fig. 8. REST Loopback test results 
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The average time for response is calculated to 
12ms. This is expected and confirms the efficiency 
of the RTOS scheduler which runs at 1ms tick and 
needs at least two ticks to send and process data 
between the tasks. Considering that the nominal 
time for response is 50ms in the upper layers, the 
archived result confirms that this system architec-
ture allows upper-layer protocols to be implemented 
and managed on top of the CAN2WiFi Gateway on 
the front-end side. For internal usage to read the 
VIN and DTC count only the ISO-TP protocol is 
integrated into the design. The front-end application 
handles any security access if required. The system 
will not hold any secret key stored on the device 
and used for secured diagnostics communication. 
The Front-end client needs to implement an unlock-
ing sequence with a seed decryption based on the 
car OEM model and ECU. 

3.3. VIN Vehicle Identification 

An in-car test is made with a Volvo brand car 
parked in the parking area. The device is plugged 
into the OBD Connector. The Android mobile device 
used to search for available Wi-Fi networks is put 
on the windshield glass next to the label of VIN on 
the chassis. The results are shown in Fig. 11. 

The result shows that the device can successfully 
read out the VIN and create an AP with the same 
name identification. After the Wi-Fi Authentication is 
made the car identification is confirmed remotely. 

The extended diagnostic and data read logs, includ-
ing the CAN log are made with the support of a 
front-end application. As a basis, it includes a list of 
ECUs found on the CAN-Bus, along with their VIN 
(in case it is supported) and Logged DTC count. 

 
5. CONCLUSION 
  
The proposed design and architecture of the 
CAN2WiFi System for Intelligent Vehicle Identifica-
tion and Diagnostic confirms the expectation for 
performance, latency, and functionality required for 
the base of Intelligent Transport Enhanced Vehi-
cles. It may be used for different types of secured 
modules to increase the usability, comfort, and 
safety of the vehicle. An example of industry appli-
ances are Wireless Vehicle identification, Intelligent 
Vehicle diagnostic, GNSS/INS/IMS hybrid naviga-
tion systems for manure detection and prediction, 
ADAS supported systems. 
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Abstract 

In this paper we discuss the applicability of a method of multifractal analysis to filtration of images. The method allows decomposing 
of an initial image on non-intersecting subsets, such that every subset contains only the points which have singularity exponents 
from a given interval. The length of the interval is define5d arbitrarily. Every subset there correspond a binary image. The set of 
capacity dimensions of these subsets is a multifractal spectrum. But the using the spectra as classifying signs is not very promising, 
because spectra are defined on different intervals. It turns out to be more productive to consider a set of obtained binary images as a 
representation of the initial one. Among them there are 1-2 binary images which reveal the main structure, so they may be taken for 
the result of filtration. The obtained binary images may form a learning set. The results of experiments are shown for pharmaceutical 
solutions of Ag  

 
 
1. INTRODUCTION 

The study of the properties of various biological 
substances often uses the technique of obtaining 
their crystalline forms (biocrystals). In medicine, 
such methods of crystal growth as adding a sub-
stance to a solution of copper chloride, as well as 
adding a medicinal solution to an oil base, are well 
known. 

In many cases, the properties of the substance 
under study can be judged by the type of crystal 
obtained. 

For complex images fractal and multifractal tech-
niques seems to be relevant for image analysis. 
That is because such structures have the property 
of statistical self-similarity. Multifractals are repre-
sented by a union of several non-intersecting frac-
tals. The set of fractal dimensions of these subsets 
form a multifractal spectrum, which is a vector nu-
merical characteristic.  

The successful application of multifractal character-
istics in the analysis of microscopic images of metal 
sections [1, 2] and in the study of nanostructures [3] 
shows that the same methods can be used in the 
analysis of such complex compounds as biocrys-
tals. 

Fractal methods are based on so called "power 
low": for a given partition of  the set under study the 

measure of i-th element of partition is proportional 

to the side of the element in a power   , and the 
measure of the set is proportional the side of the 

element  in a power of  . 

If the set is a fractal then all    are equal, and equal 
to    which is the fractal dimension of the set. For 
multifractals the powers    may be different, and 
we can imagine the set as a union of subsets, being 
each subset contains elements of the partition with 
the same powers. 

To obtain a multifractal spectrum we should find 
these subsets and calculate their fractal dimen-
sions. 

The first known spectral characteristic is Regny 
spectra. They are calculated by the initial probability 
measure defined on a given partition of the set. 
Then initial distribution is recalculated by a definite 
rule which is controlled by a real parameter q (Reg-
ny parameter) and for each q a numerical charac-
teristic ─ Regny dimension ─ is defined. The di-
mensions are known as generalized Regny dimen-
sions [4]. 

 Regny spectra are not multifractal ones in the 
sense of above definition. In this work we discuss 
another method to obtain multifractal spectrum — 
the calculation of “local density function” [5]. This 
method allows separating an initial set on noninter-
secting subsets (by values of local density function 
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in points of the image) and constructing their graph-
ical representations as binary images. Capacity 
dimensions of the subsets form multifractal spec-
trum. 

Very often too complex structure contains a lot of 
unnecessary details and prevent us from finding 
key peculiarities of the image. A natural way for 
solving this problem is a filtration. This method may 
be easily applied for a filtration of images, because 
it gives a possibility to choose the image from ob-
tained graphical representation which reveal the 
main structure) of the initial image.  

In [6, 7] we applied both fractal and multifractal 
techniques and showed that for many images ap-
pearing in biology and medicine the combination  of 
different methods allows us to obtain classifying 
signs. 

In this work we apply this method to the analysis of 
images of farmaceutical solution of ions of Ag. 
 
2. MAIN DEFINITIONS 

Consider an image   in    and denote the square 

with center   and radius   (half of the side length) 
by       . Denote the measure of pixel intensities 
by  . 
Assume that 

 (      )              

where      — local density function and   is a 
constant.  

For   small enough, then it follows  
 

        
   

            

    
  

The function      characterizes the degree of 
heterogeneity of the pixel intensities distribution in a 
neighbour of  . The points   with local density   

form the level set    {          }  In 
practice we calculate     ,     , take   
[         ] and construct the sets  
 

       {         [      }   
 

where   is a parameter given by a user. We obtain 
a set of binary images. Obviously, this parameter 
controls the number of level sets and allows the 
separation of the image on nonintersecting level 
sets. Then we calculate capacity dimensions 

         for level sets and obtain multifractal 

spectrum      {        }  

The method really is a kind of "controlled filtration". 
The parameter   is the control parameter: it defines 
the number of level sets. Experiments show that 
there are 1-2 main subsets for an image, which 
present main structure and have maximal capacity 
dimension. 

So, we may consider such a subset instead of the 
initial image and calculate for it required character-
istics. The analysis of the image obtained after fil-
tration gives a possibility to find their main peculiari-
ties easier. 
 
3. EXPERIMENTS 
 
We analyzed images of farmaceutical solutions of 
Ag. Two classes were considered: class A (solution 
contains ions), class B (without ions). In images of 
A there are two main structures ─ “flowers” and 
“maple-leaves”. In images from B there are no 
structures. All the images were obtained in mono-
chrome palette. Examples of images are given be-
low. 
 

             

 

Fig. 1. Typical images of the class A: “flowers”  

 

               

 

Fig. 2. Typical images of the class A: “flowers”  
and “maple-leaves” 



CEMA’24 conference, Sofia 9 

                

 

Fig. 3 Typical images of the class B 

 
We see that images of the last class have the struc-
ture different from images of A. 

After application of the described method we ob-
tained for every image a set of binary images. The 
following figure illustrated the set of binary images 
for the first (left) image from the class A. The inter-
val of density functions is [0.9, 4.5], value        
Images are shown for the following intervals of den-
sity function (left to right) [1.3, 2.1),[2.1, 2.5),[2.5, 
2.9). Their capacity dimensions are 0.97, 1.72 and 
1.51 respectively. 

For brevity we do not show images containing  
small number of points. 

 

              

  

Fig. 4 Binary images of the representation  
for the first image of class A (Fig. 1) 

It is easy to see that only two pictures reveal the 
structure of the initial image by the best way. 

On the figures below we take for each image the 
binary image from the representation which has 
maximal capacity dimension. 

 

            

 

Fig. 4 Binary images for elements of Fig. 1 

 

            

 

Fig. 5 Binary images for elements of Fig. 2 

 

             

 

Fig. 6 Binary images for elements of the class B 

 
4. CONCLUSION 

The method of local density function seems to be a 
kind of "controlled filtration", because the number of 
binary images in decomposition of the initial image 
may be taken arbitrarily. The less parameter value 
the better approximation we obtain. But for any 
approximation it is enough to consider only 1-2 
binary images which equivalent to the initial one.  
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Abstract 

Entropy estimation is important in information theory and in applications in many fields, like natural sciences, computer science etc. 
In this work some ways for real-world acoustic signal entropy level calculating technics, are regarded. 

The ability to distinguish these levels within data sets is useful to estimate problematic component by studying their acoustic signals. 
Spectral entropy variations of empiric data could be improving detection in case of small signal to noise ratio. 

It was shown analysis of some practical examples of acoustic recording's entropy. The results can be used in areas of real-world 
signal processing and applications. 

 
 
1. INTRODUCTION 

In recent years, extensive acoustic data has been 
collected through team efforts on interdisciplinary 
projects, and the processing of high dynamic range 
acoustic signals in the presence of noise has been 
discussed [1,2,3,4,12]. This paper is a continuation 
of the work in [4], focusing on specific applications 
and analyses using Approximate Entropy (ApEn).  

In that study, several concepts and properties of 
mutual information and entropy were introduced, as 
well as an interesting approach (see the work of 
Zbili and Rama, 2021, [11]) used in the field of 
compressed sensing, based on Shannon's Source 
Coding Theorem. It is well-known that entropy, as a 
measure of the uncertainty of a random variable, 
takes high values for highly unpredictable variables 
and low values for highly predictable ones. This 
concept has found numerous applications in fields 
such as statistical physics, information theory, 
communication theory, biology, neuroscience, and 
many others [1–12]. Entropy was first introduced as 
a thermodynamic concept to measure molecular 
disorder in a closed system. Shannon entropy is 
one of the fundamental measures used for evaluat-
ing entropy. A brief survey of the literature on the 
empirical estimation of entropy can be found in 
Verdú, 2019 [5].  

Many studies have uncovered complex dynamics 
and chaotic behavior in biological models, particu-
larly those related to predator–prey interactions. 
The well-known continuous-time Leslie–Gower 

model is described in the work of Tsvetkov D. and 
Angelova-Slavova [6], where they prove the exist-
ence of positive ω-periodic solutions using the op-
erator method in Banach spaces with cones.  

Recently, researchers have investigated the dy-
namic behavior of discrete models. Vinoth et al. [7] 
and Hamadneh, T. et al. [8] explored the dynamic 
behaviors of a new Leslie–Gower discrete-time 
system with the Allee effect in predator populations. 
Rich chaotic dynamics for this system, investigated 
using the approximate entropy measure, can be 
seen in [8].  

Approximate Entropy (ApEn) was initially developed 
to analyze medical data, such as heart rate variabil-
ity, in 1991 [9]. It is known that vast amounts of data 
are required for accurate entropy calculation, and 
results can be greatly influenced by system noise, 
[10], which is not always feasible for experimental 
data. ApEn was developed by Steve M. Pincus to 
address these limitations. 
 
2.  APPROXIMATE ENTROPY OF  

EXPERIMENTAL ACOUSTIC DATA  

The sound picture, i.e. experimental data is change 
depending on parameters as temperature, wind 
speed and direction, air pressure and humidity etc. 
In the next it was made the analysis of a set of ex-
perimental data and it was estimate unpredictability 
of its fluctuations by Approximate entropy calcula-
tions. 
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The raw data – time signals recorded from the 
blasts from 122 mm 2S1 howitzer ("Gvozdika”), see 
[4] was exported in MatLab and was calculated the 
Approximate entropy - ApEn correspondingly. 

In the figures 1a), b) was shown signals in time 
domain where the second signal figure 1 b), is a 
part from the first and contains one burst of two 
pulses.  

In [4] was conclude that the presence of a strong 
energy and noise-like component does not signifi-
cantly change the spectral entropy picture.  

The likelihood that similar patterns of observations 
are not followed by additional similar observations 
corresponds to a higher value of approximate en-
tropy. 

 
a) 131072 samples 

 

b) 16384 samples 

Figure 1. a) Blast in first 0.25sec from signal waveform, [4]. 
All signal consists 2to17 samples, Fs=65536Hz 

b) Zoom part of a), first 16384 samples 

Formally, ApEn calculating steps are, [13]: 

Step 1. First, it is required to fix the length of the 

compared patterns (embedding dimension)  , and 
the effective noise filter,  . 

Step 2. Given a data series        of length  , 
define the sequences of length  ,       
                       and       
                        with   being the 
vector acting as template and with   being the rest 
of the subsequences of the data series. Then, de-

termine the distance              as the maxi-
mum distance of the scalar components for each 
vector acting as template once. 

Step 3. Determine the correlation integrals, i.e., the 

regularity or frequency, within a tolerance  , of pat-
terns similar to a given pattern of length  . Using 
the sequences                          
         for              , calculate 

   
                          

                                       
     

Step 4. Define the functions       
          ∑     

         
    , see Pincus 

work [9]. 

Step 5. Determine the likelihood that runs of pat-

terns that are close for   observations remain 
close on the next incremental comparisons, defining 
the negative value of ApEn as: 

• ApEn =                

                  
                                 

          –               , 

                                        

                       

                           
               

The approximate entropies for the blast signal see 
fig. 1a,b, were found in MatLab. All these signals are 
parts same signal see fig1a), i.e. first 2 to 12, 2to13, 
2 to 16 samples presented in fig. 2 a). For these 
parts was found ApEn in MatLab, see Table 1. 

Some of calculations were illustrated on the fig 2b, 
c. 

Table 1 

Name of 
signal* 

App. 
Entropy 

Number of 
samples 

Dim; Lag 

rec9s 0,3401 2^12 2; 10 

rec9ss 0,40203 2^13 2; 10 

rec9sss 0,30635 2^14 2; 10 

rec9ssss 0,22679 2^15 2; 10 

rec9sssss 0,11706 2^16 2; 10 
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*All these signals are first N samples of same signal see 
fig1a), that consist 131071 samples 

 

 

rec9s, 2to12 samp., ApEn=0,3401 
 

 

rec9ss, 2to13 samp., ApEn=0,40203 
 

 

rec9sss, 2to14 samp., ApEn=0,30635 
 

 

rec9ssss, 2to15 samp., ApEn=0,22679 
 

 

rec9sssss, 2to16 samp., ApEn=0,11706 

Figure 2. a) Signals rec 9s to rec9sssss 

 
 

 

Figure 2. b) rec9sss, 2to14 samples, App. Ent. = 0,30635, 
dim = 2, lag = 10. Signal waveform and reconstruction  

the phase 

 

 
 

 

Figure 2. c) rec9sssss, 2to16 samples, App. Ent. = 0,11706, 
dim = 2, lag = 10. 

It can be seen in Table1 that App entropy was de-
crease for increasing of signal time duration, i.e. 
number of samples.  

The approximate entropy of the high regular signal 
is smaller than the random signal. 
 

 

Figure 3. Small sections of 512 samples 
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In next part was regarded small sections, “time 
slices”, of 512 samples, see fig.3, cute from the 
initial signal see fig 1a) and calculate in MatLab the 
ApEn. Signal waveform and corresponding recon-
struction the phase space of the signal for three of 
slices are illustrated on fig. 4. 

These sections may consist fragments, that are 
some reflections of first pics of blast. 
 

 

 

Figure 4. a) Signal waveform and reconstruction the phase 
space of the signal of 512 samples, i.e. rec9__ (1218:1729). 

Dim=2; lag=10. App. Entropy = 0,35341. 

 

 
Figure 4. b) App. Entropy = 0,82006 rec9__ (1818:2329);  

 

 

Figure 4. c) App. Entropy = 1,0354 rec9__ (2718:3229); 

 

In Table 2 are shown results for ApEn for this ‘time 
slices’, where Dim=2, Lag =10, and consist 512 
samples. 

Table 2 

Name of signal 
Approximat
e Entropy 

N samples 

rec9s512 0,30127 (1;512) 

rec9s512_ 0,3339 (1024:1535) 

rec9s512__ 0,35341 (1218:1729); 

rec9s512___ 0,58698 (1518:2029); 

rec9s512____ 0,82006 (1818:2329); 

rec9s512_____ 0,59781 (2118:2629); 

rec9s512______ 0,87876 (2418:2929) 

rec9s512_______ 1,0354 (2718:3229); 

rec9s512________ 0,88358 (3018:3529) 

rec9s512_________ 1,0241 (3318:3829) 

 
3. CONCLUSION AND FUTURE RESEARCH 
 
It was shown that the statistics of the unpredictabil-
ity of the fluctuations of a specific acoustic signal 
can be evaluated using approximate entropy. 

For some small sections or “time slices”, that were 
cut from the initial studied signal, an ApEn was 
calculated in MatLab. 

As a result of these ApEn calculations, the step of 
increasing of ApEn was estimated when there is a 
decrease of the ratio signal/noise, for empirical 
acoustic data - recording of gun fire. 

The Approximate Entropy variations through differ-
ent time signal parts can be seen as a tool for the 
estimation of unpredictability of signal fluctuations. 
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Abstract 

Image registration is an essential task in medical image analysis and has been a subject of ongoing research for several decades. 
Multimodal medical image registration plays a crucial role in the fusion of images, particularly in detecting and treatment of prostate 
cancer. Progress in diverse prostate imaging methods has significantly helped in tumor detection, patient risk assessment, and 
overall healthcare quality. 

The fusion of MRI/PET-PSMA imaging is a novel technique, that holds significant promise by combining biological and morphological 
data for oncological diagnosis, particularly in prostate cancer patients. Nevertheless, the lack of MRI/PET systems underscores the 
need for an efficient approach to merge separate PET-PSMA and MRI images acquired from the same patient. 

This paper offers a comparison of various techniques regarding the registration of MRI and PET/PSMA medical images of the pros-
tate gland. The primary goal is to contribute to the advancement of medical registration methods, particularly those that improve the 
diagnosis of prostate diseases.  

 

 
1. INTRODUCTION 

Prostate cancer remains a leading cause of death 
among men, highlighting the importance of accurate 
diagnosis and early detection. Recent advance-
ments in prostate imaging, particularly the integra-
tion of MRI and PSMA-PET scans, have significant-
ly enhanced tumour localization and risk assess-
ment [1,2]. In this context, multimodal image fusion 
is a technique that merges two or more images 
from different modalities, which is particularly valu-
able in prostate cancer diagnostics. By integrating 
the functional information from PET-scanner with 
the anatomical detail provided by MRI imaging mo-
dality, this technique has become an effective tool 
for enhancing diagnostic accuracy and informing 
treatment strategies [3,4,5,6]. A critical component 
of this fusion process is image registration, which 
aligns images from different modalities into a com-
mon coordinate system. This alignment is essential 
for ensuring that the fused images provide compre-
hensive and precise information, enabling more 
effective diagnosis and intervention strategies.  

As advancements continue in this field, the devel-
opment of robust and accurate registration tech-

niques will be key to improving patient outcomes. 
While these advancements in prostate imaging and 
multimodal fusion offer significant potential, they 
also introduce a range of technical and practical 
challenges that must be addressed to fully realize 
their benefits, particularly in the complex process of 
image registration 

 
2.  CHALLENGES IN MEDICAL IMAGE  

REGISTRATION 

Challenges in medical image registration arise from 
both theoretical issues and the inherent characteris-
tics of medical images, such as low contrast and 
poor quality. For instance, functional images like 
MRI, SPECT, and PET scans often suffer from 
lower signal-to-noise ratios, complicating the regis-
tration process [7,8].  

Additionally, soft tissues and organs, such as the 
prostate, can shift in position due to factors like blad-
der or rectal filling, making accurate alignment diffi-
cult even when bone structures are aligned [7,8].  

Rigid transformations, while straightforward, may be 
inadequate for capturing tissue deformations, 
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whereas free-form transformations, though more 
adaptable, can be unstable and challenging to regu-
larize [7].  

Furthermore, choosing between 2D-2D and 3D-3D 
registration involves trade-offs between computa-
tional complexity and the risk of ignoring out-of-
plane deformations [8].  

In addition, concerns regarding registration speed 
and algorithm robustness remain significant. To 
address these challenges, various registration tech-
niques have been developed, as discussed in the 
next section. 

 
3.  COMPARISON OF PROSTATE IMAGE 

REGISTRATION TECHNIQUES 

Multiple methods have been created for prostate 
image registration, each offering different advanta-
ges and drawbacks.  

For instance, a study [9] compared a semi-auto-
mated clinical rigid registration technique, which 
relied on a urology registrar, to automated methods. 
While the semi-automated approach was time-
consuming and less accurate, the automated rigid 
and non-rigid registration methods, powered by 
libraries within the SimpleITK package [10], demon-
strated better performance and were more suitable 
for clinical application. 

Similarly, Bharatha et al. [11] introduced a deform-
able registration method that improved monomodal 
MRI alignment but required manual segmentation, 
increasing processing time.  

In another example, Alterovitz et al. [12] developed 
a 2D MR image registration technique that depend-
ed heavily on accurate segmentation, making it 
sensitive to errors in prostate identification.  

On the other hand, Brock et al. [13] presented the 
MORFEUS multi-organ deformable registration ap-
proach, which was later applied by Hensel et al. [14] 
for MRI-to-CT registration of the prostate. However, 
this method faced challenges in boundary condition 
calculation and assigning material properties.  

Despite these limitations, automated deformable 
registration methods have shown promise. For in-
stance, paper [15] combined rigid and BSpline 
techniques, followed by a semi-automatic affine 
approach, achieving successful prostate image 
alignment.  

Further advancements include Mitra et al. [16] using 
B-spline deformations with Normalized Mutual In-
formation (NMI) as a similarity measure, refining 
accuracy by utilizing texture images derived from 
directional quadrature filter responses.  

Other studies, such as Oguro et al. [17], have also 
employed the BSpline method, reporting enhanced 
outcomes compared to rigid methods. However, 
Tahmasebi et al. [18] introduced a statistical model-
based approach, which, while effective in defor-
mation modeling, required manual intervention and 
lengthy processing times.  

Advanced automated techniques, such as those in 
paper [19], focused on aligning clinical MRI scans 
with whole-mount (WM) sections of the prostate, 
addressing significant deformations in the middle 
portion of the prostate through intensity-based vol-
umetric registration.  

Finally, modern software tools, such as the ANTS 
toolkit [20] and the Elastix software package [21], 
demonstrated accurate registration with a relatively 
low median in-plane error, highlighting their effec-
tiveness in prostate image registration.  

 
4.  COMPARISON OF DEEP LEARNING 

TECHNIQUES IN MEDICAL IMAGE 
REGISTRATION 

In recent years deep learning methods for image 
registration have seen significant growth. These 
techniques enhance registration accuracy, speed, 
and adaptability across different imaging modalities 
and applications Advances in computing power, 
larger datasets, and upgraded neural network mod-
els have all contributed to the growth in interest in 
these techniques. As we explore and compare the-
se methods, it is important to consider the trends in 
recent research. Figure 1, taken from paper [22], 
compares the number of publications on classical 
image registration with those on deep learning-
based registration over the past decade (2013–
2023). The plot illustrates how image registration 
techniques have evolved, with a notable increase in 
interest in deep learning. The green line in the fig-
ure represents publications on classical image reg-
istration, while the blue line indicates those on deep 
learning-based approaches. This shift highlights the 
growing focus on neural networks and machine 
learning for enhancing registration performance.  
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Building on these traditional methods, deep learning 
has introduced various techniques for medical im-
age registration, each offering distinct advantages 
and drawbacks. Table 1 provides a comparative 
analysis, highlighting key approaches and contras-
ting their effectiveness, efficiency, and application 
suitability across different registration tasks. 

Figure 1: Comparison of Classical vs. Deep Learning-Based Image 
Registration Publications (2013–2023) 

 
 

 

Notably, each deep learning technique offers 
unique advantages depending on the specific regis-
tration task. For example, while deep similarity-
based methods excel in precision, reinforcement 
learning approaches are more efficient for complex 
optimization problems.  

Supervised techniques work best with precisely 
labeled data, whereas unsupervised methods are 
more flexible but require careful tuning.  

Although complex, GANs bridge the gap between 
different imaging modalities, and deep learning-
based validation methods ensure the robustness of 
the registration.  

Ultimately, selecting the right approach depends on 
balancing accuracy, computational resources, and 
the specific medical imaging challenge. 

 
5.  EVALUATION METRICS FOR REGISTRATION 

OF MULTIMODAL MRI/PET IMAGES OF THE 
PROSTATE 

Visual inspection is often considered the gold 
standard for patient-specific verification. However, 
this evaluation method provides no quantifiable 
measure of the success of the registration process. 
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Evaluating the success of multimodal image regis-
tration for MRI and PET images of the prostate is 
an ongoing research challenge, with no universally 
reliable automatic metric for quality assessment. 
Three main evaluation categories are commonly 
used, each offering unique strengths and applica-
tions. These categories are discussed below. 

5.1. Landmark-Based Evaluation 

Landmark-based evaluation provides a direct mea-
sure of how well-known correspondences align after 
registration, but it only assesses accuracy at land-
mark locations, requiring a dense population of 
landmarks for better estimation of overall registra-
tion accuracy. [31] 

Euclidean Distance is a example for such evalua-
tion metric. It measures the straight-line distance 
between corresponding landmarks in two registered 
images. A decrease in distance post-registration in-
dicates improved alignment.  

Another landmark-based metric is the Target Regis-
tration Error (TRE). It measures the distance be-
tween homologous points, excluding fiducials, in 
two registered images and is typically expressed as 
Root Mean Square (RMS) error. The formula is 
shown in Equation.1.  

 

where pi and qi are the corresponding points in the 
two images, N is the number of points and  is the 

Euclidean distance between the 
transformed point and its corresponding point in the 
fixed image. This metric provides detailed insight 
into registration precision and is unaffected by pa-
tient variability, making it ideal for validation on 
phantoms [32].  

In prostate imaging, TRE and Euclidean Distance 
can be calculated by measuring the distance be-
tween corresponding anatomical landmarks in reg-
istered MRI and PET images. 

5.2. Segmentation-Based Evaluation 

When clearly defined landmarks are not available, 
segmentation metrics offer a valid alternative. 

Dice Similarity Coefficient (DSC) measures the 
overlap between two sets of data, typically repre-
sented as binary arrays. In image registration, DSC 

evaluates how well segmented regions from differ-
ent modalities align. For example, when assessing 
the alignment of the prostate gland in registered 
MRI and PET images, DSC determines the degree 
of overlap between the segmented regions in both 
images. The Dice score ranges from 0 (no overlap) 
to 1 (perfect overlap), with a value close to 1 indi-
cating near-perfect registration [33]. 

The 95% Hausdorff Distance (HD) measures the 
95th percentile of distances between boundary 
points in two segmented sets, focusing on the ma-
jority of boundary points rather than outliers. After 
registering MRI and PET images of the prostate, 
95% HD can be calculated to assess how well the 
boundaries of the segmented prostate gland align. 
This metric provides a robust measure of registra-
tion accuracy, particularly when used alongside 
DSC. [34] 

5.3. Transformation Evaluation 

When assessing the quality of a transformation or 
deformation field, a commonly used metric is the 
Jacobian determinant. It evaluates whether the 
transformation preserves anatomical volume or 
introduces distortions. A value of 1 indicates no 
local volume change, values greater than 1 indicate 
contraction, and values less than 1 suggest expan-
sion. Negative Jacobian values indicate singulari-
ties, potentially leading to domain folding and unre-
alistic transformations. The Jacobian ensures topo-
logical preservation, requiring the transformation to 
be continuous, differentiable, and maintaining a 
positive determinant across the image, especially in 
the continuous domain [31]. 

 
6. CONCLUSION 

In conclusion, various approaches to prostate im-
age registration have been developed, each with 
distinct strengths and limitations. Automated meth-
ods, such as those like ANTS and Elastix, have 
proven more efficient and accurate than semi-
automated techniques. Deformable registration 
methods offer improved alignment but often require 
manual intervention and are sensitive to segmenta-
tion accuracy. Recent advancements, including 
BSpline techniques and deep learning models, 
have further refined the process, though challenges 
like computational complexity and processing time 
persist. While visual inspection remains valuable for 
patient-specific verification, it provides no quantifia-
ble measure of registration success. Instead, robust 

(Eq.1) 
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evaluation using metrics like Euclidean Distance, 
Target Registration Error, Dice Similarity Coeffi-
cient, and 95% Hausdorff Distance and the Jacobi-
an determinant are essential for assessing the ac-
curacy of registration methods. Continued innova-
tion in both techniques and evaluation is crucial for 
advancing prostate cancer diagnostics and treat-
ment planning. 
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Abstract 

In this paper an outdoor measurement campaign for almost flat terrain environment is undertaken for wireless mobile applications at 
frequencies 1.0 GHz and 1.5 GHz. The measured results are compared here both with the well – known in the literature “Two–Ray” 
(TR) model of wave propagation, as well as with the also well – known “Extended Hata” (EH) model. As a result, it is found here that 
under the conditions of this outdoor experiment the TR model is much more accurate, as compared to the measured results of ours. 
It is intended that further research by our research group will be conducted by our research group in the direction of comparison of 
our measured results with alternative analytical results which have been produced by us in previous publications of ours, in the “high 
frequency” regime.  

 

 
1. INTRODUCTION 

The problem of electromagnetic (EM) wave propa-
gation over the flat terrain (or over a lossy medium 
with flat interface) is well – known in the literature 
as the “Sommerfeld antenna radiation problem”, 
where the interest here is for observation points 
over the flat interface [1-23]. However, in this paper 
we concentrate in comparing our outdoor experi-
mental measurements in “high frequency” regime 
(here for frequencies 1.0 GHz and 1.5 GHz), which 
are obtained here by our research group, with ap-
proximate or empirical models of electromagnetic 
(EM) wave propagation [24-30]. In near future pro-
posed research by our group, we intend to compare 
our outdoor experimental results measured by us 
here with alternative analytical results which have 
been produced by our research group in previous 
publications of ours (always in the “high frequency” 
regime). 

This paper is organized as following: Section 2 
describes the measurement equipment, as well as 
the procedure followed during our outdoor meas-
urement campaign. Candidate path loss models to 
characterize the measured path loss are introduced 
and discussed in Section 3. Finally, conclusions 
and future research are presented in Section 4. 

 

2. MEASUREMENT CAMPAIGN 

The measurements were carried out in a football 
(soccer) field inside our University (NTUA) campus, 
in order to represent a near flat earth scenario. The 
field was partially covered with grass, whereas it 
was surrounded by tall trees. Fig. 1 illustrates the 
measurement environment, as well as the transmit 
(Tx) and receive (Rx) locations. The red circles 
denote the two different Tx locations, being sepa-
rated about 5 m, which concurrently transmit a con-
tinuous wave (CW) signal at 1.0 GHz (Tx1), and 1.5 
GHz (Tx2), respectively. It is worth noticing that 
under such conditions no wave interference be-
tween the two transmitted EM waves, i.e., from the 
two transmitting antennas, is observed, because of 
the fact that both transmitted waves are very nar-
rowband, since they are CW signals.  

The two (2) antennas were both mounted at a 
height of 2.7 m about the field surface. Two signal 
generators were utilized to produce the transmitted 
signals, which were fed, through similar 3-m low 
loss cables, to similar vertically polarized omnidirec-
tional antennas. They both have a half power 
beamwidth (HPBW) of 45◦ in the elevation plane 
and a constant gain of about 0.20 dBi in the azi-
muth plane at the selected frequencies. The trans-
mitted effective isotropic radiated power (e.i.r.p.), 
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was 16.1 dBm and 18.8 dBm, at 1.0 and 1.5 GHz, 
respectively. 

 

 

Figure 1. Measurement environment and locations 

An SRM-3006 frequency selective field meter by 
Narda GmbH (Pfullingen, Germany) in spectrum 
analysis mode was employed as the receiving unit. 
An electric field isotropic probe was used (420 MHz 
- 6 GHz with a 0 dBi gain), connected to the main 
control unit through a 1.5-m cable. The Rx sensor 
was mounted on a wooden tripod at 1.7 m above 
the field surface. The Rx unit recorded the power 
samples in dBm, using a time average of 2 minutes. 
The Rx sensitivity was -120 dBm. The utilized Rx 
equipment was calibrated according to the ISO/IEC 
17025:2017 standard [24]. Table I summarizes the 
Tx and Rx characteristics adopted in the launched 
measurement campaign. 

TABLE I. Transmitter and receiver characteristics during the 
measurement campaign at each selected frequency scenario 

 

 1.0 GHz 1.5 GHz 

Tx power 17 dBm 20 dBm 

Tx gain 0.20 dBi 

Cable loss 1.14 dB 1.42 dB 

EIRP 16.1 dBm 18.8 dBm 

Rx gain 0 dBi 

Rx sensitivity -120 dBm 

The Rx recorded the signal at distinct positions from 
2 m up to 94 m in three (3) parallel routes, as also 
shown in Fig. 1, in steps of 1 m. At each measure-
ment position the Rx was stationary, having a line-

of-sight (LOS) condition with the Tx. This entails a 
total number of 279 collected power samples at 
each frequency band. 

Based on the received signal power the measured 
path loss PL, in decibels, at each Rx location can 
be described by: 

     
Tx c Tx RxP rPL L G G P              (1) 

where PTx denotes the Tx power in dBm, Lc indi-
cates the cable losses, GTx, GRx stands for the Tx 
and Rx gains, respectively, in dBi, and Pr is the 
received signal power in dBm. Therefore, from (1), 
279 path loss samples are resolved at each exam-
ined frequency scenario at a specific distance dD, in 
meters, between Tx and Rx (length of the direct 
ray) that is given by: 

 2 2( )D t rd d h h    (2) 

where d indicates the horizontal (ground) distance, 
in meters, between Tx and Rx, and ht, hr designate 
the Tx and Rx heights (2.7 and 1.7 m), respectively. 

The raw data for both scenarios are shown in Fig. 
2, where the received power versus distance is 
depicted. It should be pointed out that the distance 
from Tx in logarithmic scale, in meters, represents 
the direct distance (dD) between Tx and Rx. 

 

 

Figure 2. Received signal power at each measured location  
at 1 and 1.5 GHz 

Clearly the power samples imply a flat terrain pat-
tern, where power drops are encountered at specif-
ic distances. This resembles to a two-ray pattern 
model, which will be examined for its appropriate-
ness to model the measured path loss in Section 3, 
below, along with appropriate Extended Hata mod-
el, as well, for comparison purposes. 

 



24   CEMA’24 conference, Sofia 

3.  PATH LOSS MODELS, RESULTS  
AND DISCUSSION 

The two-ray model describes the signal propagation 
using two components. The direct ray between Tx 
and Rx and a ground reflected path ray. The path 
loss, in decibels, based on the two-ray model is 
given by [25]: 

Δ
10 10 V

4
20log 20log 1 Γ e j φπd

PL
λ

 
   

 
 (3) 

where λ is the wavelength, in meters, at each se-
lected frequency, and d is the ground (horizontal) 
distance between Tx and Rx, as previously men-

tioned. Furthermore, VΓ  denotes the vertical polar-

ization reflection coefficient of the ground reflected 
path, and Δφ stands for the phase difference be-
tween the direct and the ground paths. The reflec-
tion coefficient is described by: 
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where θi, is the “grazing angle” of the incident wave 
(i.e., the angle between the incident EM wave and 
the flat terrain), and εr is the relative permittivity of 
the ground. Assuming a very dry ground, εr = 3 
according to [26]. Furthermore, the grazing angle in 
(4), is related to the geometrical propagation char-
acteristics according to: 
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where dG denotes the length of the ground reflected 
ray, in meters, which can be calculated by: 

 2 2( )G t rd d h h    (6) 

Finally, the phase difference between of the path 
lengths between the direct and the ground reflected 
rays are given by: 
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π
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λ
   (7) 

where dD and dG are provided by (2) and (6), re-
spectively. 

Apart from the two-ray path loss model, the meas-
ured path loss is also compared with the “Extended 
Hata” model [27]. A rural/open area environment is 

assumed in this case; therefore, the path loss is 
given by: 

2
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(8) 

where f is the operating frequency in MHz, and PLU 
the path loss considering the urban environment. 
The latter parameter can be calculated according 
to: 
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where dD is the direct ray distance, converted in 
kilometres, between Tx and Rx, and f the operating 
frequency in MHz. Further, a(hr) and b(ht), are the 
correction factors for the Rx and Tx, respectively, 
taking into account their specific heights hr and ht in 
meters. The correction factors are adopted for the 
rural/open area locations and can be calculated by: 

 10( ) min{0,20 }log ( /30)t thb h   (10) 

and 
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(11) 

This model is widely used and is applicable for fre-
quencies up to 3 GHz, and distances up to 40 km, 
respectively. 

Тhe results are presented in Fig. 3 where the path 
loss versus distance (in logarithmic scale) is provid-
ed along with the two different empirical models for 
comparison. 
 

 

(a) 
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(b) 

Figure 3. Path loss results versus distance. (a) 1.0 GHz  
and (b) 1.5 GHz 

It is evident that “two-ray model” adapts better to 
the measured path loss, as it takes into account the 
geometrical characteristics of the propagating sig-
nal in the specific flat-terrain environment. On the 
other hand, the “Extended Hata model”, predicts 
well the path loss in the first few meters (about 10 
m for 1.0 GHz measurements, or about 15 m, for 
1.0 GHz measurements), but diverges afterwards 
compared to the measured samples. 

To compare quantitatively and validate the realized 
outcome, appropriate error metrics are applied, in 
order to analyze the statistical error of each model 
[28], [29]. The mean absolute error (MAE), in deci-
bels, is given by: 

 
1

1
MAE

N
predmeas

i i

i

PL PL
N



   (12) 

where meas
iPL  and meas

iPL  stand for the measured 

and predicted path loss values, respectively, and i 
is the index of the measured sample. Finally, N is 
the total number of path loss samples (279 at each 
frequency scenario). The mean absolute percent-
age error (MAPE) is calculated according to: 
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1
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N predmeas
i i
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PL PL
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    (13) 

Finally, the root mean square (RMS) error, which 
actually represents the shadow factor is given, in 
decibels, by: 
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   (14) 

The prediction errors are computed in the following 
applying (12)-(14), for each assessed path loss 
model. An acceptable RMS error for a path loss 
model is 6-7 dB for urban locations, and higher than 
10 up to 15 dB, for suburban and rural/open areas 
[30]. 

Table II summarizes the numerical results of the 
obtained error metrics for each model and frequen-
cy scenario. 

TABLE II. Statistical results between measured and predicted 
path loss for Two-Ray (TR) and Extended Hata (EH) models 

at each frequency scenario 

Model Metric 1.0 GHz 1.5 GHz 

TR 

MAE 
[dB] 

1.8 1.7 

MAPE 
[%] 

2.6 2.4 

RMS 
[dB] 

2.3 2.1 

EH 

MAE 
[dB] 

9.6 7.6 

MAPE 
[%] 

14.4 11.3 

RMS 
[dB] 

10.8 9.1 

The results in Table II reveal that “Two-Ray” (TR) 
model is better applicable in a near flat-terrain envi-
ronment, that is much lower errors are obtained, as 
compared with the “Extended Hata” (EH) model. In 
terms of RMS error, TR model adjusts slightly better 
at 1.0 GHz, nevertheless the error values between 
the two frequency scenarios are comparable. On 
the other hand, despite the high errors, EH model 
adapts better at 1.5 GHz, which implies that is more 
suitable at higher frequency applications over flat-
terrain. However, at 1.0 GHz the results are dis-
couraging, delivering an RMS error of 10.8 dB, 
which is higher that the acceptable value of 10 dB 
for rural/open areas, as suggested in [30]. 

Therefore, based on the above analysis, EH empiri-
cal model is not recommended for accurate path 
loss predictions in flat-terrain scenarios. Instead, 
geometrical optics (GO) models, such as “TR mod-
el”, are better applicable, providing accurate path 
loss predictions, thus being recommendable for 
such flat-terrain applications. 
 

4. CONCLUSION 

In this paper we presented an outdoor experimental 
measurement campaign of our research group from 
propagation of EM waves over flat terrain (at 1.0 
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GHz and 1.5 GHz) and compared the experimental 
results with the “two – ray” model, as well as with 
the “Extended Hata” propagation model. It was 
found that the former model (“two – ray” propaga-
tion model) provides very good accuracy to the 
measured data (as this might be expected in the 
“high frequency regime”, examined here). 

As future work, the authors intend to assess addi-
tional path loss models of theirs (obtained by them 
through their previous research experience on EM 
propagation problems over the terrain), and validate 
their suitability to predict accurately the path loss in 
near flat-terrain scenarios. 
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Abstract 

In this paper we examine the problem of the radiation of a vertical Hertzian dipole over a lossless medium with flat interface in high 
frequency regime. Here the goal is to calculate the electromagnetic (EM) field value below the flat interface. For this purpose, a novel 
Geometrical Optics (GO) method is adopted here, and in this paper the first step to the problem solution is presented by calculating 
the position of the virtual image for given coordinates of the observation point below the flat interface. In order to accomplish the 
above, Snell’s law and simple trigonometric relations for the given geometry of the problem are used.  

 
 
1. INTRODUCTION 

The problem of electromagnetic (EM) wave propa-
gation over the flat terrain (or over a lossy medium 
with flat interface) is well – known in the literature 
as the ‘Sommerfeld antenna radiation problem’ [1-
23]. Even in more cases the interest may be for 
observation points over the flat interface [1-14], also 
the problem solution below the flat interface can be 
formulated [see e.g. 15-22], and this is performed in 
an exact EM wave formulation [15-22]. On the con-
trast, in this paper we examine the problem of cal-
culating the EM field value for an observation point 
below the flat interface (z<0), where we assume 
that the medium at the region z<0 (see Fig. 1) is a 
lossless and non-magnetic medium, that is εr2 (rela-
tive dielectric constant) o medium 2 is real (εr2 > 1) 
and μr2 = 1 (μr2 is the relative magnetic constant of 
medium 2, below the interface). The source of EM 
radiation in this paper (see also Fig. 1) is assumed 
to be a vertical Hertzian dipole (i.e. dipole of length 
much smaller from the wavelength of EM radiation, 
2l <<λ).  

Furthermore, here we assume that the frequency of 
EM radiation from the vertical Hertzian dipole is 
sufficiently high, so that in this paper we can use a 

‘Geometrical Optics’ (GO) approach, i.e. a ‘ray op-
tics – high frequency’ approximation method. 

Finally, in this paper we will just concentrate on the 
calculation of the exact position of the ‘virtual im-
age’ for an observation point B lying in the region  
z<0 (see Fig. 1). Once the location of the image 
point C has been specified, then the value of EM 
field at the observation point B below the interface 
(Fig. 1)  can be easily calculated by standard image 
theory approached (see e.g. [23]).     
 
2.  PROBLEM GEOMETRY AND SNELL’S LAW 

OF REFRACTION 

The geometry of the problem is shown in Fig. 1, 
above, where we examine here only the two – di-
mensional (2D) case (i.e. calculations only on the 
yz-plane, or x=0 plane / one can easily extend our 
proposed method to the three – dimensional (3D) 
space). The radiating vertical Hertzian dipole is at 
height  z0 = h  above the lossless dielectric medium 
with flat interface [which lies in the region  z<0 , i.e. 
lossless and non – magnetic medium for  z<0 , that 
is  εr2 = dielectric constant = real (εr2 > 1), μr2 = 1, 
index of refraction  n2 = (εr2)1/2 > 1 ]. 
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Figure 1. Geometry of the problem 

Considering a particular point of refraction D (see 
Fig. 1) the well – known Snell’s law for refraction 
holds (see e.g. [23]):  

           
  

  
         √

   

   
                 (1) 

Furthermore, let us consider a second incident ray 
AD’ at a point D’ close to point D, that is: DD’ << 
OD. Then, we obtain a second refracted ray D’F 
(besides the first one, which is DBE ray), which 
intersects the first ray at point C (which is the loca-
tion of the ‘virtual image’. For this second ray, also 
Snell’s law for refraction holds, that is:  
 

            
  

  
              

                       √
   

   
                      (2) 

Next, the geometric problem that we have to solve 
is as following:  

Step 1: Given the coordinates (yB, zB) of the 
observation point B, we will calculate the coordinate 
yD for given coordinates of the source (y = 0, z = z0 
= h) and of the observation point B. This task will be 
presented at Section 3, below (see Fig. 1, and in 
particular Fig. 2).  

Step 2: Once the coordinate yD of the refracting 
point D is calculated (Section 3), the coordinates 
(yC, zC) of the ‘virtual image’ C can be calculated by 
simple geometry (see Section 4 / that is see Fig. 1, 
and, in particular, Fig. 3). 

 

 

3. CALCULATION OF POSITION OF THE 
UNIQUE REFRACTING POINT, GIVEN  
THE COORDINATES OF THE OBSERVATION 
POINT 

 
Figure 2. Problem geometry with coordinates  

of the observation point (B) 

From simple geometrical considerations of Fig. 2, 
and working along the horizontal (Oy – axis) we 
have:  

                                  (3) 

where yD = h tanθi .  

Therefore, from eq. (3): 

       
          

  
                     (4) 

which is a function between the unknown quantities  
θt  and  θi  (quantities  h, yB  and  zB  are considered 
known, here). Moreover, we repeat here (just for 
our convenience) Snell’s law for refraction, eq. (1):  

       √
   

   
                         (1) 

Furthermore, since tanθt appears at eq. (4), we can 
easily transform eq. (1) to a form, where tanθt (in-
stead of sinθt) appears (this can be very easily per-
formed, by using elementary trigonomteric calcu-
lus). Then, in this way, Snell’s law for refraction, ins-
tead of eq. (1), takes the form:  

               
 

  
   
   

         
   

(5) 
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while, by just squaring eq. (4), we obtain: 

              
          

  
            (6) 

Note here that  C(θi), eq. (6), is a monotonic func-
tion, decreasing with  θi . where  DB’= =yB – yD = yB 
– h ∙ tanθi > 0 , then tanθi < <(yB / h) ,  and where   
0  ≤  θi ≤  π/2, while  B(θi), eq. (5), is a monotonic 
function, increasing with  θi   

(0 ≤ θi ≤ π/2). Then, by using, e.g. MATLAB, we 
can easily calculate the angle θi (Fig. 2) for which 
B(θi) = C(θi), yielding the solution   θi = θi

0. Once θi
0 

has been calculated (numerically, as described just 
above), one can easily calculate, successively, the 
following quantities: 

            
                        (7) 

       
   √

   

   
       

                 (8)                                                                       

(which is Snell’s law, once again), and  

                                   (9) 

[see Fig. 2 and eq. (3)].  
 

4.  CALCULATION OF THE COORDINATES  
  OF THE IMAGE POINT 

 
Figure 3. Geometry for the calculation of the image point 

coordinates (C) 

Finally, given the calculation of the quantities men-
tioned at Section 3, above, the calculation of the 
coordinates (yC, zC) of the ‘virtual image’ C can be 
easily performed by simple trigonometric calcula-
tions on triangle CC’D (1st refracted ray of Fig. 3) 

and triangle CC’D’ (2nd refracted ray of Fig. 3), that 
is by working (simple trigonometric calculations) in 
half – space z>0. Then, it can be easily proved that 
the coordinates (yC, zC) of the ‘virtual image’ C are 
provided by the following equations:  

      
       

  

 
 
       

   
              (10) 

and 

    
       

   
        

                 (11) 

where 
       

   
                         (12) 

where Δy2rays = DD’ = chosen small quantity 
(known, DD’ << OD),  θt

0  has been calculated from 
eq. (8) and  Δθt

0 is θ of the 2nd ray, rewritten here 
for our convenience:  

      
     

   √
   

   
        

      
      (13) 

and where angle   (θi
0 + Δ θi

0)  is calculated by (see 
Fig. 3):  

  
     

       (
           

  
)

       

(14) 
Then, from eq. (13), Δθi

0 is also known. 

Finally, note that because of eq. (12) and CD ≈ CD’ 
[for small DD’, as explained below eq. (11), above], 
the coordinates (yC, zC) are ‘almost independent’ of 
the chosen length DD’= =Δy2rays, provided DD’ << 
OD, as explained above.  

5.  NUMERICAL EXAMPLE: CALCULATION OF 
THE POSITION OF THE REFRACTING POINT 
(D) AND OF THE ‘VIRTUAL IMAGE’ (C) FOR 
GIVEN SOURCE AND OBSERVATION POINT 
COORDINATES 

Referring to Fig. 2, in this numerical example we 
choose: z0 = h = 10 m (position of the radiating 
Hertzian dipole, i.e. of the source of EM radiation), 
(yB  = 10 m, zB = = -5 m, hence |  | = 5 m), i.e. the 
coordinates of the observation point, and εr2 = 1.6. 
Then, by calculating at MATLAB eqs. (5) and (6), 
i.e. the quantity  B(θi) [Snell’s law for refraction] and 
quantity  C(θi)  [equation coming from the geometry 
of Fig. 2], and setting  

                                  (15) 
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we find that eq. (15) holds for  θi = 36.320 [once 
again, we emphasize here that we look here for 
angles θi in the interval (00, 900) for which  C(θi) is a 
decreasing function of θi, see eq. (6) and remarks 
below that].  

Then, from eq. (7) we find:  yD = OD = 7.35 m (see 
Fig. 2), and from eq. (9): DB’ = OB’ – OD = yB – yD 
= 2.65 m.  

Furthermore, by choosing (see Fig. 3): DD’= Δy2rays 
= 3 m (which is ‘much smaller’ than OD = 7.35 m, 
that is DD’<<OD, while we chose here DD’ = 3m > 
DB’ = 2.65 m, as it is the case in Fig. 3), we make 
the following successive calculations: 

Moreover, from eq. (14): θi
0 + Δθi

0 = 45.99o, there-
fore Δθi

0 = 9.66o. Further, from eq. (8), i.e. Snell’s 
law: θt

0 = 27.92o, and from eq. (13): θt
0 + Δθt

0 = 
34.65o, therefore: Δθt

0 = 6.73o. Finally, from eqs. 
(10) and (11) we calculate the coordinates of the 
‘virtual image’: yC = -3.22 m, zC = 24.01 m. 

 

Figure 4. Graphs of monotonic functions B(θi), eq. (5), which 
is variant form of Snell’s law, and C(θi), eq. (6), which comes 

from problem geometry 

 

6.  CONCLUSION – SHORT DISCUSSION –  
FUTURE RESEARCH  

In this paper we considered the problem of a verti-
cal short (i.e. Hertzian) dipole antenna in air radiat-
ing above a flat interface. Below the flat interface a 
lossless dielectric medium lies (unbounded for z<0), 
with dielectric constant εr (εr = real). 

In high frequencies the solution to the above EM 
problem can be solved in an approximate fashion 
by applying the ‘Geometrical Optics’ (GO) ap-
proach, that is ‘ray representation’ of the EM waves. 
In this paper, as a first step, the refraction of rays 
on the flat interface is considered (by applying the 
well – known ‘Snell’s law of refraction’) and for giv-

en position (coordinates) of the radiating dipole 
(above the flat interface) and of the observation 
point (below the flat interface) the coordinates (yC, 
zC) of the ‘virtual image’ C of the radiating source 
are calculated.  

The above solution is based, for given coordinates 
of the observation point below the flat interface, on 
the calculation of the position of the unique refrac-
tion point D on the interface. In this way, by apply-
ing our proposed method, a unique position (yC , zC) 
for the ‘virtual image’ C is calculated (our formula-
tion described above is a 2D formulation of the 
problem, where one can easily extend that to a 3D 
problem formulation). 

Concerning corresponding future research by our 
group to this paper (in the near future), the well – 
known EM radiation formula from a vertical Hertzian 
dipole will be used, so that by applying standard 
image theory techniques an approximate EM formu-
la at the receiver position (below the flat interface) 
will be derived (i.e. approximate value of the EM 
field at that point).   

Finally, regarding possible applications of this re-
search can be, for example, for the calculation of 
EM field values below the surface of the sea or of 
lakes, when a vertical antenna radiates above sea 
or lake surface (the rather small value of sea or lake 
water conductivity can be neglected, as a first ap-
proximation, provided that the depth below sea or 
lake surface is sufficiently small).  
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Abstract 

Goal of the presented paper is to conduct electromagnetic (EM)-background research through direct measurements in the most 
sensitive locations (schools) in Tbilisi. Regular measurements/monitoring were conducted. 

Based on the obtained results was determined whether the measured EM field values are in compliance with the existing safety 
limits and whether the environment in which especially children have to live is safe from the point of view of EM pollution. 

 
 
1. INTRODUCTION 

Electronic devices, which operation is accompanied 
by electromagnetic radiation, are introduced in 
modern life at an increasing pace. The background 
of these EM waves around us is increasing day by 
day. As the number of mobile phone users increas-
es, so does the number of base stations, which in 
turn increases the background EM field (EM pollu-
tion). On the other hand, a high quality of connec-
tion must be ensured for the operation of mobile 
phones. In case of a weak connection, the devices 
automatically increase the transmission power [1], 
[2], which has an undesirable effect on both biologi-
cal objects and electronic devices nearby. Added to 
this are many other EM radiations, and obviously, 
all this requires control, since in the near future, the 
increase of the EM background at such a rate may 
lead to uncontrollable processes. 

Current safety standards limit the level of EM radia-
tion to those cases that pose a threat to human 
health, while there may be some other biological 
effect, impact, but it is not considered dangerous to 
health [3]. The influence of RF radiation on living 
organisms is manifested in the form of direct and 
indirect thermal as well as non-thermal effects. 
Biological effects depend on the internal EM field. In 
order to characterize the internal EM field, the coef-
ficient of absorption (SAR-Specific Absorption Rate, 
W/kg) is introduced, which shows the energy ab-
sorbed by the unit of mass in the unit of time. The 
SAR limit recommended by The Council of the Eu-

ropean Union is 2.0W/kg averaged over 10 grams 
of tissue for the body [3]. 

 A high-value EM field can interfere with the opera-
tion of implanted pacemakers and regularly inter-
rupt the delivery or generation of impulses, which 
can lead to the death of the patient [4].  

Scientists believe that the decline in the number of 
pollinators can cause serious problems, more im-
mediate and larger than global warming [5]. It 
turned out that the birds living in the telephone tow-
ers abandoned the nest within a week. Eggs laid in 
nests near transmission towers did not hatch [6]. It 
has been established that EM radiation can also 
have a negative effect on plant crops. Many studies 
show that EM field can inhibit seed germination and 
slow down root growth [7].  

All of the above is the signal that an ecosystem is 
undergoing adverse changes due to EM pollution, 
which will manifest in the near future and will defi-
nitely have an adverse effect on human health/ 
quality of life. It is important to note that if the nec-
essary precautions against EM pollution will not be 
taken, EM exposure will increase day by day and 
more serious disorders will be revealed in people as 
well as in the ecosystem in general.  

All ecosystems of the earth are interconnected. If 
one component of an ecosystem is disrupted the 
whole system will be affected (could cause cascad-
ing effects). The study of these problems is an im-
portant challenge for scientists today because the 
existing studies are incomplete and insufficient. 
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The presented study aims to investigate the EM 
background level in urban areas of Georgia (Tbilisi 
school locations). It is important to determine the 
level of EM radiation and conduct periodic monitor-
ing.  Because each of us has the right to know 
whether the environment where we live is safe from 
the point of view of EM pollution; whether the safety 
norms are followed or not.  
 
2. RESEARCH METHODOLOGY 

Schools, hospitals, shopping malls are locations 
were the concentration of users may vary according 
the day of the week and time within the day. There-
fore, the value of the EM field in the environment 
can be different. In terms of EM background as-
sessment, measurements were made during the 

day in public schools locations (on the school pe-

rimeter where special permission is not required). 
Periodic monitoring was carried out in order to as-
sess the trend (tendency) of EM field values at se-
lected locations, for visibility, appropriate diagrams 
were constructed based on the results obtained. 
Measurements were made in the period from Janu-
ary to June, 2024. Periodic measurements were 
carried out two times over the weekend. The inter-
val between each measurement was varied accord-
ing to weather conditions.  

The measurement methodology used in the study 
was based on the recommendations specified in the 
standards and guidelines. According to the ICNIRP 
guidelines, exposure to RF EM fields is quantified in 
terms of electric field (V/m), magnetic field (A/m) 
and power density (W/m2). HF-B8G was used as a 
measuring device Figure 1. 

For measurements, the 1MHz-8GHz frequency 
range is selected, within which the measuring de-
vice allows to provide non-ionizing radiation defini-
tion with an isotropic antenna. 

In order to initially avoid the influence of weather 
(humidity), measurements were always carried out 
under the same weather conditions, only during 
cloudless periods. 

All measurement was conducted at the same time 
period of the day, to avoid time difference influence 
on measurement [8]. Measurement points were 
selected at a height of about 1.5 meters from the 
ground, as the level of average human height. The 
duration of measurements at each location is de-
termined by 5-6 minutes. Several measurements 
were conducted at various locations around of the 

interested areas (schools) and were selected max-
imum value of the measured EM field. 

 

Figure 1. Measuring device (HF-B8G: Professional High 
Frequency and RF Meter) 

Measurements of EM field values in selected places 
on weekdays and weekends at different intervals 
were carried out in different locations to study the 
dependence of the pollution level on the number of 
mobile phone users (active sources) and the effect 
of time. Analysis of the values obtained by meas-
urement was carried out and compliance with safety 
norms was determined. The data obtained from the 
field measurement device were processed and 
clearly identified which locations of the schools of 
Tbilisi are noteworthy according to the level of pollu-
tion. 
 
3. RESULTS AND DISCUSSIONS 

EM waves emitted from base stations are rapidly 
increasing due to the development of modern tech-
nology capabilities and cause unwanted EM pollu-
tion of the environment. It should be noted that 
people living near base stations are constantly un-
der the influence of EM radiation and in many cases 
are not aware of the unwanted effect. For EMF 
exposure there are some reference levels set by 
international organizations such as WHO, ICNIRP, 
FCC, IEEE and the countries follow the ICNIRP 
reference levels Figure 2.   
 

 

Figure 2. International EM safety reference standard 

For research 25 public school locations were cho-
sen Figure 3. The study focused on measuring the 
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radiated energy and determining whether the loca-
tions of the selected schools are safe in terms of 
electromagnetic pollution; research showed that an 
increasing trend is observed EM field values, which 
can be explained by the change of season (winter 
to spring) Figure 4. 
 

 

Figure 3. EM power density values by the school numbers 
(measured on weekdays) 

 

 

Figure 4. Power density values for each selected public 
school areas measured on weekends 

In this study, measurements of the EM field power 
density in the city of Tbilisi are used to estimate the 
electromagnetic radiation level. It is indicated [10] 
that the radiation density can be considered safe up 
to the level of 10 µW/cm2. The research shows that 
the values of EMF intensity in selected locations of 
Tbilisi are within 1-105 mW/m2.  

Was obtained that one location recorded relatively 
high radiation value (school number 54) Figure 4, 
while the rest were within the acceptable range 
according to both global and local standards Figure 
3. [10]. Therefore, where the measured value is 
higher, it is desirable to take measures to reduce 
the values of the EM field intensity below the 
threshold value. Also, by analyzing the results ob-
tained during the study period, it was determined 
that for this stage there was no significant differ-
ence between the EM field values obtained by 

measurements on weekdays and weekends. Which 
can be explained by the fact that the measurements 
were made on the schools outer perimeter. 
 
4. CONCLUSION 

The interim results of the study are presented in the 
presented paper. The study of these problems is an 
important challenge for scientists today, because 
the existing studies are incomplete and insufficient. 
Research in this direction continues and we will be 
able to make general conclusions about EM pollu-
tion in Tbilisi school locations based on the meas-
urement results. 

It should be noted that although people are devel-
oping means of defence to protect themselves from 
physical threats, they cannot do the same against 
the effects of EM fields, which are rapidly increasing 
day by day and are imperceptible. The studies con-
ducted so far have shown that in the modern world 
it is impossible to completely avoid the effects of 
EM fields. Finding ways to protect against the ef-
fects of EM pollution is extremely important. As the 
above review revealed, the adverse correlation 
between EM pollution and human health and the 
ecosystem in general is clear. 
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Abstract 

This paper investigates the digitalization and encryption of audio signals using the AES symmetric cryptographic algorithm, focusing 
on their application in modern communication systems. Digitalization transforms analog signals into discrete digital form, crucial for 
efficient data processing and transmission in diverse industries. A-law compression optimizes signal bandwidth and storage efficien-
cy while maintaining quality. Results demonstrate analog-to-digital conversion of sinusoidal signals and voice using an 8-bit ADC, 
confirming minimal signal loss with higher quantization levels. AES encryption secures the digitized and compressed signal, ensuring 
data integrity and privacy. Future research will explore signal recovery methods and automated encryption techniques using Sim-
ulink. This study underscores the importance of digitalization and encryption technologies in advancing communication systems 
reliability and security. 

Keywords: digitalization, ADC, encryption, AES, signals, cryptography  

 
 
1. INTRODUCTION 

In today's rapidly advancing technological land-
scape, the digitalization of signals and voice plays a 
central role in numerous aspects of our everyday 
life and industrial applications. Digitalization refers 
to the process of converting analog signals, which 
are continuous and variable, into digital signals, 
which are discrete and binary. This transformation 
is crucial for many reasons, spanning from en-
hanced data processing capabilities to improved 
storage and transmission efficiency. 

Digitalization facilitates the integration and interop-
erability of various devices and systems. In an era 
where the Internet of Things (IoT) is becoming 
widespread, the seamless connectivity between 
smart devices, sensors, and control systems is 
made possible through digital communication. This 
connectivity enables real-time monitoring, data 
analysis, and automation, driving efficiency and 
innovation across industries such as healthcare, 
transportation, and manufacturing.  

Digital signals can be easily compressed, encrypt-
ed, and stored, offering significant advantages in 
terms of data management and security. Tech-
niques like A-law compression, commonly used in 
Europe, allow for efficient use of bandwidth and 
storage space while maintaining high-quality signal 
replication. Encryption ensures that digital infor-

mation can be transmitted securely, protecting sen-
sitive data from unauthorized access and cyber 
threats. 

In the field of voice communication, digitalization 
has transformed how we interact and communicate. 
From mobile phones to voice over Internet Protocol 
(VoIP) services, the conversion of voice to digital 
signals has enabled clearer, more reliable, and 
more versatile communication methods. Features 
such as voicemail, call forwarding, and video con-
ferencing have become standard, enhancing per-
sonal and professional communication. 

In paper [1] authors propose an encryption technol-
ogy for voice transmission in mobile networks using 
the 3DES-ECC algorithm. It combines speech sig-
nal acquisition, 3DES, and ECC algorithms for 
speech data encryption. In [2] is presented speech 
to text conversion system that also encrypts the text 
using the Advanced Encryption Standard (AES) 
algorithm. In [3] authors introduce a k-shuffle based 
audio scrambling technique that produces cipher 
audio with variable audibility, beneficial for percep-
tual video encryption algorithms, showing re-
sistance to certain types of attacks.  

The absence of an analog-to-digital converter that 
uses A-law compression and encryption of the sig-
nal following the literature review underscores the 
relevance of the issue.  
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The models in this paper present source digitization 
and A-law compression. A possibility for signal en-
cryption is provided. For this purpose, two exam-
ples of digitization are examined – a sinusoidal 
signal, to clearly observe the signal transformation, 
and voice. The analog-to-digital converter is a fun-
damental block that enables the conversion of in-
formation from analog to digital form and its trans-
mission to digital devices. Without analog-to-digital 
conversion, the world today would be very different. 
An A-law compression is selected because it is 
used in Europe. 

The main aim of the paper is to explore and de-
monstrate the processes of analog-to-digital con-
version and A-law compression in the context of 
digitizing signals, specifically sinusoidal signals and 
voice. Additionally, the paper aims to highlight the 
significance of these processes in enhancing signal 
quality, reducing noise, and improving the efficiency 
of digital signal transmission. The study also inves-
tigates the application of encryption techniques, 
particularly using symmetric cryptographic algo-
rithms like AES, to secure the digitized and com-
pressed signals. Overall, the paper seeks to provide 
insights into the technical aspects and practical 
applications of digital signal processing in telecom-
munications and related fields. 

 
2. SOURCE DIGITALIZATION 

2.1. Components of the block diagram 

 

Figure 1. Block diagram of an ADC with A-law signal  
compression 

Figure 1 presents a block diagram of analog-to-
digital conversion with A-law signal compression 
made in Simulink. The following blocks are used: 

 Signal Generator: Used to generate a si-
nusoidal signal, which will then be convert-
ed to digital. 

 Zero-Order Hold: This block samples the 
signal at specific time intervals, Δt. Accord-
ing to the Kotelnikov-Nyquist theorem [4], if 
we have a signal with a frequency band 
from fmin to fmax and take the reciprocal of 

the doubled maximum value of the fre-
quency band, the time interval Δt should be 
less than or equal to this value to transmit it 
accurately to the receiver without distortion. 
This can be presented with the formula (1). 

      
 

     
        (1) 

 Quantizer: It discretizes the signal by ampli-
tude and rounds it to the nearest allowed 
level. Rounding to an integer leads to dis-
tortion of the original signal and errors at 
the receiving end. There is a quantization 
step between two allowed levels, which is 
uneven, and the quantization is even.  

 A-law Compressor: It uses an algorithm 
that, instead of even steps between quanti-
zation levels, uses uneven — smaller steps 
for lower levels and larger steps for higher 
levels. This compresses the signal's dy-
namic range and improves its quality. Low-
er levels are important because they carry 
more information. The A-law is a logarith-
mic compression law used in Europe. 

 Several oscilloscopes that visually display 
the analog-to-digital conversion process. 

2.2.  Results from the Source digitalization 
simulation 

 

Figure 2. Graph of the analog signal from oscilloscope Time 
Scope1 and the digital signal from Time Scope2  

with a quantization interval of 1/256 

According to ITU-T standard G.711 for pulse-code 
modulation (PCM) [5] of speech frequencies, the 
best signal digitization is achieved using 256 quan-
tization levels because it uses 8 bits for encoding 
(digitizing) speech. Therefore, the quantization in-
terval in this case will be equal to 1/256. After ex-
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amining the oscilloscope graphs with this value, it 
was found that there is no visual difference between 
the analog and digital signals, as it is shown on Fig. 
2, indicating that the conversion was performed with 
almost no loss. 

To clearly observe the conversion of the analog 
signal to digital, and after testing different values 
that are powers of two, a noticeable difference in 
the graph without zooming in was seen at a quanti-
zation interval value of 1/32.  

In Fig. 3, the analog signal and the digital signal are 
superimposed, and the A-law compressed signal, 
shown in red, clearly demonstrates that the quanti-
zation interval is non-uniform for the latter. The 
purpose of the compression is to improve the quali-
ty of the transmitted signal. In conclusion of the 
experiment, lower levels are more probable and 
carry more information, so they are quantized with a 
smaller step. The opposite is true for higher levels, 
so they are quantized with a larger step. 
 

 

Figure 3. Graph of the signal before and after analog-to-digital 
conversion and after A-law compression  

from the Time Scope oscilloscope 

3. DIGITIZATION OF VOICE 

3.1. Components of the block diagram 

 

Figure 4. Block Diagram of Voice Digitization 

In Fig. 4, a block diagram of voice digitization is 
presented. Its purpose is to demonstrate how 
speech is converted from analog to digital form and 
what happens to the signal after A-law compres-
sion. The following elements are used: 

 Block that Loads an Audio File (From Mul-
timedia file): The file contains my voice, 
with a format of m4a or MPEG audio en-
coding. The signal is dual-channel since it 
is stereo and was recorded using my 
phone's built-in microphone. 

 Analog-to-Digital Converter (Idealized ADC 
quantizer): Built-in ADC block is used to 
convert quickly the voice from analog to 
digital form, as using separate elements for 
analog-to-digital conversion from the first 
diagram takes too much time to perform the 
simulation. According to ITU-T standard 
G.711 for pulse-code modulation (PCM) of 
speech frequencies [5], 256 levels or 8 bits 
are used for signal quantization by level for 
voice digitization. An 8-bit ADC is used for 
this purpose. 

 Block for Converting 2-D Signal to 1-D: 
This block converts the two-dimensional 
stereo signal into a one-dimensional signal, 
as the A-law compression block requires a 
one-dimensional signal.  

 A-law Compressor Block (A-law Compres-
sor): The same as the first experiment. 

 To Audio Device Block: Used for playback 
of the audio file. 

 Oscilloscopes: Used for graphical visualiza-
tion of analog-to-digital conversion and A-
law compression. 

3.2. Results from the Voice digitalization  
       simulation 

In Fig. 5, two graphs depict the digital signal of the 
voice after processing by the ADC and an enlarged 
view of it. These clearly show the analog-to-digital 
conversion. The signal is in two colors because it is 
dual-channel. 

Fig. 6 presents graphs of the signal after A-law 
compression. The wide dynamic range of speech is 
not well encoded by standard ADCs and their linear 
coding, as the quantization step is the same, lead-
ing to errors during analog signal reconstruction. 
For this purpose, A-law compression is used, where 
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low frequencies are quantized with a smaller step 
and high frequencies with a larger one, reducing the 
dynamic range of speech, minimizing quantization 
noise, and enhancing the quality of the transmitted 
digital signal. 

 

Figure 5. Graphs of the digitized signal (voice)  
from the Time Scope1 oscilloscope 

 

 

Figure 6. Graphs of the signal after A-law compression  
from Time Scope2 oscilloscope 

 
4. ENCRYPTION 

For encrypting the digitized and compressed signal, 
various cryptographic algorithms can be used, with 
symmetric cryptographic algorithms like AES being 
recommended for encrypting large volumes of in-
formation. During the experiment, the symmetric 
cryptographic algorithm AES was utilized. 

There are several approaches that can be imple-
mented for encrypting the digitized and compressed 
signal. In this specific solution, the compressed 
signal was first saved into a WAV file using the 
built-in Simulink block "To Multimedia File". Subse-
quently, a MATLAB function was written to convert 
this WAV file into a binary file. The binary file was 

then encrypted using external software. The de-
cryption and information recovery processes were 
successful. As this paper is focused on digitizing 
the source signal, recovering the signal at the re-
ceiver will be the subject of future work. 

Another potential approach for encrypting the digit-
ized and compressed signal involves creating a 
Simulink function that automates the described 
procedures, which also remains a subject for future 
investigation. 
 
4. CONCLUSION 

During the study, graphical analog-to-digital con-
version and A-law compression of sinusoidal sig-
nals and speech were observed. It was found that 
using higher levels of quantization provides better 
digitization of the analog signal. In the first case, 32 
levels were used to observe the digitization process 
more closely. Comparing this with 256-level quanti-
zation, the digital signal showed no visible differ-
ence from the analog signal on the graph, indicating 
minimal loss during inverse conversion. In the se-
cond scheme, voice analog-to-digital conversion 
was performed using an 8-bit ADC according to 
G.711 standard, applying the same principles as in 
the first scheme. A-law compression was utilized in 
both cases to improve the quality of the transmitted 
digital signal. To secure the digitized and com-
pressed signal, a range of cryptographic algorithms 
can be applied, with symmetric methods such as 
AES preferred for their effectiveness with large data 
sets. In this experiment, AES was specifically em-
ployed to encrypt the signal, ensuring robust protec-
tion. 

The report is in implementation of the National Sci-
entific Program "Security and Defense", adopted 
with RMS No. 731/21.10.2021, and financed by the 
Ministry of Education and Science of the Republic 
of Bulgaria according to Agreement No. D01-
74/19.05.2022. 
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Abstract 

The paper presents a study of the effects of 0.20% chlorhexidine gel on the healing process of wounds during the adaptation period 
after prosthetic treatment, taking into account the location and type of placed prosthesis as well as the age of the patients. The con-
dition of the patients was monitored 24, 48 and 96 hours after the placement of the prosthesis. The results of a statistical analysis of 
data from the adaptation period are presented. 

It is concluded that the gel does not affect the size of the lesions, in dependance to the location of the placed prosthesis. Patients 
with partial and total dentures, that have applied gel, have undergone a faster healing process of the lesion compared to the stand-
ard treatment. It was evidenced that there is no relation between the age of the patients and the size of the lesion after prosthetics.  

 
 
1. INTRODUCTION 

The trend of aging of the population and the in-
creased life expectancy of the elderly people in 
Bulgaria and worldwide, increase the need for pros-
thetic treatment [1,2,3]. The partial and total plaque 
prostheses are a method of choice for these pa-
tients, in order to rehabilitate their masticatory ap-
paratus and increase their quality of life overall. 
Some of the most commonly observed lesions on 
the oral mucosa during the adaptive period, after 
prosthetic treatment with removable prosthesis are 

prosthetic stomatitis, traumatic ulcers, fibrous hy-
perplasia and oral candidiasis [4,5,6,7,8]. The sub-
jective symptoms vary depending on the localiza-
tion of the lesion in the oral cavity and lead to the 
inability to use the prosthesis [9]. 

Purpose: To study the effects of 0.20% chlorhexi-
dine gel on the healing process of traumatic lesions 
in the oral cavity, that occurred after removable 
prosthetic treatment, depending on the age of the 
patients, the location and the type of prosthesis. 
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2. MATERIAL AND METHODS 

The study was conducted in two dental practices, 
specializing in prosthetic and surgical dentistry on 
the territory of the city of Varna, Bulgaria, in the 
period from November 2021 to April 2022.  

52 Patients aged 64 to 74 with removable dentures 
took an informed part in the study. They were divid-
ed into two groups in accordance to the instructions 
they received regarding the adaptation period. The 
participants in the first group received only standard 
instructions regarding influencing the traumatic 
lesions after the prosthetic treatment. The second 
group of patients received a recommendation for an 
application of 0.20% chlorhexidine gel three times a 
day, after performing oral hygiene in addition to the 
standard instructions. 

The lesion size was measured in all of the study’s 
participants 24, 48 and 96 hours after the place-
ment of the prosthetic structures. 

2.1. Sample size 

52 patients have undergone prosthetic treatment 
with partial or total plate prostheses. A descriptive 
statistic is presented in table 1 about the general 
characteristics of the patients. The mean age of all 
participants was 69.4. Half of them (26) are male. 
The last three columns contain information related 
to the size of the wound, measured in mm one day, 
two days and four days after the placement of the 
prosthesis. 

Table 1. Descriptive statistics 

 

For the purposes of this study, the patients were 
divided into 2 groups. The first group – Study Group 
(SG) consists of patients who used 0.20% chlorhex-
idine gel after prosthetic treatment. The second 
group – Control Group (CG) included patients, who 
received only standard instructions after the place-
ment of the prostheses. 

Half of the patients (9) in the SG had prosthetic 
structures made for the upper jaw, while the re-
maining patients had a prosthetic structure for the 
lower jaw. In the Control group, 9 of the patients 

had prostheses placed on the upper jaw and 7 on 
the lower jaw. The patients, who had prostheses 
placed on both jaws were 9 in both groups.  

2.2. Statistical analysis 

Descriptive statistics were obtained. Tests for the 
statistical assumptions of normality and homogenei-
ty of variance were made for the variables, where 
needed. The differences between the different 
groups were assessed using Student’s t test or the 
Mann-Whitney U test [10, 11] depending on para-
metric or non-parametric data for continuous varia-
bles. A correlation analysis was also used. Excel 
[12], Matlab [13], and Jamovi [14] software pro-
grams were applied to process the obtained data. 
 
3. RESULTS 
 

The study evaluates the influence of 0.20% chlor-
hexidine gel applied on oral lesions, that have oc-
curred immediately after prosthetic rehabilitation, 
taking into account different factors like age and 
type of prosthetic construction – upper or lower, 
partial or total prosthesis. 

3.1. The effect of the location of prosthesis – 
upper or lower jaw, on wound size  
in patients 

Tables 2 and 3 present summarized information 
about the studied data about the age and size of 
the wound, depending on the location placement of 
the prosthesis for the two groups of patients. 

Table 2. Mean age and mean wound size for LJ, UJ  
and LJ&UJ for Study group 

 
UJ: Upper jaw; LJ: Lower jaw 

Table 3. Mean age and mean wound size for LJ, UJ and 
LJ&UJ for Control group 

 
UJ: Upper jaw; LJ: Lower jaw 
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Tables 2 and 3 show that the mean values of the 
wound size in patients with a maxillary prosthesis 
were smaller than those with a mandibular one, with 
the exception of patients in SG after 96 hours. A 
Mann-Whitney U test was used to confirm the hy-
pothesis for a difference in wound size, depending 
on the prosthetic site. The need for the use of the 
test arises due to the lack of normal distribution of 
the data about the wound size and the small sizes 
of the samples. 

The sizes of the lesions were analyzed after 24, 48 
and 96 hours for the upper and lower jaw for both 
patient groups separately. The results of the tests 
carried out (p>0.05) show that there was no signifi-
cant difference between the size of the lesion in 
dependance of the placement of the prosthesis on 
the upper or lower jaw in both groups of patients 
during the entire healing process. 

Figure 1 shows the mean wound size 24, 48 and 96 
hours after the placement of prostheses on the 
upper and lower jaw respectively for SG and CG.  
 

 

 

 

 

Figure 1. Mean wound size after prosthetic treatment  
of the upper and lower jaw 

Figure 1 demonstrates a trend, that the average 
wound sizes of the gel applying patients were 
smaller than of those who followed standard treat-
ment plans. 

It remains to be established whether the gel has an 
effect on the wound sizes, depending on the loca-
tion of the prosthetic placement. The results from 
the conducted tests, shown in table 4 and table 5, 
do not confirm the observation of a statistically sig-
nificant difference (p>0.05). 

Table 4. Test results, about the difference of the wound size 
in CG and SG when UJ prothesis is used 

  
Statistic df p 

24 hours Student's t -0.125 16.0 0.902 

48 hours Mann-Whitney U 30.0 
 

0.359 

96 hours Mann-Whitney U 38.0 
 

0.837 

Table 5. Test results, about the difference of the wound size 
in CG and SG when LJ prothesis is used 

  
Statistic df p 

24 hours Student's t -1.03 14.0 0.322 

48 hours Mann-Whitney U 19.0 
 

0.190 

96 hours Mann-Whitney U 20.5 
 

0.221 

3.2. Study of the influence of the gel on the  
healing process of lesions in partial  
and full prostheses 

Tables 6 and 7 present the average values of the 
sizes of the lesions after the placement of partial 
and full acrylic prostheses of the patients respec-
tively.  

Table 6. Average values of the sizes of the lesions  
after the placement of partial dentures 

Group 
Wound size 
at 24h [mm] 

Wound size 
at 48h [mm] 

Wound size 
at 96h [mm] 

SG 3,56 1,34 0,67 

CG 4,06 2,13 0,69 

Table 7. Average values of the sizes of the lesions  
after the placement of total dentures 

Group 
Wound size 
at 24h [mm] 

Wound size 
at 48h [mm] 

Wound size 
at 96h [mm] 

SG 5,78 3 1,56 

CG 5 2,67 0,67 

From tables 6 and 7, it can be established that the 
differences in the average values of the size of the 
wound in every group SG and CG separately during 
the healing process are not significantly different. In 
patients with partial dentures, the differences range 
from 0.02mm in 96 hours to 0.79mm in 48 hours 
and in those with complete dentures – from 0.33mm 
in 48 hours to 0.89mm in 96 hours. Due to the 
characteristics of the data, the Mann-Whitney U test 
had to be used once again. The results of the tests 
(p>0.05) confirmed that there is no significant dif-
ference with and without the application of the gel 
for 24, 48 and 96 hours in both groups of patients. 

When comparing the data in tables 6 and 7, it is 
noticeable that the wound is larger in patients with 
total dentures compared to those with partial ones, 
in the beginning of the healing process – after 24 
and 48 hours in comparison with the size of the 
wound after 96 hours. 

The results of the Mann-Whitney U test in the ex-
amination of the wound sizes of patients that have 
not used gel with partial and full dentures confirmed 
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that there are no significant differences in sizes at 
24, 48 and 96 hours (p>0.05). In the SG patients 
however, there is a statistically significant difference 
in wound sizes at 24 and 48 hours, regardless of 
the type of prosthesis, with the wound being larger 
in the case of total dentures. It can be concluded 
that the gel has a positive effect when used for a 
longer time. 

3.4. The effect of the age on wound size  
in patients 

Figure 2 provides a summary of the average age of 
the patients by wound size. 

 

Figure 2. Mean age referred to the wound size 

The influence of the age of the patients from both 
groups – SG and CG, on the course of the wound 
healing process was studied using the Spearman 
correlation method. 

In both groups of patients – those who applied and 
those who did not apply 0.20% chlorhexidine gel on 
the wound, after 24, 48 and 96 hours, no relation-
ship between age and the size of the wound was 
found. All p-values are greater than 0.05. 
 
7. CONCLUSION 

The adaptation period after prosthetic treatment 
with removable dentures can be positively affected 
by following the instructions given out by the attend-
ing physician. Our study shows a statistically signif-
icant difference in wounds sizes at 24 and 48 hours 
in patients who have applied gel, regardless of the 
type of prosthesis – partial or total. There is no rela-
tion between the age of the patients and the size of 
the ulcers 

The application of 0.20% chlorhexidine gel on oral 
lesions has a positive effect in the healing process, 
with long-term use. Age has no statistical correla-
tion to the size of the lesion. 
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Abstract 

The paper presents a study on the influence of 0.20 % chlorhexidine gel on the healing process of lesions in the oral cavity, that 
have occurred after the placement of removable acrylic prostheses. A statistical analysis of the data for prosthetic patients has been 
carried out. The results of the study show that the use of 0.20% chlorhexidine gel has a beneficial effect on the healing process in 
patients with a lesion size of less than 5mm. The relation between the sex of the patients and the size of the ulcers was investigated. 
The influence of gender was confirmed in patients applying the gel, 96 hours after the prosthetic placement. The findings are that the 
healing of lesions in women was faster than in men. 

 
 
1. INTRODUCTION 

The most common soft tissue injuries resulting from 
treatment with removable full plate prostheses are 
ulcus traumaticus and ulcus decubitale [1, 2]. Pres-
sure ulcers on the oral mucosa are commonly ob-
served during the adaptation period, after the 
placement of removable dental prosthetics [2, 3]. 
The subjective symptoms vary depending on the 
localization of the lesions in the oral cavity [4, 5]. 
The most common ones are pain when consuming 
food and drinks, pain when speaking due to the 
movement of the masticatory and mimic facial mus-

cles, pain during palpation and inability to use the 
prosthesis [6]. 

Purpose: To study the effects of 0.20% chlorhexi-
dine gel on the healing process of traumatic lesions 
in the oral cavity, that occurred after removable 
prosthetic treatment, as well as the influence of 
gender on the speed of the healing process. 
 
2. MATERIAL AND METHODS 
 
The study was conducted in two dental practices, 
specializing in prosthetic and surgical dentistry lo-
cated in the city of Varna, Bulgaria, for the period 
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from November 2021 to April 2022. 52 patients who 
have undergone a prosthetic treatment with remov-
able acrylic prostheses were selected and they 
participated after signing an informed consent in 
accordance with the requirements of the Declara-
tion of Helsinki for human and animal research. 

2.1. Sample size 

52 patients of both sexes with removable prosthetic 
structures took part in the study. Inclusion criteria 
were expression of written informed consent to 
participate in the study and indications for fabrica-
tion of a removable plaque prosthesis. The mean 
age of the patients is 69 years, with there being an 
equal number of men and women.  

The participants of the study were separated into 
two groups – Study and Control groups for the 
goals of this research. The general characteristics 
of the patients are described in table 1.  

Table 1. Baseline characteristics of patients 

Characteristics 
Control group Study group 

(n=25) (n=27) 

Age (years) 69.88 ± 0.89 68.89±0.95 

Sexes:  

         Male 14 12 

        Female 11 15 

Prostheses:  

         UJ 9 9 

        LJ 7 9 

        LJ&UJ 9 9 

UJ: Upper jaw;   LJ: Lower jaw;  

 
Each participant in the first group - Control group 
(CG), received written instructions, how to conduct 
the adaptation period after the prosthetic treatment. 
The participants in the second group - Study group 
(SG) received the same instructions, with the addi-
tion of 0.20% chlorhexidine gel to apply to the trau-
matic lesion after each main meal. The patients 
were monitored 24, 48 and 96 hours after the plac-
ing of the prosthetic structures. 

2.2. Statistical analysis 

The methods of descriptive statistics, hypothesis 
testing and correlation analysis were used. Different 
statistical tests are made depending on the distribu-
tion of the data [7]. The results of the tests are used 

in the research to decide whether the data at hand 
sufficiently support a particular hypothesis. The 
significance level of the tests is 5%. Jamovi [8] and 
Matlab [9] were used for data processing and statis-
tical analysis. The variables included in the analysis 
are the size of lesion, measured in mm at 24 h, 48 h 
and 96 h after placement of the prosthetic struc-
tures and the sex of the patients. 
 
3. RESULTS 

Different types of data analyses were performed to 
investigate the influence of 0.20% chlorhexidine gel 
during the healing process, depending on the gen-
der of the participants and the size of the lesion 
after the placement of the removable prosthetic 
structures (partial or total plaque prosthesis). Ta-
bles 2 and 3 present descriptive statistics for the 
study data for the size of the lesion, measured 24, 
48 and 96 hours after the prosthesis placement for 
both patient groups. 

Table 2. Descriptive statistics for Study group 

  
Wound 

size at 24h 
[mm] 

Wound size 
at 48h  [mm] 

Wound 
size at 96h  

[mm] 

Mean 4,30 1,93 0,96 

Median 4 2 0 

Mode 5 0 0 

Std Deviation 2,15 1,92 1,45 

Minimum 1 0 0 

Maximum 8 5 5 

 
Table 3. Descriptive statistics for Control group 

  
Wound size 
at 24h [mm] 

Wound size 
at 48h  [mm] 

Wound 
size at 

96h  
[mm] 

Mean 4,40 2,32 0,68 

Median 4 2 1 

Mode 3 1 1 

Std Deviation 2,08 1,60 0,69 

Minimum 1 0 0 

Maximum 8 6 3 

3.1. Examination of the influence of the gel on 
the size of the lesion during the healing  
period for the Study and Control groups 

A Spearman correlation coefficient is used to as-
sess the strength of the relation between the wound 
size 24 h, 48 h and 96 h after the placement of the 
prosthetic construction for the Study and Control 
groups. The Spearman’s correlation coefficient for 
SG (rho = .75, n = 27, p <0.001) said to be a mod-
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erate correlation between the size of the gel treated 
wound at the beginning of the healing process and 
at the 96th hour. It can be established that the appli-
cation of 0.20% chlorhexidine gel is beneficial to the 
healing process of the oral mucosal injuries, that 
are often observed during the adaptation period 
after the placement of the removable prosthetics. 

It was found that in cases in which the gel was 
used, there was a statistical relationship between 
the size of the primary lesion and its size after 96 
hours i.e. the gel has a beneficial effect on the heal-
ing process. 

The results (rho = .33, n = 25, p =0.107>0.05) for 
the CG show that there is no statistically significant 
correlation in the size of wounds at 24 hours and 96 
hours. There isn’t sufficient evidence to suggest 
that there is a correlation. This proves that the heal-
ing process of the lesion among patients from the 
control group proceeds individually and with a dif-
ferent speed during the adaptation period. Accord-
ing to the results we have obtained 48h after the 
placement of the prosthetics, in 40.7% of patients, 
the lesion, which was treated with the gel has 
healed and in the Control group, where there was 
no gel applied – only 8%. 

The data shows that after 96 hours the healing 
process is complete in 55.6% of patients who have 
applied the gel and 40% of patients who have not 
applied it. 

After a detailed analysis of the data, it was ob-
served that in patients with a lesion size under 5 
mm, the healing of the wound was faster when it is 
treated with 0.20% chlorhexidine gel. To prove this 
hypothesis, the Mann-Whitney U test was applied 
for all three measurements of the wound, since the 
statistical assumption of normality was not met. The 
results of the application of the test are presented in 
table 4. 

Table 4. Mann-Whitney U test for patients  
with a wound of under 5 мм 

 

    U p 

24 hours 
 

Mann-
Whitney U  

84.0 
 

0.520 

48 hours 

 

Mann-
Whitney U 

 

38.5 

 

0.004 

96 hours   
Mann-
Whitney U 

  56.0   0.015 

 

The p-value shows that the gel has an impact on 
the healing process 48 and 96 hours after the 
placement of the partial and full dentures (p<0.05). 

3.2. Research of the influence of the gel on the 
healing process of the lesions depending 
on the gender of the patients 

The aim is to examine the size of the wound 24, 48 
and 96 hours after the placement of the prosthetic 
structures, depending on the sex for all patients. 
Descriptive statistics of the data is presented in 
table 5. 

Table 5. Descriptive statistics, made by gender 

Group Descriptives 

  Group N Mean 
Medi-

an 
SD SE 

24 hours male 26 4.96 5.00 0.424 0.424 

 
female 26 3.731 3.5 1.867 0.366 

48 hours male 26 2.81 3.00 1.86 0.364 

 
female 26 1.423 1.5 1.391 0.273 

96 hours male 26 1.19 1.00 1.39 0.272 

  female 26 0.462 0.00 0.706 0.138 

The table shows differences in the average sizes of 
the traumatic lesions in men and women. In order to 
determine the choice of a test, which will confirm or 
reject the statistical significance of these 
differences, a Normality test (Shapiro-Wilk) and 
Homogeneity of Variances Test (Levene’s) are 
made for the dependent variables (the wound size 
for the 3 periods). The data for 24 hours is normally 
distributed, but for 48 and 96 hours one of the as-
sumptions is not met. The Levene’s test is not met 
for 96 hours. For this reason, the 3 different tests 
are made for the three dependent variables. The 
Student’s t test is made for 24 hours, the Mann-
Whitney U test for 48 hours and Welch’s t test for 
96 hours. The results are shown on table 6. 

Table 6. Test report, about the difference of the wound size  
in dependance of the sex 

    Statistic df p 

24 hours Student's t 2.20 50.0 0.033 

48 hours Mann-Whitney U 191 
 

0.006 

96 hours Welch's t 2.40 37.2 0.022 

No statistically significant differences were ob-
served between both groups (male and female). 
Because the p-value is less than 0.05, it is assumed 
that the difference in the average sizes of the le-
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sions is not significant, taking into account the influ-
ence of sex.  

Table 7 presents the mean values for the size of the 
lesions after 24, 48 and 96 hours in the Study (SG) 
and Control (CG) groups, depending on the sex of 
the patients. 
 

Table 7. Mean wound size for Men and Women  
for Study and Control groups  

Sex 

Wound 
size at 24h 

[mm] 

Wound size 
at 48h [mm] 

Wound size 
at 96h [mm] 

Mеn 
4,92(SG) 
 5(CG) 

2,67(SG) 
2,93 (CG) 

1,67(SG) 
0,79(CG) 

Women 
3,8(SG) 

3,64(CG) 
1,33(SG) 
1,55(CG) 

0,4(SG) 
0,55(CG) 

 
The effect of the gel on the size of the lesion after 
24, 48 and 96 hours has been studied separately 
for men and women. Table 7 shows that the mean 
values of the size of the wound when the gel was 
applied and when it was not applied during the 
healing process do not differ significantly. Only in 
men the average size of the wound after 96 hours is 
twice as large in the SG. The Mann-Whitney U was 
applied to all three measurements of the size of the 
lesion separately for both sexes. In both males and 
females, the results of the test proved that the dif-
ferences in the sizes of the lesions were not statisti-
cally significant.   

The difference of the size of the lesion between the 
two sexes and whether the gel has an effect on it 
was statistically investigated. The results of the 
Mann-Whitney U test (p=0.0234<0.05, U= 210.5) 
for the patients in the Study group after 96 hours, 
taking into account the gender, show with a prolon-
gated gel treatment, the healing process of the 
lesions in females is faster than in males.  
 
4. CONCLUSION 

The study establishes that 93% of patients applying 
0.20% chlorhexidine gel, with traumatic lesion with 
a size less than 5mm, have recovered completely 
after 96 hours. From them 84.6% have already 
recovered fully on the second day.  

The number of recovered patients in the Control 
group after 96 hours is 50%.  An improvement in 
both groups has been reported after 48 hours at the 
earlies.    

From the obtained results it can be concluded that 

oral mucosal lesions with a size of less than 5mm 

are positively affected by the application of 0.20% 

chlorhexidine gel. 

Lesions in women that have used the gel, 96 hours 

after the placement of the prostheses heal faster 

than in men, which proves the influence of gender 

on the healing process. 
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Abstract 

The article presents the results of the research carried out for the analysis and assessment of the main parameters of a forest fire, by 
applying a computer method for rapid remote coordination of a forest fire contour, by joint use of an existing 3D digital model of the 
terrain, GPS and a total station. Applications of the forest fire hazard assessment method are indicated.  

 
 
1. INTRODUCTION 

Forecasting of the basic parameters of the forest 
fire at any point in time during its development is a 
practical and an actual task, the correct solution of 
which allows the successful fight against it.  

The availability of reliable information about the 
shape, area, contour, front, speed and intensity of 
development of a forest fire, as well as the direction 
of its most dangerous spread, is essential for mak-
ing correct management decisions by the manager 
of firefighting, both for the correct organization of 
firefighting actions and for the successful evacua-
tion of the endangered people. 

In practice, many theoretical models describing the 
forest fire phenomenon have found application. The 
practical use of the latter to assess the develop-
ment of forest fires is possible, but a rather complex 
mathematical apparatus is available. This deter-
mines the requirement that the work with the theo-
retical models describing the forest fires should be 
carried out mainly by highly qualified specialists [1], 
[2]. 

In parallel with the purely theoretical models, other 
methods have also found application in the practice 
for monitoring, evaluating and forecasting the de-
velopment of forests fires, such as: 

 space monitoring - when large forest fires 
are detected and their development is mon-
itored by studying satellite images; 

 aviation monitoring - in this case, the detec-
tion of forest fires and the subsequent mon-

itoring is carried out with the help of avia-
tion means; [3] 

 ground monitoring - the detection of forest 
fires and the obtaining of information about 
their development is carried out with the 
help of ground means. 

The problem of predicting the parameters of large 
forest fires and assessing their consequences, 
based on the information obtained from the photo-
graphs by means of satellite monitoring, at the mo-
ment has not yet found its satisfactory solution. The 
difficulty of solving it is determined by various fac-
tors, the most important of which are: [3], [4]. 

 low resolution of satellite images; 

 insufficient efficiency of the process of 
monitoring and transmission of data (up to 
4 times a day) and the need for additional 
time, in some cases over the course of 
hours, for processing and providing the in-
formation; 

 the need of a significant number of fire 
points in the area of the forest fire, neces-
sary for its detection (up to 1 ha); 

 impossibility of providing information in 
conditions of cloudiness and heavy smog;  

 the satellite monitoring system is an effec-
tive tool for monitoring the growth of forest 
fires in flat outdoor terrain (grain fields, non-
forested areas / dry grasses, bushes), as 
there are difficulties in the detection of the 
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development of a low-level fire under a for-
est hillside; 

 a balance has not yet been found between 
the high sensitivity for detecting thermal 
anomalies and excluding to the greatest ex-
tent the possibility of false alarms for forest 
fires. 

Despite the long-standing practice, through the use 
of both manned and unmanned aircraft, aerial moni-
toring of forest fires is also accompanied by a num-
ber of problems, such as: [3] 

 significant financial costs necessary for the 
irrigation of a certain forest area; 

 low efficiency of the unmanned aircraft 
used, resulting from the extremely high 
price and their limited applicability for pa-
trolling over the area of a developed forest 
fire;  

 limited patrolling time of the aircraft, result-
ing from the limited amount of fuel; 

 insufficient sensitivity of the used scanning 
devices, which is inversely dependent on 
their field of vision;  

 aviation monitoring of forest fires is strongly 
influenced by meteorological conditions. 

Modern ground monitoring of forest fires, despite its 
varieties, can be conditionally divided into visual 
monitoring with the help of fire watchers, apparatus-
instrumental sounding of a given forest territory, 
through various technical means, as well as a com-
bination of them. The main problems in their appli-
cation are related to: [3] 

 influence of the human factor, related to a 
decrease in the attention of the fire watch-
ers, unregulated dismissal from the posts, 
submission of inaccurate data; 

 submitting false alarms. 

The new challenges in preventing and fighting for-
est fires in Bulgaria require, in parallel with the im-
provement of traditional methods, the search and 
application of flexible approaches and new models 
combining scientific innovations and information 
efficiency. Based on these circumstances, a "Meth-
odology for remote 3D coordination of fire control" 
was developed.  

2.  METHODOLOGY FOR REMOTE 3D 
COORDINATION OF FIRE CONTROL 

The application of this methodology provides fast 
(5÷15min) and at the same time remote (from 100 
to 5000m) 3D coordination of the contour of a fire, 
through the joint use of: 

 existing 3D digital model of the terrain; [5] 

 total station; 

 Global Navigation Satellite System - GNSS 
(a GPS antenna, receiver and controller are 
used, operating in RTK mode with a sub-
scription to the permanent GPS networks 
existing in the Republic of Bulgaria); 

 laptop or tablet. 

An example scheme of the proposal is given in Fig. 1. 
 

 

Figure 1. Practical demonstration of the applicability  
of the Methodology for remote 3D coordination of a  
fire contour for a forest fire that occurred in a terrain  

located above Lake "Pancharevo" [5]. 

During the research, the following practical tasks 
were set for solution: 

 predicting the shape of the contour of the 
forest fire;  

 prediction of the characteristic components 
of the contour of the forest fire 

 area and perimeter;  

 predicting the direction of the most danger-
ous spread of the forest fire at any point in 
time after its discovery.  

Solving these tasks will contribute to the provision of 
up-to-date, objective and complete data necessary 
for the proper organization of forest fire fighting. 
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 3.  METHODOLOGY FOR REMOTE 3D  
CONTOUR COORDINATION OF FIRES 

Classical geodetic methods for coordinating con-
tours with GPS or total stations require the immedi-
ate presence of a person with a GPS antenna or 
reflector prism at contour points. The use of non-
reflector total stations is applicable at distances 
(50÷200) m and with certain requirements for the 
reflective surface and low smoke. 

In the conditions of a fire, this is practically impossi-
ble, which is why a new methodology for remote 
coordination has been developed, in which the 3D 
coordinates of the contour are obtained as an inter-
section point of a 3D sighting beam from the total 
station (defined with a starting point Xо, Yo, Zo , 
vertical angle Vz, horizontal angle Hz) and a corre-
sponding 3D triangle (defined by three points 
X1,Y1,Z1, X2,Y2,Z2, X3,Y3,Z3) from the digital 
terrain model available to the team. 

To implement the technology, one operator with 
working level total station and GPS skills is required 

For the practical application of the method, prelimi-
nary preparation of the following technical and soft-
ware tools is necessary: 

 a 3D (XYZ) Digital Terrain Model (DTM) in 
WGS84 - GRS80 ellipsoid system is re-
quired; 

 In the presence of digital models in other 
coordinate systems (UTM, BG1970) [6], 
their preliminary transformation to the ac-
cepted world rectangular geocentric system 
WSG84 is necessary. For the exact trans-
formation of the elevations from the Baltic 
Height System in EVRS, it is also neces-
sary to acquire a grid digital model of the 
quasi-geoid adopted for the measurement 
area;  

 development of specialized software for the 
operating system of the adopted computer 
configuration - (for notebook computers - 
"Windows 10,11" or MAC OS) (Apple tab-
lets and smartphones - iOS 5,6,7; for the 
rest Android"). 

The software is required to perform the following 
functions: 

 storage in a binary file of a previously 
compiled 3D digital model of the terrain in 
an area around the location of the fire; 

 selection of a sub-area of 3D DTM around 
the contour of the fire, in order to quickly 
find the intersection of the viewing beam 
with the plane of the corresponding trian-
gle; 

 successively searching for the intersec-
tions of the 3D ray from the total station 
with the plane of each of the triangles and 
finding that triangle for which its intersec-
tion with the 3D ray lies inside it. 

In principle, we are looking for a point Xp,Yp,Zp 
which simultaneously satisfies: 

 the equation of the 3D line (the line of sight 
from the total station); 

 the equation of the plane of a triangle from 
a 3D DTM; 

 lies within the contour of the triangle from 
the 3D DTM – determined depending on 
the sign (+,-) of the determinant of the co-
ordinates of each line and the coordinates 
of the intersection point. 

Finding the intersections with the planes of the tri-
angles from the 3D DTM is done according to the 
methodology and by applying the formulas specified 
in [5]. 

The practical work for carrying out the necessary 
measurements on the terrain in the event of a forest 
fire is carried out in the following sequence: 

 point Station_1 is selected from the locality, 
from which it will be possible to effectively 
observe the fire with the total station for an 
extended period of time; 

 the point is coordinated in the WGS84 sys-
tem by GPS operating in RTK mode (the 
duration of the measurement is about 1 
min., and the accuracy is about 5 mm); 

 a second point is selected - Station_2 at a 
distance (100÷300) m from Station_1, 
which is coordinated in the WGS84 system, 
via GPS; 

 the Total Station is positioned at the Sta-
tion_1 point and oriented to the already 
known coordinates of the Station_2 point; 

 a visual polygonal "walk" of the contour of 
the fire is started with the visual beam of 
the total station through distances (approx-
imately (20÷100) m) consistent with the de-
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sired accuracy of contour determination - 
for each point of the contour, the coordi-
nates are recorded in a file - vertical angle -
Vz and horizontal angle - Hz (the required 
time for the walk depends on the area of 
the fire and on the operator and is approxi-
mately (5÷20) min); 

 after completing the "tour", the file with the 
set of 3D rays is overwritten in a laptop or 
tablet, where the corresponding intersec-
tions lying in the triangles of the 3D DTM 
are determined - the contour of the fire is 
drawn; 

 as an option, it is possible to transform the 
points - intersections of the rays from geo-
centric coordinates XYZ system WGS84 in-
to geographic coordinates Latitude, Longi-
tude, H and a file is generated in KML for-
mat for visualization in Google Earth; [5]. 

 after an expertly determined time, the con-
tour is photographed and drawn again, 
which makes it possible to determine the 
geometric and temporal gradients and pa-
rameters of the fire; 

 since the method works in the world coor-
dinate system WGS84, the 3D results are 
also compatible with other satellite or avia-
tion observations in the same coordinate 
system. For this purpose, an analysis was 
made of the existing geodetic and carto-
graphic materials and data and ways of 
converting them into the currently operating 
"Bulgarian Geodetic System 2005" (BGS 
2005) [6]. 

 
4. CONCLUSION 

The presented results of the research are based on 
the analysis and assessment of the main parame-
ters of a forest fire. Some applications of the forest 
fire hazard assessment method are shown. A com-
puter method for rapid remote coordination of a 

forest fire contour is applied including 3D digital 
model of the terrain, GPS and a total station.  

Several tasks are resolved, as: prediction the shape 
of the contour of the forest fire; prediction of the 
characteristic components of the contour; the area 
and the perimeter of the fire; predicting the direction 
the spread of the fire at any point after its detection. 

Solving the tasks listed above contributes to the 
provision of up-to-date, objective and complete data 
necessary for the proper organization of forest fire 
fighting. The application of the methods provides 
fast and remote 3D coordination of the fire contour. 
The proposed methods are applicable to fighting 
fires in open space and protecting the power trans-
mission and cable telecommunication network. 
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Abstract 

This paper explores the integration of gamification into public transportation systems to promote sustainable travel behaviors within 
smart cities. By incorporating game elements such as points, badges, and leaderboards, public transportation applications can moti-
vate users to choose eco-friendly options. The study examines the potential of gamification to enhance user engagement, analyzing 
key findings from recent research and real-world examples. A proposed framework for a gamified public transportation application is 
presented, along with the essential specifications and methodologies required for development. The application also includes fea-
tures to support national security, disaster management, and emergencies, highlighting the multifaceted benefits of gamification in 
urban mobility. 

 

 
1. INTRODUCTION 

The rising demand for sustainable urban mobility 
solutions has led to the exploration of innovative 
approaches to enhance public transportation sys-
tems. Gamification, the use of game design ele-
ments in non-game contexts, has emerged as a 
promising strategy to increase user engagement 
and promote sustainable behaviours. This paper 
aims to investigate the application of gamification in 
public transportation, focusing on its potential to 
encourage eco-friendly travel habits within smart 
cities. By reviewing recent literature and analysing 
successful real-world implementations, this study 
provides insights into the effective integration of 
gamification elements and proposes a comprehen-
sive framework for developing a gamified public 
transportation application. 

2. LITERATURE REVIEW 

Gamification has emerged as an effective tool for 
boosting user engagement and promoting sustain-

able behaviors. This literature review examines 
gamification in public transportation to support eco-
friendly travel in smart cities. By using points, badg-
es, and leaderboards, transportation apps can en-
courage users to choose sustainable options. Key 
findings, successful strategies, and challenges in 
implementing gamification for sustainable transpor-
tation are highlighted. 

Bitrián, Buil, and Catalán [1] Their study examines 
gamification's impact on mobile application en-
gagement, focusing on points, badges, and leader-
boards. They found ease of use, usefulness, and 
enjoyment key for engagement, while convenience 
was not. A well-designed gamified application can 
enhance user retention and satisfaction. 

Wang et al. [2] This study identifies key gamification 
elements, benefits, and challenges in transporta-
tion. Goals, challenges, points, rewards, and social 
engagement effectively promote sustainable behav-
iour. The study highlights the need for tailored 
gamification strategies for specific issues. 

mailto:donika.sotirova@tu-varna.bg
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Dias Daniel, Junqueira, and Coelho Rodrigues [3] 
They examined a gamified application promoting 
walking and cycling. Using quantitative research, 
they found that perceived usefulness positively 
influenced attitudes towards soft mobility. Instru-
mental attitudes, subjective norms, and perceived 
behavioural control significantly impacted the inten-
tion to use soft mobility. 

Kazhamiakin et al. [4] study introduces a gamifica-
tion platform to influence daily transportation choic-
es and promote sustainable behaviours. Integrating 
Geo localized and temporal data, the platform bal-
ances mobility demand and supply. Personalized 
strategies can achieve long-term engagement and 
behaviour change. 

Henrik Olofsson [5] His thesis explores gamification 
in public transportation to enhance engagement, 
conducted with Kalmar Länstrafik. Evaluating game 
elements in the GoOn application, he found positive 
impacts of points, levels, and achievements. He 
concludes that gamification can increase engage-
ment and appeal, stressing careful design and user-
centric approaches. 

The literature shows that gamification can influence 
transportation behaviors. Effective gamified apps 
boost engagement, promote sustainable habits, and 
improve user experience. Success relies on careful 
design and user-focused approaches. 

3.  REVIEW OF REAL-WORLD GAMIFICATION  
IN PUBLIC TRANSPORTATION 

Numerous real-world initiatives have effectively 
integrated gamification into public transportation 
systems to promote sustainable travel behaviours: 

Transport for London (TfL) "Oyster Pay-As-You-
Go": In London, the Oyster card system lets riders 
load credit for buses, trains, and the Underground. 
Riders earn points per trip, redeemable for ride 
discounts, event access, or merchandise. [6] 

Metropolitan Transportation Authority (MTA) in New 
York: The MetroCard Bonus program offers sav-
ings, including unlimited ride and pay-per-ride op-
tions, plus discounts for students, seniors, and the 
disabled. The eTix application allows trip history 
viewing [7]. 

These programs succeed by aligning incentives 
with objectives like increasing ridership, reducing 
car usage, and promoting sustainable behaviour. 
They also simplify tracking progress and collecting 

rewards, enhancing rider motivation and engage-
ment. 

4. METHODOLOGY 

The study will be conducted as a case study in 
Varna, Bulgaria, focusing on proposing a gamified 
concept and framework for a public transportation 
application. This application will aim to promote 
sustainable transportation behaviour by incorporat-
ing loyalty programs, rewards, badges, and leader-
boards. 

Figure 1 illustrates the proposed mobile app inter-
face, displaying key gamification features designed 
to enhance user engagement and promote sustain-
able travel behaviours. 
 

 

Figure 1. Gamified public transportation mobile application 
user interface 

4.1. Conceptual framework 

The conceptual framework for gamifying a public 
transportation application will involve a combination 
of research and design, as well as the implementa-
tion of gamification elements that are tailored to the 
needs of the target audience. The goal of the gami-
fication is to encourage sustainable transportation 
behavior and to provide a fun and engaging user 
experience for users of the application showcased 
in Fig. 2. 

The diagram illustrates the gamification framework 
proposed for enhancing public transportation en-
gagement and promoting sustainable travel behav-
iours. The framework is divided into two primary 
sections: the current non-gamified system and the 
proposed gamified system. 
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Figure 2. Gamification Framework for Public Transportation 

 
CURRENT SYSTEM  
(WITHOUT GAMIFICATION) 

Ride the Bus: This represents the initial action 
where a user decides to take the bus. 

Pay Ticket: The user pays for their ticket. 

Final Destination: The user reaches their destina-
tion without any additional engagement or rewards. 

PROPOSED GAMIFIED SYSTEM 

The proposed system introduces various gamifica-
tion elements to enhance user engagement and 
promote sustainable behavior. 

Loyalty Program: A 5-day program to reward regu-
lar bus riders. Users earn points or badges for con-
secutive bus rides, redeemable for discounts, ex-
clusive offers, or other incentives, encouraging 
sustainable transportation and providing data on 
ridership patterns. 

Battle Pass/Road Map: Users complete challenges 
and milestones to earn rewards, progressing 
through tiers (Bronze, Silver, Gold, Platinum) based 
on their bus ride frequency. This system provides a 
sense of achievement and motivates users through 
exclusive rewards and competitions. 

Earning Traveling Points (TP): Users earn points 
for actions like ticket purchases, referrals, reviews, 
and spending time in the application. Points can be 
redeemed for discounts, privileges, or merchandise, 
promoting long-term public transportation use, and 
reducing carbon footprints. 

Intrinsic Rewards/Unlockable Content: Rewards 
that provide personal achievement, social recogni-

tion, and meaningful impact. Examples include 
levels, customizable avatars, achievements, and 
educational rewards. 

Levels: Users progress through levels (e.g., Com-
muter, Pro, Eco-Warrior) by using public transporta-
tion. Each level offers new rewards and challenges, 
encouraging continuous application engagement. 

Avatars: Personalized avatars reflecting user inter-
ests, adding a fun and engaging element to the 
application and fostering a sense of community. 

Achievements: Milestones or specific tasks that 
users complete, displayed on their profiles, and 
shared with friends, adding social competition. 

Status: Reflects user engagement and commit-
ment, displayed on profiles, motivating continued 
use. 

Challenges/Quests or Missions: Tasks encourag-
ing creative use of public transportation, enhancing 
user engagement. 

Competition: Leaderboards and challenges create 
friendly competition, motivating users to increase 
their public transportation usage. 

Leaderboards: Users compare their public trans-
portation usage with others, aiming to climb ranks, 
enhancing engagement. 

Badges: Earned for milestones or specific tasks, 
displayed on profiles as sources of pride and ac-
complishment. 

Educational Rewards: Access to resources or 
information about public transportation. 

Extrinsic Rewards: Tangible incentives like dis-
counts, free rides, priority seating, and merchan-
dise. Users earn Traveling Points (TP) for activities 
and redeem them for these rewards. 

Referral Program: Incentivizes users to refer 
friends with reward points, leaderboards, and shar-
ing tools, promoting application engagement and 
sustainable transportation. 

Mini Games: Adds entertainment and educational 
value, with games related to sustainable transporta-
tion, enhancing user engagement. 

Incorporating Local Facts: Challenges involving 
Varna's landmarks, cultural heritage, transportation 
network, and local events make the application 
more engaging and relevant for users. 
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This gamification framework aims to enhance user 
engagement, promote sustainable transportation, 
and support smart city initiatives by making public 
transportation more appealing and rewarding. 

By integrating these gamification elements, the 
proposed system aims to make public transporta-
tion more engaging and rewarding, thereby encour-
aging users to adopt sustainable travel habits. A 
gamified public transportation application can effec-
tively influence sustainable transportation behavior. 
The application will include the following key fea-
tures: 

 User-Friendly Interface: The design will 
focus on ease of use, with intuitive navi-
gation and streamlined ticket purchases. 

 Social Interaction: Features like a news 
feed, direct messaging, and the ability to 
follow other users. 

 Feedback Mechanism: Users can pro-
vide feedback and suggest improvements 
through a rating system. 

5.  APPLICATION SPECIFICATION FOR 
GAMIFIED PUBLIC TRANSPORTATION 

This section outlines the essential specifications for 
developing a gamified public transportation applica-
tion aimed at promoting sustainable travel behav-
iors. The application will incorporate various gamifi-
cation elements such as loyalty programs, rewards, 
badges, and leaderboards. Below is a detailed table 
specifying the key features, development require-
ments, and OS availability for the application dis-
played in Table 1. 

Table 1. Application Specification 
 

Feature Development Requirements 

User-Friendly 
Interface 

UI/UX design, front-end development 

Loyalty Program 
Backend database, points tracking 
system 

Battle Pass/Road 
Map 

Gamification engine, progression 
tracking 

Travel Points 
Points management system, backend 
integration 

Unlockable  
Content 

Content management system, gamifi-
cation elements 

Rewards 
Reward management system,  
e-commerce integration 

Achievements Achievement tracking system 

Challenges/ 
Quests 

Task management system, user 
engagement tracking 

Competitions 
Leaderboard system, competition 
management 

Leaderboards Ranking algorithm, data analytics 

Badges Badge management system 

Referral Program 
Referral tracking system,  
reward allocation 

Social Interac-
tion 

Social media integration,  
messaging service 

Feedback  
Mechanism 

Feedback collection system,  
data analysis 

Mini Games 
Game development, educational 
content creation 

The successful development of this gamified public 
transportation application requires careful planning 
and integration of various features [8] that promote 
user engagement and sustainable travel behaviors. 
By ensuring compatibility across iOS and Android 
platforms, the application will reach a broader audi-
ence, contributing to the goal of enhancing public 
transportation use and supporting smart city initia-
tives. Additionally, robust security features such as 
data encryption, secure user authentication [9], and 
privacy protection mechanisms will be crucial in 
maintaining user trust and safeguarding sensitive 
information. 

6.  GAMIFICATION FOR NATIONAL SECURITY, 
DISASTERS AND EMERGENCIES 

Gamification can be leveraged by the administration 
for national security, disaster management, and 
emergencies. Conducted under the "Security and 
Defense" program, this research showcases tools 
for preventing incidents and accidents. The gami-
fied public transportation application will notify users 
of potential natural disasters, accidents, and crises 
in Bulgaria, educating [10] them on modern infor-
mation protection techniques, human factors in 
security, and societal support. It gathers public 
opinions on security and defense, aiding state and 
local authorities in monitoring and prevention. The 
focus includes assisting authorities during emer-
gencies, alerting the public, and training them for 
self-protection. Users earn points, rewards, social 
statuses, etc. supporting national security. 

7. CONCLUSION 

The integration of gamification elements in public 
transportation applications offers a promising ap-
proach to promoting sustainable transportation 
behaviors within smart cities. By incorporating loyal-
ty programs, rewards, badges, and leaderboards, 
these applications can significantly enhance user 
engagement and motivation. The proposed gamifi-
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cation framework aims to make public transporta-
tion more appealing and rewarding, encouraging 
users to adopt eco-friendly travel habits. Additional-
ly, the application can support national security, 
disaster management, and emergency prepared-
ness by providing timely notifications and educa-
tional content. Future research and development 
should focus on refining these gamification strate-
gies and exploring their long-term impacts to max-
imize their effectiveness in supporting sustainable 
urban mobility. The success of this initiative will 
depend on careful design, user-centric approaches, 
and robust security measures to protect user data 
and maintain trust. 

The report is in implementation of the National  
Scientific Program "Security and Defense", adopted 
with RMS No. 731/21.10.2021, and financed by the 
Ministry of Education and Science of the Republic 
of Bulgaria according to Agreement No. D01-74/ 
19.05.2022. 
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Abstract 

This paper explores the integration of gamification into public transportation platforms to promote sustainable travel behaviors within 
smart cities. By incorporating game elements such as points, badges, and leaderboards, these platforms can motivate users to 
choose eco-friendly options. The study reviews key findings from recent literature, proposes a comprehensive taxonomy for organiz-
ing platform features, and details an ecommerce website for redeeming travel points. Additionally, it examines the role of gamifica-
tion in enhancing national security, disaster management, and emergency response.  

 

 
1. INTRODUCTION 

The demand for sustainable urban mobility solu-
tions has led to the exploration of innovative ap-
proaches to enhance public transportation systems. 
Gamification [1], which involves using game design 
elements in non-game contexts, has shown signifi-
cant potential in increasing user engagement, and 
promoting eco-friendly behaviours. This paper in-
vestigates the application of gamification in public 
transportation, focusing on its ability to support 
sustainable travel habits within smart cities. It syn-
thesizes recent research, proposes a detailed tax-
onomy for a public transportation platform, and 
discusses the development of an ecommerce web-
site for redeeming travel points. The paper also 
explores how gamification can aid national security 
and disaster management efforts. 

2. LITERATURE REVIEW 

This literature review examines the impact of gami-
fication on public transportation and its potential to 

support sustainable travel behaviors within smart 
cities. By integrating game elements such as points, 
badges, and leaderboards, transportation platforms 
can motivate users to adopt eco-friendly travel op-
tions. This review synthesizes key findings from 
recent studies, highlighting successful strategies 
and identifying challenges in implementing gamifi-
cation for sustainable transportation. 

Yen, Mulley, and Meza [2] This study examines 
attitudes and perceptions influencing participation in 
gamification schemes for travel demand manage-
ment in Taipei City. Using structural equation mo-
deling, they identify perceived enjoyment, ease of 
use, and social norms as critical for engagement, 
providing insights for designing effective strategies. 

Yen, Mulley, and Burke [3] Their examination of 
gamification in transportation emphasizes its trans-
formative potential. They propose a framework for 
gamified strategies to enhance travel behavior 
change, highlighting the importance of integrating 
psychological and design elements. 
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Bellotti et al. [4] They explore gamification to en-
hance user experience and efficiency of on-demand 
public transportation. Implementing a system with 
points, badges, and leaderboards, they show signif-
icant improvements in satisfaction and participation, 
demonstrating gamification's potential to transform 
services. 

Caroux et al. [5] This overview identifies key gamifi-
cation elements and their role in promoting sustain-
able behaviors. Reviewing case studies and re-
search, they highlight gamification's potential to 
enhance engagement and satisfaction, while dis-
cussing challenges like technological barriers and 
user acceptance. 

Wang et al. [6] This study investigates the positive 
spillover of sustainable behaviors, emphasizing 
self-determination theory. Data from an online sur-
vey shows that competence, relatedness, and au-
tonomy need mediate the relationship between pro-
environmental preferences and eco-friendly behav-
ior intentions. 

Clipper Card Program in San Francisco Bay Area: 
This reusable card offers discounts for combining 
multiple transportation modes like bus and train 
journeys. [7] 

SmarTrip Program in Washington, DC: Rewards 
riders with off-peak hour discounts, future rides, or 
free rides. Cards can be reloaded for multiple jour-
neys. [8] 

The reviewed literature shows that gamification 
significantly influences transportation behaviors. 
Well-designed gamified applications boost user 
engagement, promote sustainable habits, and im-
prove user experience. Despite technological barri-
ers and user acceptance challenges, the positive 
impacts on retention and satisfaction are clear. 
Future research should optimize gamification strat-
egies, address barriers, and explore long-term ef-
fects. Overall, gamification is a promising approach 
for achieving smart city goals by encouraging eco-
friendly transportation and improving urban mobility. 

3.  TAXONOMY AND FEATURES FOR A PUBLIC 
TRANSPORTATION PLATFORM 

The proposed public transportation platform is 
showcased in Fig. 1 aims to enhance user experi-
ence by incorporating a comprehensive taxonomy 
that organizes its various features and functionali-
ties. This taxonomy ensures that all relevant as-

pects are covered, making the platform user-
friendly and intuitive. 

 

Fig. 1. Suggested user interface of the mobile application 

User Information 

 Account Creation and Management: En-
ables users to create and manage their ac-
counts. 

 Personal Details: Stores user information 
such as name, age, and location. 

 Payment Information: Manages payment 
methods including credit/debit cards and 
PayPal. 

 Travel History: Tracks the user's past trips 
and travel patterns. 

Trip Planning 

 Route Planning: Assists users in planning 
their travel routes. 

 Fare Calculation: Calculates the fare for 
planned trips. 

 Real-Time Arrival Times: Provides real-
time information on bus/train/ferry arrivals. 

 Schedules and Maps: Offers access to 
transportation schedules and maps. 

Rewards and Incentives 

 Traveling Points (TPs): Users earn points 
for using the platform and completing cer-
tain actions. 
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 Badges and Achievements: Rewards  
users with badges and achievements for 
reaching milestones. 

 Leaderboards: Displays user rankings 
based on their earned points. 

 Challenges and Missions: Engages users 
through various challenges and missions. 

 Intrinsic and Extrinsic Rewards: Provides 
both personal and tangible rewards to moti-
vate users. 

Social Engagement 

 Friend-Finding and Referral Program: 
Encourages users to refer friends and con-
nect with others. 

 Sharing Travel Stories and Photos:  
Allows users to share their travel experien-
ces. 

 Public/Private Leaderboards: Offers 
leaderboards for competitive engagement. 

Feedback and Support 

 Customer Support: Provides help and 
support for users. 

 Feedback and Ratings: Collects user 
feedback and ratings for continuous im-
provement. 

 Suggestions and Bug Reports: Allows 
users to report issues and suggest en-
hancements. 

 FAQs and Help Center: Offers a 
knowledge base for common questions and 
support.  

User Management: The platform features a robust 
user management system that stores all user 
data, including the number of points each user 
has earned. 

Point System: A point system rewards users for 
their sustainable transportation behavior. 
Points can be earned through platform usage, 
participating in challenges, and completing 
missions. 

Ecommerce Integration: The platform includes an 
ecommerce section where users can redeem 
their points for discounts and bonuses on vari-

ous products. This enhances user engagement 
and promotes eco-friendly practices. 

Products: The ecommerce section offers a range of 
products, including eco-friendly and transporta-
tion-related items. The product catalogue is 
regularly updated to ensure the availability of 
the latest products. 

Payment System: A secure payment system allows 
users to purchase products using their earned 
points or other payment methods like credit 
cards or PayPal. 

Analytics: A comprehensive analytics system tracks 
user behavior, purchase history, and points 
earned. This data helps improve user experi-
ence and optimize the point system. 

Personal Dashboard: A personal dashboard [9] 
provides users with easy access to their stats 
and progress in the loyalty program. It inclu-
des: 

 Number of trips taken 

 Points earned 

 Rewards redeemed 

 Progress towards rewards 

 Leaderboard ranking 

 Carbon offset 

 Number of referrals 

 Personalized recommendations 

Feedback System: Incorporating a feedback and 
rating system gathers valuable information 
from users about their experiences with the 
loyalty program. This feedback helps im-
prove the program's effectiveness and user 
satisfaction. 

By integrating these features and functionalities, the 
public transportation platform aims to provide a 
comprehensive and engaging user experience. The 
taxonomy serves as a foundation for organizing the 
platform’s elements, ensuring that all aspects are 
addressed to promote sustainable transportation 
behavior and enhance urban mobility. 

4.  ECOMMERCE WEBSITE FOR REDEEMING 
TRAVEL POINTS 

To enhance the user experience and incentivize 
sustainable transportation behaviors, the public 
transportation platform includes an ecommerce 
website. This website allows users to redeem the 
travel points they have earned through various ac-
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tions within the platform. By providing a diverse 
range of rewards, the ecommerce section not only 
encourages continued engagement but also supports 
eco-friendly practices. Figure 2 suggests user inter-
face of the ecommerce website for redeeming travel 
points in a gamified public transportation system. 

 

Fig. 2. Ecommerce Platform for Travel Points Redemption 

Features of the Ecommerce Website: 

1. Cashback Rewards Users can redeem 
their travel points for cashback rewards, 
which can be applied to future purchases 
within the platform or as discounts on 
transportation services. 

2. Exclusive Discounts The website offers 
exclusive discounts on a variety of products 
and services. These discounts are available 
only to users who redeem their travel 
points, providing a unique incentive for ac-
tive participation in the platform. 

3. Free Shipping To further entice users, the 
ecommerce website includes options for 
free shipping on selected items. This 
makes the rewards more accessible and at-
tractive, encouraging users to make more 
eco-friendly transportation choices. 

4. Early Access to New Products Users who 
redeem their points can gain early access 
to new and innovative products. This fea-
ture creates a sense of exclusivity and mo-
tivates users to continue earning and re-
deeming points. 

5. Gift Cards The ecommerce section offers 
gift cards that can be used for various pur-

chases. These gift cards can be an excel-
lent option for users looking to treat them-
selves or others, adding flexibility to the re-
ward system. 

6. Limited Edition Items Special limited-
edition items are available for users who 
redeem their travel points. These exclusive 
products are designed to appeal to users' 
desire for unique and collectible rewards, 
further driving engagement. 

7. Premium Membership Users can use their 
travel points to obtain premium member-
ship status within the platform. Premium 
members enjoy additional benefits such as 
enhanced features, priority support, and 
exclusive content. 

8. Personalized Recommendations The 
ecommerce website provides personalized 
recommendations based on users' travel 
behavior and preferences. This tailored ap-
proach ensures that the rewards are rele-
vant and appealing, enhancing the overall 
user experience. 

Benefits of the Ecommerce Website: The ecom-
merce website is designed to provide numerous 
benefits to users, including: 

 Increased Engagement: By offering a va-
riety of attractive rewards, the website 
keeps users motivated and engaged with 
the platform. 

 Promotion of Sustainable Behaviors: 
The reward system encourages users to 
adopt sustainable transportation habits, 
contributing to the goal of reducing carbon 
emissions and promoting eco-friendly prac-
tices. 

 Enhanced User Satisfaction: With a di-
verse range of rewards, users are likely to 
find something that appeals to them, in-
creasing their satisfaction with the platform. 

 Support for Smart City Initiatives: By 
promoting sustainable transportation and re-
warding eco-friendly behaviors, the ecom-
merce website supports broader smart city 
goals. 

The ecommerce website is a critical component of 
the public transportation platform, providing users 
with a tangible incentive to engage in sustainable 
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travel behaviors. By offering a wide range of re-
wards that can be redeemed with travel points, the 
website enhances user engagement, satisfaction, 
and supports the overall mission of promoting eco-
friendly transportation within smart cities. 

5.  GAMIFICATION ELEMENTS FOR NATIONAL 
SECURITY, DISASTERS AND EMERGENCIES 

The implementation of gamification on a dedicated 
website can enhance national security, disaster 
management, and emergency response efforts. As 
part of the national scientific program "Security and 
Defense," this initiative showcases various tools for 
preventing and managing incidents, disasters, and 
accidents. Users can access real-time notifications 
about potential natural disasters, accidents, and 
crises across Bulgaria directly through the website. 
The platform also educates users on modern infor-
mation protection techniques, the impact of human 
factors on security, and the importance of societal 
support for national security.  

The website serves as a hub for gathering public 
opinions on security and defense matters in Bulgar-
ia, providing valuable insights for improving these 
measures. It supports state and local administration 
bodies by facilitating the monitoring and prevention 
of incidents and disasters. The focus areas include 
assisting authorities during emergencies, alerting 
the public, and providing training on self-protection 
methods. 

By engaging with the website, users earn points 
and rewards, which include both intrinsic and ex-
trinsic benefits, such as social status and recogni-
tion. These gamification strategies increase user en-

gagement and support the broader goals of national 
security and disaster preparedness in Bulgaria. 

6.  CONCLUSION 

The integration of gamification elements into public 
transportation platforms presents a promising ap-
proach to promoting sustainable transportation be-
haviors within smart cities. By incorporating loyalty 
programs, rewards, badges, and leaderboards, the-
se platforms can significantly enhance user en-
gagement and motivation. The development of an 
ecommerce website for redeeming travel points 
further incentivizes eco-friendly travel habits. Addi-
tionally, gamification can support national security 
and disaster management efforts by providing real-
time notifications, educational content, and gather-

ing public feedback. Future research and develop-
ment should focus on refining gamification strate-
gies, addressing technological barriers, and explor-
ing their long-term impacts to maximize effective-
ness in supporting sustainable urban mobility and 
broader smart city initiatives. 

The report is in implementation of the National Sci-
entific Program "Security and Defense", adopted 
with RMS No. 731/21.10.2021, and financed by the 
Ministry of Education and Science of the Republic 
of Bulgaria according to Agreement No. D01-74/ 
19.05.2022. 

References 

[1] M. Sotirov, V. Petrova, and D. Nikolova-Sotirova, “Im-
plementing Gamified Learning in University Environ-
ment,” in 2023 International Conference Automatics and 
Informatics (ICAI), IEEE, Oct. 2023, pp. 476–480.  
doi: 10.1109/ICAI58806.2023.10339098. 

[2] B. T. H. Yen, C. Mulley, and G. Meza, “Exploring the 
attitudes and perceptions influencing user participation 
in gamification schemes for TDM,” Research in Trans-
portation Economics, vol. 99, p. 101300, Jun. 2023,  
doi: 10.1016/J.RETREC.2023.101300. 

[3] B. T. H. Yen, C. Mulley, and M. Burke, “Gamification in 
transport interventions: Another way to improve travel 
behavioural change,” Cities, vol. 85, pp. 140–149, Feb. 
2019, doi: 10.1016/J.CITIES.2018.09.002. 

[4] R. Drakoulis et al., “A Gamified Flexible Transportation 
Service for On-Demand Public Transport,” IEEE Trans-
actions on Intelligent Transportation Systems, vol. 19, 
no. 3, pp. 921–933, Mar. 2018,  
doi: 10.1109/TITS.2018.2791643. 

[5] L. Caroux, A. Arguel, M. Sacher, and C. Lemercier, 
“Gamification in transportation and mobilities: a prelimi-
nary overview of scientific literature,” in 21st Triennial 
Congress of International Ergonomics Association - IEA 
2021, Vancouver, 2021. 

[6] J. Wang, X. Yang, A. Bailey, and J. Wang, “Positive 
spillover of consumers’ sustainable behaviors: The me-
diating role of self-determination need satisfaction,”  
J Clean Prod, vol. 317, p. 128436, Oct. 2021,  
doi: 10.1016/J.JCLEPRO.2021.128436. 

[7] “Muni | Clipper.” Accessed: Feb. 09, 2023. [Online]. 
Available: 
https://www.clippercard.com/ClipperWeb/muni.html 

[8] “About SmarTrip® | WMATA.” Accessed: Feb. 09, 2023. 
[Online]. Available: https://www.wmata.com/fares/smartrip/ 

[9] M. Sotirov, D. Nikolova-Sotirova, T. Georgieva, and  
V. Petrova, “From Dungeons to Dashboards: Integrating 
Game-Based Character Sheet in University Environ-
ment,” in 2023 7th International Symposium on Innova-
tive Approaches in Smart Technologies (ISAS), IEEE, 
Nov. 2023, pp. 1–6.  
doi: 10.1109/ISAS60782.2023.10391326. 



EVALUATING THE EFFICACY OF GAMIFIED PUBLIC  
TRANSPORTATION SYSTEMS: A FRAMEWORK FOR EFFICIENCY 

AND IMPACT MODELLING 
Milen Sotirov 

Nikola Vaptsarov Naval Academy 
Varna, Bulgaria 

m.sotirov@naval-acad.bg 

Valentina Petrova, Assoc. Prof. PhD 

Nikola Vaptsarov Naval Academy 
Varna, Bulgaria 

v.petrova@naval-acad.bg 

Donika Nikolova-Sotirova 

Technical University – Varna 
Varna, Bulgaria 

donika.sotirova@tu-varna.bg 
 
 

Abstract 

This paper explores the integration of gamification into public transportation systems to promote sustainable travel behaviors within 
smart cities. By incorporating game elements such as points, badges, and leaderboards, these platforms can motivate users to 
choose eco-friendly options. The study reviews key findings from recent literature, proposes a comprehensive framework for evaluat-
ing gamification effectiveness, and develops a mathematical model to quantify its impact on user engagement and sustainability. 
Additionally, it examines the role of gamification in enhancing national security, disaster management, and emergency response.  

 
 
1. INTRODUCTION 

The demand for sustainable urban mobility solu-
tions has led to the exploration of innovative ap-
proaches to enhance public transportation systems. 
Gamification, which involves using game design 
elements in non-game contexts, has shown signifi-
cant potential in increasing user engagement and 
promoting eco-friendly behaviors. This paper inves-
tigates the application of gamification [1][2] in public 
transportation, focusing on its ability to support 
sustainable travel habits within smart cities. It syn-
thesizes recent research, proposes a detailed 
framework for evaluating gamification effectiveness, 
and discusses the development of an ecommerce 
website for redeeming travel points. The paper also 
explores how gamification can aid national security 
and disaster management efforts. 
 
2. LITERATURE REVIEW 

Gamification has increasingly been recognized as a 
valuable tool for influencing user behaviors across 

various domains, particularly in promoting sustaina-
ble transportation.  

Deterding et al. [3] They differentiate gamification 
from "serious games" and "playful design," focusing 
on using game design elements in non-game con-
texts. This distinction helps understand how gamifi-
cation can effectively motivate and engage users. 

Reindl et al. [4] Their literature review explores how 
gamification influences sustainable commuting. 
Identifying elements like points, leaderboards, and 
badges, they find these elements encourage behav-
ioral change. Further research is needed to meas-
ure long-term impact and effectiveness. 

Fonseca [5] examines gamification's role in promot-
ing sustainable urban mobility, highlighting adoption 
challenges. Reviewing digital applications, the study 
identifies effective game elements and emphasizes 
personalization, user engagement strategies, and 
integration with existing systems. 

Zimmermann et al. [6] They investigate digital nudg-
ing to shift commuters from car use to public trans-
portation. Using choice-based conjoint analysis, 
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they find that trip recommendations via a mobility 
app significantly influence preferences, highlighting 
the importance of contextual factors and personal-
ized approaches. 

University of Warwick's Sustainable Transportation 
Initiative: Uses gamification to promote sustainable 
transportation among students, awarding points and 
badges for eco-friendly modes like bicycling and 
public transit. [7] 

This literature review explores key studies that high-
light the effectiveness of gamification in encourag-
ing eco-friendly travel behaviors and identifies the 
critical elements and challenges associated with its 
implementation in public transportation systems. 
 
3.  FRAMEWORK FOR EVALUATING 

GAMIFICATION EFFECTIVENESS 

To ensure the success of a gamified public trans-
portation system, it is crucial to evaluate the effec-
tiveness of the implemented gamification elements. 
This section proposes a comprehensive framework 
using specific metrics and statistical methods to 
assess the impact of these elements on user be-
havior and sustainability. 

Engagement Rate: Measures the level of user 
interaction with the gamified platform over time. Key 
metrics include Daily Active Users (DAU), Monthly 
Active Users (MAU), and session length. Statistical 
methods such as trend analysis and cohort analysis 
are used to track and understand engagement pat-
terns. 

Retention Rate: Indicates the percentage of users 
who continue using the platform over a certain peri-
od. High retention rates are essential for long-term 
success. Metrics include 1-day, 7-day, and 30-day 
retention rates, analyzed using survival analysis 
and churn rate calculation. 

Sustainability Impact: Measures the reduction in 
carbon emissions and other environmental benefits 
resulting from increased public transportation use. 
Metrics include public transportation usage, emis-
sion reduction, and miles traveled. Comparative 
and regression analyses are employed to assess 
the relationship between platform engagement and 
sustainability. 

Data Collection: Utilizes app analytics tools to 
gather detailed data on user engagement, retention, 
and behavior patterns. Collaboration with local 
transportation authorities is essential for compre-

hensive data on public transportation usage and 
emissions. 

Data Analysis: Applies statistical methods to rigor-
ously analyze collected data, uncovering trends and 
correlations in user behavior and engagement with 
gamified features. 

Reporting and Feedback: Regular reports sum-
marize findings, insights, and recommendations, 
which are shared with stakeholders. User feedback 
[8] is incorporated to continuously enhance and 
refine gamification elements. 

The proposed framework provides a holistic view of 
user engagement, retention, and sustainability im-
pact, supporting informed decision-making and 
continuous improvement in promoting sustainable 
transportation behaviors. 
 
4.  MATHEMATICAL MODEL OF GAMIFICATION 

IMPACT 

To quantify the impact of gamification on user en-
gagement and sustainable transportation behavior, 
we develop a mathematical model based on user 
behavior dynamics. Let U(t) represent the number 
of active users at time t. 

Differential Equation Model 

The rate of change of active users can be 
modeled using a differential equation:  

     

  
             

where: 
 α is the rate at which new users are attract-

ed due to gamification elements. 

 G(t) represents the gamification factor, a 
function of time that incorporates the ef-
fects of points, badges, leaderboards, and 
rewards. 

 β is the rate at which users lose interest 
and stop using the app. 

Gamification Factor 

The gamification factor G(t) can be modeled as:  

                         

where: 
 P(t) is the points earned by users over time. 
 B(t) is the impact of badges and achieve-

ments. 
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 L(t) represents leaderboard effects. 
 R(t) is the rewards system. 

Solution and Analysis 

Solving the differential equation provides 
insights into user engagement trends:  

     
 

 
             

This solution shows how user engagement stabiliz-
es over time based on the balance between attrac-
tion and attrition rates. 

Framework for Evaluating Effectiveness 

We propose a framework to evaluate the effective-
ness of the gamification elements using the follow-
ing metrics: 

1. Engagement Rate:  

     
    

 
 

where N is the total number of registered 
users. 

2. Retention Rate:  

     
    

    
 

where U(0) is the number of users at the in-
itial time. 

3. Sustainability Impact: Calculate the re-
duction in carbon emissions C(t) due to in-
creased public transportation usage:  

        
    

   
    

where γ is the average emission reduction 
per user and di  is the distance traveled by 
user i. 

The mathematical model developed quantifies the 
impact of gamification on user engagement and 
sustainable transportation behaviour. By using dif-
ferential equations to represent user behaviour 
dynamics, we can predict how gamification ele-
ments like points, badges, leaderboards, and re-
wards influence user retention and attraction. The 
proposed framework, including metrics for engage-
ment rate, retention rate, and sustainability impact, 
offers a structured approach to evaluating the effec-
tiveness of these gamification strategies. This mo-

del provides valuable insights for optimizing gamifi-
cation elements to enhance user engagement and 
promote sustainable transportation practices. 
 
5. FUTURE RESEARCH 

Future research in gamifying public transportation 
can focus on the following areas: 

 User Experience and Engagement: Fur-
ther study of the user experience and en-
gagement levels. 

 Impact on Travel Behavior: Determine 
the long-term impact of gamification on tra-
vel behavior and sustainability. 

 Personalization: Research personalized 
gamification experiences based on user 
preferences and behaviors. 

 Integration with Other Transportation Mo-
des: Explore the impact of integrating gami-
fication with other transportation modes. 

 Cost-Benefit Analysis: Conduct an in-
depth cost-benefit analysis of gamification 
in public transportation. 

 User Demographics: Study the effective-
ness of gamification across different user 
demographics. 

 Interaction with Public Transportation 
Providers: Investigate the interaction be-
tween gamification, public transportation 
providers, and local governments. 

The findings suggest that gamification can effective-
ly promote sustainable transportation behavior and 
increase public transportation adoption. The plat-
form will undergo continuous monitoring and re-
finement based on user feedback and engagement 
data, tracking key metrics to measure the effective-
ness of gamification elements. 
 
6.  GAMIFICATION ELEMENTS  

FOR NATIONAL SECURITY, DISASTERS 
AND EMERGENCIES 

The implementation of gamification on a dedicated 
website can enhance national security, disaster 
management, website and emergency response 
efforts. Part of the national scientific program "Se-
curity and Defense," this initiative showcases tools 
for preventing and managing incidents, disasters, 
and accidents. Users receive real-time notifications 
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about potential natural disasters, accidents, and 
crises across Bulgaria through the website. The 
platform educates users on modern information 
protection techniques, human factors in security, 
and societal support for national security. 

The website gathers public opinions on security and 
defense matters in Bulgaria, providing insights for 
improving these measures. It supports state and 
local administration bodies in monitoring and pre-
venting incidents and disasters. The focus areas 
include assisting authorities during emergencies, 
alerting the public, and providing training on self-
protection methods. 

By engaging with the website, users earn points 
and rewards, including intrinsic and extrinsic bene-
fits such as social status and recognition. These 
gamification strategies increase user engagement 
and support broader national security and disaster 
preparedness goals in Bulgaria. 
 
7. CONCLUSION 

Integrating gamification into public transportation 
platforms presents a promising approach to promot-
ing sustainable transportation behaviors within 
smart cities. By incorporating loyalty programs, 
rewards, badges, and leaderboards, these plat-
forms can significantly enhance user engagement 
and motivation. The development of an ecommerce 
website for redeeming travel points further incentiv-
izes eco-friendly travel habits. Additionally, gamifi-
cation can support national security and disaster 
management efforts by providing real-time notifica-
tions, educational content, and gathering public 
feedback. Future research and development should 
focus on refining gamification strategies, addressing 
technological barriers, and exploring their long-term 
impacts to maximize effectiveness in supporting 
sustainable urban mobility and broader smart city 
initiatives. 

The report is in implementation of the National Sci-
entific Program "Security and Defense", adopted 
with RMS No. 731/21.10.2021, and financed by the 

Ministry of Education and Science of the Republic 
of Bulgaria according to Agreement No. D01-74/ 
19.05.2022. 
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Abstract 

For demanding applications, filtering is an indispensable stage in the computational flow of gradient based edge detection. Of the 
two main filtering techniques – linear and nonlinear, the former, represented generally by the Gaussian weighted average function, is 
preferred due to its capability to handle various noise types, thus rendering the gradients based edge detection universally usable. In 
the speed domain, when implemented in FPGA Gaussian filter, with respect to its mathematics, presents two capital problems: 1) it 
defines the optimal clock frequency of the entire edge detection method; 2) it determines the pipelining efficiency of the whole com-
putational flow in terms of the minimum number of clock cycles required to produce a Gaussian filtered image pixel. This paper 
proposes an organization of Gaussian filtering computations which guarantees the maximizing of operating frequency and the mini-
mizing of the number of clock cycles in FPGA based gradient edge detection without using embedded memory.  

 

 
1. INTRODUCTION 

There are various approahes to filtering in gradient 
edge detection [2][17][19][20]. The most prominent 
representatives of the nonlinear domain – median 
[3][22] and binominal [14][24] filters with their modi-
fications [21], provide good results only for specific 
noise types. The most widely used linear filter in 
gradient edge detection is the Gaussian weighted 
average function [15][25]. In FPGA, Gaussian filter-
ing  mathematics presents problems in terms of 
both clock frequency and number of clock cycles 
[1][4][18][23]. The highest reported clock frequen-
cies in FPGA are 65.044 MHz in Vertex 4 and 
38.725 MHz in Spartan 6 [16] The number of clock 
cycles is not specified.         

This paper proposes an organization of Gaussian 
filtering computations focused on accomplishing the 
following tasks: 1) design an organization of compu-
tations in FPGA based Gaussian filtering which is 
an optimal solution to the problem of speed in 
FPGA based gradient edge detection without using 
embedded memory; 2) investigate the proposed 
organization of computations for maximum operat-

ing frequency maxF and minimum number of clock 

cycles taken to sacure the result minnTclk ; 3) de-

fine the value of maxF in FPGA gradient edge detec-

tion which  uses Gaussian filtering. The tools used 
in the investigations are: Quartus, TimeQuest Tim-

ing Analyzer, ModelSim, Scilab. The hardware de-
scription language is VHDL. Ten Intel (Altera) 
FPGA families are used to obtain the experimental 
data. The analyses and conclusions are relevant for 
gray scale images. 
 

2.  DEFINING THE OPTIMAL VALUE OF maxF  

IN FPGA BASED GRADIENT EDGE 
DETECTION 

Methodology:  

 Differentiate between the two capital ap-
proaches to the FPGA based Gaussian fil-
tering computations 

 Prove the speed superiority of the selected 
approach with respect to the FPGA imple-
mentation 

 Investigate the speed of the proposed or-
ganization of computations on a compara-
tive basis. 

FPGA based Gaussian filtering has three input 
variables: 1) size of input image; 2) size of filter; 3) 
magnitude of coefficients. All of them have a direct 
impact on speed and resource utilization. Basic 
assumptions of the proposed organization are: 1) 
every clock cycle a pixel is set at the Gaussian 
filter's input; 2) image is processed in a row-wise 
fashion; 3) pixels within the square neighbourhood 
are set by columns, left to right. 
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The integer arithmetic in Gaussian filtering produc-

ing the deepest logic defines maxF of FPGA based 

gradient edge detection [11][12]. It is proved that 
the integer division algorithm in [6] is not impacted 
by the magnitude of dividend because the largest 

quotient is always 128  . Experiments in [5], [7], 

[8], [9], [10], [13] prove that under equal test condi-
tions multiplication produces the deepest logic. 
Thus, hard miltiplier’s maximum operating frequen-

cy )(max hardF defines the optimal value of maxi-

mum operating frequency of Gaussian filtering 

)(max GF . )(max hardF depends on miltiplier’s size. 

The selection of size is according to the criteria: 1) it 
must be supported by all FPGA families; 2) it must 
accommodate the widest possible range of coeffi-

cients’ magnitudes. Therefore, )(max hardF  of 18 x 

18 multiplier in its fastest speed grade defines the 

optimal value of )(max GF  and, hence, the optimal 

value of maxF  of FPGA based gradient edge detec-

tion. 
 
2.  GAUSSIAN FILTERING: ORDER OF     

ARITHMETIC OPERATIONS AND PARALLEL 
COMPUTATIONS 

In FPGA, maxF  is a function of input data width. It 

depends on the order in which arithmetic operations 
are executed. For a filter of size zxz  there are two 
general approaches with respect to the position of 
division: 

 Division is executed on the sum of all con-
secutive multiplication results 

                             (1)                            
where 

Nc  is the number of multiplications for a  
        filter’s size, 

Rc  is a multiplication result, 

s      is the sum of filter’s coefficients. 

 Division is executed on the result of each 
consecutive multiplication 

                               .                        (2)  

 

 

Experiments prove that (2) is possible only when 
the division algorithm in [6] is used. Division with 
variable divisor and division by multiplying with 

the reciprocal of divisorare not applicable. In (2) 

)(max GF  cannot be impacted by the filter’s size 

and coefficients’ magnitude, and )(min GnTclk  is a 

constant at )(max GF . 

The functional model of the proposed parallel 
Gaussian filtering is in Figure 1. 
 

 

Figure 1. Functional model of parallel execution of operations 
in Gaussian filtering for 5x5 filter  

The RTL design of Gaussian filtering for one accu-
mulator is in Figure 2. The RTL design of the entire 
model of parallel Gaussian filtering computations for 
filter of size 5x5 is presented in Figure 3. 

 

Figure 2. RTL design of Gaussian filtering  
for a single accumulator 
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Figure 3. RTL design of the entire Gaussian filtering  
for 5x5 filter 

The resource utilization of the RTL design in Figure 
3 is presented in Table 1. 

Table 1. Resource utilization for parallel Gaussian filtering 
with 5x5 filter 

 

 
3.  INVESTIGATING THE SPEED OF THE 

PROPOSED GAUSSIAN FILTERING 
TECHNOLOGY IN FPGA 

Methodology: 

 The proposed organization of computations 
are tested by using various integer division 
algorithms: with a single division operation 
for a pixel, and with z number of division 
operations for a pixel  

 The available organizations of computa-
tions are comparatively tested on the basis 

of )(min GnTclk  for optimal )(max GF  

 Gaussian filter used in the tests: z = 5, cen-
tral coefficient = 159 

The results are in Table 2 and Table 3. 

 

 

Table 2. Speed of the designed organization of Gaussian 
filtering computations for various integer division algorithms 

 

 

Table 3. )(min GnTclk  of Gaussian filtering  at )(max GF  by 

using various computational approaches   

 
 
4. ANALYSIS OF RESULTS 

According to the data in Table 2 the optimal value 

of )(max GF  of the proposed organization of com-

putations is achieved only on the basis of using the 
integer division algorithm in [6]. For Cyclone II-V 

and Stratix I-V, )(max GF  when using the division 

algorithm in [6] is from 84.3% to 86.3% higher than 

)(max GF  when using division with divisor which 

is a variable. For Cyclone, )(max GF  using the divi-

sion algorithm in [6] is 85.7% higher.  

In Cyclone II-V and Stratix I-V, )(max GF  when 

using the division algorithm in [6] is from 5.6% to 

51.7% higher than )(max GF  when using integer 

division by multiplication with the reciprocal of 

divisor. This large difference in percentage terms 
is due to the following: 

 There is no proportionality between the 
number of bits in divisor and the number 
of bits in the integer representing the recip-
rocal of divisor. In this case, the number 
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of bits in the reciprocal of divisoris larger 
than 17 bits 

 In Cyclone II-IV, the largest multiplier size 
is 18x18. Therefore, two hard multipliers 
must be cascaded to execute division. 

Hence, )(max GF  is more than 50% lower. 

 In Cyclone V and Stratix V there is 27x27 

multiplier. Hence, in Cyclone V )(max GF  is 

15.7% lower, and in Stratix V )(max GF   is 

5.6% lower. 

 In Stratix I - IV there is no 27x27 multiplier. 

Therefore, the difference in )(max GF  is ba-

sed on the difference between 18x18 multi-
plier and 36x36 multiplier. 

In Cyclone, )(max GF  when using division algorithm 

in [6] is 66% higher than )(max GF  using integer 

division by multiplication with the reciprocal of 

divisor. This is due to the fact that multiplier here 
is logic elements based. For this width of the recip-

rocal of divisor the optimal value of )(max GF  is 

achieved for 5 clock cycles. In the proposed organi-
zation of computations multiplication must be exe-
cuted within a single clock cycle. 

The data in Table 2 shows that for all tested integer 

division algorithms )(min GnTclk  is a costant. Be-

cause in division with divisor which is a variable 
and division by multiplication with the reciprocal of 

divisor there is a rounding operation, and round-
ing is executed within a separate clock cycle, filter-
ing an image pixel with the division algorithm in [6] 
requires two clock cycles less. 

Table 3 shows that for )(min GnTclk  the proposed 

organization of computations is from 81.3 to 83.4% 
faster than the approaches to Gaussian filtering 
when using division with divisor which is a varia-
ble, and from 77% to 80% faster than the other 
approaches to Gaussian filtering when using divi-
sion by multiplication with the reciprocal of divisor 
 
5. CONCLUSION 

Proposed is an organization of Gaussian filtering 
computations for FPGA based gradient edge detec-
tion without using embedded memory. Experiments 
in ten Intel (Altera) FPGA families prove that 

)(max GF  is defined by maxF  of 18x18 hard multi-

plier and )(min GnTclk  is equal to the side of 

Gaussian filter plus one. 
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Abstract 

A single pixel thin contours and continuous contours are two important criteria for precision in edge detection. Satisfying these crite-
ria by applying the traditional (John Canny’s) approach requires the addressing of two specific problems in FPGA based gradient 
edge detection: 1) the traditional mathematics of edge thinning leads to up to 50% of false negatives in a number of cases for vari-
ous image statistics. This problem was addressed, thoroughly analyzed and resolved by proposing a correction to the non-maximum 
suppression mathematics; 2) the threshold calculation in a sequential fashion by using the entire image statistics is incompatible with 
the concept of speed and the use of FPGA based gradient edge detection for demanding applications in real time. The latter is dealt 
with and resolved in this paper by proposing a non-maximum suppression with simultaneous dynamic threshold computation. The 
organization of computations is investigated for its upper speed limit in ten Intel (Altera) FPGA families  

 
 
1. INTRODUCTION 

There is a nunber of approaches to the problem of 
thrershold computation in gradient edge detection. 
They can be summarized as: 1) within-class vari-
ance method, 2) customized threshold function; 3) 
self-adaptive threshold computation; 4) connected 
component analysis algorithm, 5) genetic algorithm, 
6) adaptive threshold computation by doing a differ-
ential operation on amplitude gradient histogram,  
6) adaptive threshold selection method, 7) adaptive 
dual-threshold detection method; 8) self-adaptive 
threshold; 9) type-2 fuzzy set-based technique; 10) 
S-membership function [16]. All of them are execut-
ed as a separate stage after the entire image has 
been non-maximum suppressed [6][11][12] [13]. 
The most widely applied is the within-class variance 
method used for adaptive thresholding based on 
calculating: 1) the gray level gradient histogram; 2) 
the probability of background and object; 3) the 
maximum between-cluster variance of different 
regions; 4) the threshold with maximum between-
cluster variance σ; 5) the low threshold as the high 
threshold value multiplied by 0.4 or 0.5 [2][10][19]. 
Automatic selection of the thresholds relies on gra-
dient histogram concavity analysis. High threshold 
is selected between the largest peak and the se-
cond largest peak by using a non-uniform quantizer 
[8], [17]. The following disadvantage is pointed out: 

use of gradient calculation to define the angle of 
suppression [18]. In FPGA implementations there 
are several general approaches. In distributed Can-
ny [14][15] an intermediate classification threshold 
is calculated based on a set of pixels with gradient 
magnitudes larger than a defined value; then the 
64-bin uniform discrete histogram is used for the 
high threshold calculation.  Low threshold is 40% of 
the high threshold. 128x128, 256x256 and 512x512 
images are used. Maximum reported clock frequen-
cy is 100 MHz. No counting methodology is provid-
ed, and, therefore the total number of clock cycles 
for executing the distributed Canny is not specified. 
When derivative and smoothing operations are 
combined into a single mask high and low thresh-
olds are fixed to constant values [9]. In block level 
implementation standard non-maximum suppres-
sion is used, and then uniformly quantized gradient 
magnitude histograms are computed on overlapped 
blocks. Adaptive thresholding is based on block 
classification [7].  

Although the concept of selecting the largest value 
pixel as a technique to thin the detected contour 
had been in circulation for quite some time it is the 
John Canny’s paper of 1986 [1] that defined this 
approach as a required stage in gradient edge de-
tection. The approach in [1], referred to as tradition-
al, presents two capital problems to the FPGA im-
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plementation of gradient edge detection: 1) the 
mathematics of edge thinning given in [1] leads to 
50% of false negatives in a number of cases and 
various image statistics. This problem was ad-
dressed, thoroughly analyzed and resolved in [3] by 
proposing a correction to the non-maximum sup-
pression mathematics; 2) the threshold calculation 
in a sequential fashion by using the entire image 
statistics is incompatible with the concept of speed 
and the use of FPGA based gradient edge detec-
tion for demanding applications in real time. The 
latter is addressed and resolved in this paper by 
proposing a non-maximum suppression technology 
with simultaneous dynamic threshold computation. 
The upper speed limit of the proposed organization 
of computations is experimentally investigated. The 
analyses and conclusions are relevant for gray 
scale images. Ten Intel (Altera) FPGA families are 
employed in the investigations to obtain the experi-
mental data and draw the relevant conclusions by 
using the follwing tools: Quartus, TimeQuest Timing 
Analyzer, ModelSim, Scilab. The hardware descrip-
tion language is VHDL.  
 
2.  DYNAMIC THRESHOLD COMPUTATION 

The goal here is to execute accurate threshold 
computation in a dynamic fashion, and simultane-
ously with the non-maximum suppression. The 
steps are:  

1) Defined is a closed interval of integers TH

such that 

      )
7

[&])1[( minmax

RTH
RTHNN                

 ]12[&]0[ 8

minmax NN        (1) 
where 

maxN   is the rightmost value in TH , 

minN   is the leftmost value in TH , 

RTH  is the result of minmax )1( NN  . 

2) TH  is divided into subintervals  sTHSUB '_  

in which the ratio between the rightmost value

max_NSUB  and the leftmost value 
min_NSUB is 

defined by the equation 

6_)1_( minmax  NSUBNSUB .      (2)  

3) Each THSUB_ subinterval is associated 

with a reference table value RTV  which is defined 
as 

   3_)3_( minmax  NSUBNSUBRTV     (3) 

4) Defined is a set of table values – they are 
integers calculated by dividing the values in the 
interval [5, 250] by these five values 

}.3,8.2,5.2,2.2,2{  

5) Defined is a set of counters THSUBCOUNT __  

Each counter is associated with a concrete 

THSUB_ . Starting with non-maximum suppressed 

image pixel #1, each pixel value PV is checked for   

                minmax __ NSUBPVNSUB 
       (4)  

If (4) is true, then   
THSUBCOUNT __  

           1__ THSUBCOUNT            (5) 

6) When the entire image is non-maximum 
suppressed the values in the counters are com-
pared to select the two largest among them. Se-
lected are the two sTHSUB '_  and their sRTV'  

which correspond to these two largest values. For 
the computation of the high threshold the smaller of 
the two – 

sma llerTHSUB _  and its 
sma llerRTV , is used. 

The high threshold is associated with a set of table 
values which are precalculated by using a divisor 
from }3,8.2,5.2,2.2,2{ . The selected table value is 

the low threshold. 
 

3.  FPGA BASED NON-MAXIMUM SUPPRESSION 
WITH SIMULTANEOUS DYNAMIC 
THRESHOLD COMPUTATION 

Organization of computations in non-maximum 
suppression focuses on: 1) maximum operatimg 

frequency )(max NMSF  and minimum number of 

clock cycles )(min NMSnTclk ; 2) simultaneous 

dynamic threshold computation; 3) pipelining effi-
ciency. 

The organization of computations is based on:  
1) mid-level pipelining (Figure 1); 2) low level paral-
lelism (Figure 2); 3) number of uses of a single pixel 
(Figure 3) [4][5]. 

 

Figure 1. Model of mid-level pipelining  
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Figure 2. Model of low level parallelism (single clock cycle) 

The functional model of the proposed technology in 
FPGA is shown in Figure 4.  

When the last image pixel is non-maximum sup-
pressed the thresholds are already dynamically 
computed. Therefore, thresholding can start imme-
diately after the last image pixel is non-maximum 
suppressed. This contributes to the optimal value of 

minnTclk in FPGA based gradient edge detection. 

Using VHDL, the resultant   

 

Figure 3. Model of minimum number of uses of a single pixel 
from the square neighbourhood 

 

Figure 4. Functional model of non-maximum suppression  
with dynamic threshold computation 

RTL design of non-maximum suppression with sim-
ultaneous dynamic threshold computation is (Figure 
5): 

 

Figure 5. RTL design of non-maximum suppression  
with dynamic threshold computation 

Resource utilization for non-maximum suppression 
with simultaneous dynamic threshold computation 
and memory control section is shown in Table 1. 

Table 1. Resource utilization for non-maximum suppression 
with dynamic threshold computation 

 

 
4.  INVESTIGATING THE SPEED OF NON-

MAXIMUM SUPPRESSION WITH DYNAMIC 
THRESHOLD COMPUTATION IN FPGA 

All available approaches to threshold computation 
are characterized by two facts: 1) an entire new 
module is inserted in FPGA based gradient edge 
detection; 2) FPGA based computations stop exe-
cuting until the entire non-maximum suppressed 

image is processed. On that basis, )(max NMSF  

and )(min NMSnTclk  of the proposed organization 

of computations cannot be tested comparatively. 
The specifics of non-maximum suppression with 
dynamic threshold computation requires two levels 

of presenting the test results for minnTclk :  

1) )(min NMSnTclk ` which defines the minimum 

number of clock cycles required to process a single 
image pixel with non-maximum suppression;  

2) )(min ThreshnTclk  – the minimum number of 

clock cycles required by the threshold computation. 

    The obtained results are in Table 2. 
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5. ANALYSIS OF RESULTS 

Because the largest value in a counter is guaran-
teed to be within 17 bits on the basis of satisfying 
the inequality (4), the obtained data  shown  in Ta-
ble 2 represents the worst case scenario for 

)(max NMSF . The requirements of mid-level pipe-

lining, low level parallelism and the number of uses 
of a single pixel having been satisfied, 

)(min ThreshnTclk  takes only the last 39 clock cyc-

les of the execution of the non-maximum suppres-
sion computations. Therefore, the most important 
achievement of the proposed organization of com-
putations in terms of minimizing the number of clock 
cycles in the entire FPGA based gradient edge 
detection is that the non-maximum suppression 
computations and the threshold computation end 
simultaneously. 

Table 2. )(max NMSF , )(min NMSnTclk   

and  )(min ThreshnTclk of the designed organization  

of non-maximum suppression with dynamic threshold  
computation 

 
 
7. CONCLUSION 

Proposed in this paper is a non-maximum suppres-
sion technology with simultaneous dynamic thresh-
old computation. The upper speed limit of the pro-
posed organization of computations is experimen-
tally investigated in ten Intel (Altera) FPFA families.   
On the basis of applying mid-level pipelining, low 
level parallelism and the number of uses of a single 
pixel approaches for minimizing the required num-
ber of clock cycles it is ascertained that the entire 
threshold computation takes only 39 clock cycles to 
execute. Most importantly, the non-maximum sup-
pression computations and the threshold computa-
tion end simultaneously under all test conditions. 
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