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the development of global information and communication technologies, and their impact in med-
icine, as well. The objective of Conference is to bring together lecturers, researchers and practition-
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and bring new contribution to this important field of engineering design and application in medi-
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them for their efforts, for their suggestions and advices.  
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Engineering and medicine should provide high level of living for all people. 
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Abstract  

This study presents findings aimed at examining the relationship between a children's diagnosis and the characteristics of their care-
giving environment. The analysis focuses on the impact of ethnic background on the type and quality of care provided to children 
with neurodevelopmental conditions. The results indicate significant differences in the ways ethnic groups in Bulgaria care for their 
children. The study enrolled 120 children diagnosed with various neuropsychiatric conditions from Northeastern Bulgaria. 

 
 
1.  INTRODUCTION 

According to data from the most recent national 
census conducted in Bulgaria in 2021, the coun-
try’s ethnic composition is predominantly Bulgarian 
(84.6%), followed by Turkish (8.4%) and Roma 
(4.4%) populations, while other ethnic minority 
groups—including Russians, Armenians, Tatars, 
Vlachs, Greeks, and others—collectively account 
for less than 0.5% of the total population. The re-
gion of Northeastern Bulgaria is characterized by 
notable ethnocultural diversity, which provides an 
important context for research on neurodevelop-
mental disorders in children. 

Ethnic background of children and their families 
remains an underexplored factor in relation to the 
risk and manifestation of autism spectrum disorder 
(ASD) and other neurodevelopmental conditions. 
International studies suggest that both ethnic origin 
and parental migration status may influence not 
only the likelihood of developing such disorders but 
also the timeliness of their recognition and diagno-
sis. Research conducted in Finland, Australia, and 
the United States has demonstrated that children 
born to immigrant mothers or belonging to specific 
ethnic groups have a higher risk of developing 
ASD [1, 2].  

mailto:dr.konstantinova@gmail.com
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Cultural attitudes, language barriers, and differen-
tial access to healthcare services are considered 
potential mechanisms underlying these observed 
disparities among ethnic groups. A review of the 
scientific literature revealed no evidence of similar 
studies conducted in Bulgaria. 

Purpose: The aim of this study is to examine the 
influence of ethnic background and diagnosis on 
the type of care provided to children with autism 
spectrum disorder and other neurodevelopmental 
impairments in Northeastern Bulgaria.  

2. MATERIAL AND METHODS 

2.1. Study Setting and Participants 

This research was carried out in Varna, Bulgaria 
over a seven-month period, from April to October 
2017. Ethical approval was granted by the Ethics 
Committee of Research at the Medical University 
of Varna (Protocol No. 60/23.2.2017). The study 
enrolled 120 children diagnosed with various neu-
ropsychiatric conditions from the cities of Varna 
and Ruse. Of these participants, 64 resided in 
residential care facilities, while 56 lived with their 
families. The diagnostic distribution included 46 
children with cerebral palsy (CP), 11 with hydro-
cephalus, 13 with mild intellectual disability (ID-
Mild), 4 with moderate intellectual disability (ID-
Moderate), 8 with severe intellectual disability (ID-
Severe), 14 with autism, 12 with Down syndrome 
or other genetic syndromes, and 12 with autism 
spectrum disorder (ASD). 

2.2. Examination Procedure 

A demographic profile form was developed to col-
lect essential participant information, including 
name, ethnicity, age, primary diagnosis, place of 
residence, and related sociodemographic varia-
bles. For children raised in a family environment, 
this information was provided by a parent, whereas 
for those residing in institutional care facilities, it 
was completed by the facility’s administrator. 

2.3. Sample Size 

A total of 120 children participated in the study, 
ranging in age from 4 months to 16 years and 8 
months, with a mean age of 5 years and 9 months. 
The general characteristics of the patients are 
described in table 1. 

 

 

TABLE 1. 
Baseline Characteristics of Patients 

Characteristics 
Girls Boys 

(n=51) (n=69) 

Age (years) 5.48 5.77 

Diagnosis:  
         - Cerebral palsy 20 26 

        - Hydrocephalus 7 4 

        - ID-Mild  4 9 

        - ID-Moderate 3 1 

        - ID-Severe 3 5 

        - Autism 4 10 
        - Dawn and other  
          syndromes 9 3 

        - ASD 1 11 

Ethnicity:  
         Bulgarian 27 43 

        Turkish 6 9 

        Romani 18 12 

The cohort encompassed multiple ethnic back-
grounds and a variety of medical conditions, with a 
subset of participants placed under state institu-
tional care. Most of the children were of Bulgarian 
ethnicity (58%). To our knowledge, this is the first 
study to specifically examine the role of ethnicity in 
shaping care practices for children diagnosed with 
ASD and other neurodevelopmental impairments. 
Due to unknown parental information, data on eth-
nic background were unavailable for two boys—
one diagnosed with cerebral palsy and the other 
with ID-Mild.  

The largest subgroup—46 children or 38.33% of 
the total sample—were diagnosed with cerebral 
palsy. A total of 25 children (20.83%) were diag-
nosed with intellectual disability. For the remaining 
diagnostic categories, the number of children was 
relatively evenly distributed, each - approximately 
10% of the sample. Furthermore, the number of 
male participants (69 boys) exceeded that of fe-
male (51 girls) by approximately 15%.  

2.4. Statistical Analysis 

To summarize, describe, organize and visualize 
the data are used descriptive statistical methods. 
Spearman’s rank correlation coefficient was ap-
plied to assess associations between variables 
where dependencies were observed. Statistical 
analyses were conducted using MATLAB and 
Jamovi software. 



CEMA’25 conference, Athens 3 

3. RESULTS 

3.1. Child's Primary Diagnosis and its Relation-
ship to the Care Environment 

Table 2 summarizes the characteristics of the chil-
dren enrolled in the study, stratified by their prima-
ry diagnosis and living arrangements, either in 
familial care or institutional settings.  

TABLE 2. 
Children Raised in Residential Care/Family Care 

Diagnosis 
Count  

Residential care Family care 

ID-Mild  5 8 

Autism 2 12 

Cerebral palsy 33 13 

hydrocephalus 7 4 

ID-Severe  8 0 

ID-Moderate  1 3 

PDD 0 12 

Dawn and other syn-
dromes 

8 4 

As delineated in Table 2, 64 children are residing 
in institutional care facilities, whereas 56 children 
receive care within a familial environment. It is 
noteworthy that children diagnosed with speech 
and language disorders are exclusively reared in 
home settings. Furthermore, it is striking that all 
children diagnosed with severe intellectual disabil-
ity are placed in residential care institutions. 

3.2.  Analysis of the Distribution of the Study 
Cohort by Age and Care Environment 

The influence of the children’s age on parental 
decisions regarding the place of care for the af-
fected child cannot be definitively established. In 
fact, the current sample itself reflects age-related 
variability, as the study includes children with di-
verse age characteristics. Moreover, we lack data 
on the timing of diagnosis and/or institutionaliza-
tion, precluding a conclusive analysis of this factor. 

Figure 1 illustrates the distribution of children 
raised in institutional care and family environments 
according to their age. A noticeable trend is the 
decline in the number of children over 10 years of 
age in both residential settings. 

This observation raises the question of whether 
there is a relationship between increasing age and 
type of care placement. Given that the data for 

both groups—children living in institutions and 
those in family settings—do not follow a normal 
distribution, Spearman’s rank correlation coefficient 
was employed to assess the association between 
age and care environment. The results indicate a 
moderate negative correlation in both groups be-
tween age and the number of children in institu-
tional care  (Spearman’s   ρ = -0.6039, p = 0.0103 
< 0.05) and family care (Spearman’s ρ = -0.6151, p 
= 0.0086 < 0.05), suggesting that as age increas-
es, the number of children in both types of care 
decreases. 
 

 

Figure 1. The Relation Between Children's Ages  
and the Place of Residence 

Caring for children with neurodevelopmental disor-
ders within a family environment may present sig-
nificant challenges for families, often requiring 
substantial compromises in their quality of life [3]. 
In cases involving children with more severe disa-
bilities, professional care provided in residential 
institutions for long-term support offers an oppor-
tunity for more appropriate and specialized man-
agement [4]. 

3.3.  Influence of Parental Ethnicity on the  
Decision to Raise Children in a Family  
Environment vs Residential Care Facilities 

Figure 2 illustrates the number of children referred 
to their ethnic background.  

 

Figure 2. Children’s Distribution by Diagnosis and Ethnicity 

Bulgarian children constitute the majority of the 
study population, whereas children of Turkish 
origin represent the smallest group.  
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Table 3 provides detailed information on children 
raised in a family environment, stratified by diag-
nosis and ethnicity. For instance, examining the 
first row of Table 3 shows that 46% of Bulgarian 
children diagnosed with cerebral palsy are cared 
for in a family environment. Notably, only 13% of 
Turkish-origin children and 8% of Romani children 
with cerebral palsy are raised within a family set-
ting. Overall, most Bulgarian children (68.6%) are 
reared in family environments, whereas Romani 
children are predominantly placed in residential 
care institutions.  

TABLE 3. 

Children Reared in Home Environment   (in %)  
with Respect of Ethnicity and Diagnosis 

 
Bulgarian Turkish Romani no data 

Cerebral palsy 46% 13% 8% 0% 

Hydrocephalus 80% 0% 0% - 

ID-Mild 78% 100% 0% 0% 

ID-Moderate 100% - 0% - 

ID-Severe 0% 0% 0% 
 

Autism 89% 100% 0% 
 

Dawn and other 
syndromes 

50% - 0% 
 

ASD 100% - 100% 
 

The results of this study indicate significant differ-
ences in the ways various ethnic groups in Bulgar-
ia care for their children with neurodevelopmental 
difficulties. Bulgarian families are more likely to 
provide care at home, even in cases involving se-
vere conditions such as autism or cerebral palsy. 
In contrast, Roma families more frequently rely on 
institutional care, which appears to be linked to 
certain social and systemic challenges, such as 
limited access to healthcare services and support 
[5,6].  

Some studies suggest that Roma children in Bul-
garia are at higher risk of mental health difficulties, 
such as anxiety, depression, and behavioural prob-
lems, compared to children from other ethnic 
backgrounds [7,8].  

Common issues such as poverty, language barri-
ers, lack of documentation, and discrimination 
further hinder access to timely support and con-
tribute to poorer long-term outcomes [6].  

Global researches also indicate that ethnic and 
cultural differences influence the timing and pro-
cess of autism diagnosis. In countries such as the 
United Kingdom and the United States, children 

from ethnic minority backgrounds are less likely to 
receive diagnosis on time. This is often attributed 
to a lack of trust in institutions and social exclusion 
[9,10].  

Despite the challenges, research shows that Roma 
families tend to have strong family relationships, 
and children often demonstrate positive social 
behaviour [8, 11]. This suggests that the Roma 
community is not homogeneous and that, with 
appropriate support, it can provide a stable and 
nurturing family environment. 

Our study also observed strong family support 
among Turkish families, who similarly prefer to 
care for their children with autism at home. This 
aligns with findings from Turkey, where families 
also assume primary caregiving responsibilities, 
even in the presence of behavioural challenges 
and comorbid medical conditions [12]. This sug-
gests that ethnicity is not the only determining fac-
tor—social support, cultural values, and access to 
services also play a crucial role.  

Other vulnerable groups also exist, such as Black 
children and girls with autism, whose symptoms 
often are not recognized on time [13]. This high-
lights the importance of tailoring diagnostic ap-
proaches to the cultural and social contexts of 
each child and their family. 

4. CONCLUSION 

In conclusion, the findings indicate that Bulgarian 
families tend to care for children at home, even in 
severe cases such as autism or cerebral palsy, 
whereas Roma families more often resort to institu-
tional care. This disparity appears to stem from 
underlying social and systemic barriers, including 
restricted access to healthcare services and sup-
port mechanisms. 

As a pilot investigation into the potential statistical 
associations between parental ethnicity and the 
upbringing environment of children with neurode-
velopmental disorders, this study provides funda-
mental insights and reference points for future 
research. It could elucidate the timing at which 
these children are placed in institutional care—
immediately after birth or at a later stage—or 
whether an initial attempt is made to care for them 
at home. Additionally, such studies might address 
the question of whether the lifespan of these chil-
dren tends to be limited. 
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It would be pertinent to conduct future research 
aimed at elucidating whether this phenomenon is 
attributable to the increased care demands associ-
ated with the specific characteristics of these dis-
orders. 
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Abstract  

The paper presents a study on facial symmetry on 120 children with neurodevelopmental disorders, following the completion of 
informed consent forms by their parents. 

The research examined the prevalence of facial symmetry deviations in relation to diagnosis, parental age, and living environment 
(family vs. institutional care), and explored potential associations with the presence of facial scars. 

The results indicate that children with facial deformities among raised in family environment are less common, compared to those in 
institutional care. The highest percentage of facial asymmetry was observed in children with moderate intellectual disabilities. Nota-
bly, an absence of at least two facial symmetries was found only among children with cerebral palsy, generalized developmental 
disorders, and moderate intellectual disabilities—all of whom were raised in residential care facilities. 

 
 
1.  INTRODUCTION 

Facial symmetry plays a crucial role in human aes-
thetics and is often associated with normal cranio-
facial development. Neurological and genetic dis-
orders such as cerebral palsy, hydrocephalus, 
intellectual disabilities (ID), Down syndrome, au-
tism spectrum disorder (ASD), and other syn-
dromes can influence craniofacial morphology, 

potentially leading to visible facial asymmetries [1]. 
These asymmetries may affect both the functional 
and psychosocial well-being of affected children 
[2]. 

Previous studies have demonstrated a higher 
prevalence of craniofacial deviations among chil-
dren with neurodevelopmental disorders compared 
to the general population [3]. Morphological altera-
tions may arise due to factors such as abnormal 
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muscle tone, asymmetric growth patterns, or un-
derlying genetic mutations [4]. However, compre-
hensive clinical and statistical evaluations of facial 
symmetry across multiple pediatric diagnoses re-
main limited, particularly in Eastern European pop-
ulations [5, 6].  

Analysis of facial abnormalities could be a potential 

diagnostic biomarker that could aid in the early 

detection of autism spectrum disorders [6].  

Purpose: The aim of the study is to assess the 
prevalence of facial symmetry deviations in relation 
to diagnostic category, parental age, and type of 
living environment (family-based versus institution-
al care), and to investigate potential associations 
with the presence of facial scars. 

2. MATERIAL AND METHODS 

2.1. Sample Size 

Study Design: This was a non-invasive observa-
tional study conducted between April and October 
2017. 

Participants: The study population comprised 120 
children. Participation was granted following the 
submission of written informed consent forms 
signed by parents or legal guardians. 

Data Collection: Clinical evaluation was per-
formed to assess facial symmetry and the pres-
ence of facial scars. Information regarding diagno-
sis, parental age, and living environment (family-
based or institutional care) was also collected. 
Data were recorded in standardized forms to en-
sure consistency and comparability across partici-
pants. 

Ethical Considerations: Ethical approval for the 
study was obtained from the Ethics Committee of 
Research at the Medical University of Varna (Pro-
tocol No. 60/23.2.2017). 

2.2. Statistical Analysis 

The collected data were summarized using de-
scriptive statistics. Comparisons between groups 
according to diagnosis, parental age, and living 
environment (family-based versus institutional 
care) were performed. Associations between the 
presence of facial scars and facial asymmetry were 
also evaluated. The data were analysed using 
Matlab and Jamovi software. 

3. RESULTS 

3.1. Parental Age by Ethnicity 

Table 1 presents the mean parental age at the 
time of birth of the studied children. The highest 
values were observed among parents of Turkish 
origin. Overall, the mean age of mothers exceeded 
the national averages for Bulgaria reported for 
2024 (27.6 years at the birth of the first child and 
29.1 years at the birth of a child) [7]. For more than 
half of the parents, the child included in this study 
was their only offspring. 

TABLE 1. 

Mean Age of Parents and Number of Children According  
to Ethnicity 

 

Mean age at birth 
Number of fami-

lies 

 

Mother Father 
One 
child 

More 
children 

Bulgarian 34,7 39,14 44 27 

Turkish 42,9 47,24 5 10 

Romani 41,57 44,7 16 15 

3.2.  Influence of Diagnosis on the Presence  
of Facial Asymmetries 

Тhe data in tables 2 and 3 indicate that the number 
of children raised in a family environment who are 
with facial deformities is low (8 out of a total of 35). 
Among the 46 children diagnosed with cerebral 
palsy, only 29 exhibited facial symmetry, while the 
remaining 17 demonstrated the absence of at least 
one of the four types of symmetry assessed. Of 
these children, only one was raised in a family 
setting. The findings suggest that facial asymmetry 
is relatively common among children with cerebral 
palsy and is more frequently observed in those 
raised in institutional care. This may reflect the 
multifactorial challenges faced by families in 
providing home care for children with both neuro-
logical impairment and craniofacial deviations. The 
results highlight the need for early interdisciplinary 
support—medical, rehabilitative, and psychoso-
cial—aimed at improving both functional outcomes 
and quality of life for affected children and their 
families. 

Cases of children lacking two types of facial sym-
metry were observed exclusively among those 
diagnosed with cerebral palsy, generalized devel-
opmental disorders, and moderate intellectual dis-
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ability. All such cases (a total of seven children) 
were found in institutional care 

TABLE 2.  

Distribution of Children by Diagnosis and by Symmetry  
Relative to the Sagittal Plane Across the Cerebral  

and Respiratory Facial Regions 

Diagnosis 

Symmetry relative 
to the sagittal 
plane -count 

Symmetry relative 
to cerebral/ respir-
atory facial regions 

-count 

yes  
no/family 

care 
yes  

no/family 
care 

Cerebral palsy 40 6/1 40 6/0 

Hydro-
cephalus 

11 0/0 10 1/1 

ID-Mild  11 2/1 12 1/0 

ID-Moderate  3 1/0 4 0/0 

ID-Severe  8 0/0 8 0/0 

Autism 13 1/1 14 0/0 

Dawn and 
other syn-

dromes 
12 0/0 10 2/0 

ASD 10 2/2 11 1/1 

TABLE 3. 

Distribution of Children by Diagnosis and by Symmetry  
Relative to the Cerebral, Respiratory, and Masticatory Facial 

Regions 

Diagnosis 

Symmetry relative 
to respiratory/ 

masticatory facial 
regions -count 

Symmetry relative 
to cerebral/ 

masticatory facial 
regions -count 

yes  
no/family 

 care 
yes  

no/family 
care 

Cerebral palsy 40 6/0 43 3/0 

Hydro-cephalus 11 0/0 10 1/0 

ID-Mild  12 1/1 12 1/1 

ID-Moderate  3 1/1 3 1/1 

ID-Severe  7 1/0 7 1/0 

Autism 14 0/0 14 0/0 

Dawn and other 
syndromes 

11 1/0 10 2/0 

ASD 12 0/0 11 1/1 

Figure 1 illustrates the percentage distribution of 
children with at least one type of facial asymmetry 
according to diagnosis. 

Among children with autism spectrum disorder, 
only one case of facial asymmetry was identified, 
suggesting a very low prevalence in this group. 
This finding may indicate that facial asymmetry is 

not a characteristic feature of autism spectrum 
disorder, in contrast to other neurodevelopmental 
and genetic conditions where such deviations are 
more frequently observed. 

 
Figure 1. Distribution of Children with Facial Asymmetry (%) 

by Diagnosis 

From the children diagnosed with cerebral palsy, 
Down syndrome, other genetic syndromes, and 
mild intellectual disability, approximately one-third 
exhibited some form of facial asymmetry. The 
highest prevalence was observed in the group with 
moderate intellectual disability, where 50% of the 
children presented with asymmetry.  It is possible 
that the observed asymmetry reflects disease-
specific features. Nevertheless, given the very 
limited number of children in this diagnostic group, 
these findings should be interpreted with caution 
and cannot be regarded as statistically significant. 

The results shown in figure 1 indicate that more 
severe neurological impairments are associated 
with a higher likelihood of facial asymmetry. Similar 
results have been reported in other studies. For 
example, Aldridge et al. [8, 9] reported that in chil-
dren with autism and other spectrum disorders, 
subtle but significant differences in facial morphol-
ogy were observed, reflecting fundamental devia-
tions in brain development already during the em-
bryonic period. 

In children diagnosed with hydrocephalus, alt-
hough the number of cases was small, cranial and 
facial alterations were observed. This corresponds 
to the results published by  Hale et al. [10] which 
demonstrate that disturbances in cerebrospinal 
fluid circulation can lead to structural deformities of 
the skull and face. These findings suggest that 
disturbances in cerebrospinal fluid circulation may 
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contribute to structural cranial and facial deformi-
ties 

3.3.  Analysis of Disease-Related Factors  
in Scar Formation 

A cicatrix represents the fibrous connective tissue 
that replaces normal skin or mucosa following inju-
ry, surgery, or disease. It develops as the final 
stage of the wound healing process, during which 
fibroblasts produce collagen fibers that gradually 
remodel the affected area. Clinically, cicatrices 
may vary in thickness, color, and elasticity, ranging 
from thin, flat, and inconspicuous scars to hyper-
trophic or keloid formations. Depending on their 
localization and extent, cicatrices can cause func-
tional limitations, contractures, or esthetic con-
cerns.  

Figure 2 presents the distribution of children with 
cicatrices by diagnosis. 
 

 

Figure 2. Distribution of cicatrices across diagnostic groups 

The total number of children with cicatrices was 10, 
of whom only 3 presented with facial asymmetry. 
Therefore, no association can be established be-
tween the presence of scars and facial asymmetry. 
Cicatrices were not specific to children diagnosed 
with generalized developmental disorders, autism, 
Down syndrome and other genetic syndromes, 
moderate or severe intellectual disability, or hydro-
cephalus. Among a total of 61 children with these 
conditions, scars were observed in only two cases. 

The total number of children with facial asymme-
tries is 35. Of these, 17 are of Bulgarian origin, 5 of 
Turkish origin, and 12 of Roma origin; ethnicity 
data is missing for one child. Notably, all Roma 
children are raised in institutional care, whereas 
50% of the Bulgarian children (9 out of 17) are 
raised in a family environment. The percentage 
distribution of children with facial deformities ac-
cording to ethnicity is presented in Table 4. 

TABLE 4. 

Children with Asymmetry Distributed by Ethnicity 

Ethnicity Total count 
Children with facial asymmetry 

Count % from all 

Bulgarian 70 17 24,29% 

Turkish 15 5 33,33% 

Romani 30 12 40,00% 

4. CONCLUSION 

This study demonstrated that facial asymmetry is 
relatively common among children with neurologi-
cal and genetic disorders, particularly cerebral 
palsy, Down syndrome, and moderate intellectual 
disability, whereas it was rarely observed in autism 
spectrum disorder.  

No association was identified between the pres-
ence of cicatrices and facial asymmetry, and scar 
formation was not specific to any diagnostic group. 
Ethnic differences were observed, with Roma chil-
dren more often raised in institutional care, while 
half of the Bulgarian children with asymmetry were 
raised in a family environment. 
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Abstract  

Ultrasonic diagnostic is the simple and effective method for detection of anomalies of thyroid gland, and in particular nodules — new 
growths which are different from health tissue by eсhogenity.There are 3 types of nodules iso-,hyper- and non-echogenic. Isoeho-
genic nodules have the same density as the health tissue, and may be poorly distinguishable in the image. Two other types differ 
from health tissue by the brightness. 

To reveal nodules we apply the machine learning method based on using Haralick texture features and multifractal spectrum. The 
image is represented by a set of non-overlapping blocks containing both normal tissue and nodules. The blocks are determined after 
preliminary markup performed by a medical specialist. Texture features are caculated for each block.  

For machine learning SVM method was taken as a model, Thanks to the block-based approach, the application implements the 
capability to localize a nodule within the image. 

The abstract is to be in 12-point, single-spaced type, and may be up to 100-150 words long. Skip two lines after the abstract before 
main text. 

 
 
1.  INTRODUCTION 

The detection of anomalies in thyroid gland is im-
portant problem in medical research. Ultrasound 
diagnostic as one of effective methods allows fast 
revealing of nodules, which may be a sign of can-
cer. There are 3 types of nodules: 

isoechogenic — have the density as normal 
tissue; 

hyperechogenic — their density more than the 
density of normal tissue; on ultrasound images 
such nodules are more light than normal tissue;  

non-echogenic — their density is less than for 
normal tissue; on images look more dark than 
normal tissue. 

In medical clinic when studying a large number of 
images, it is important to have a program for fast 
revealing of nodules. In this paper we use Haralick 
texture features [1] and local density function val-
ues [2] and compare the results. 

2. MATERIAL AND METHODS 

For research we used ultrasonic images of thyroid 
gland obtained in Saint Petersburg State University 
Hospital. The images were preliminary marked up 
by medical specialists, after that the training set 
was formed. When studying we considered hy-
perechoic and non-echogenic nodules, because 
they contrast with base tissue and are easier to 
analyse. Isoechogenic nodules are not considered 
as they have brightness similar to base tissue and 
require more complex methods.  

Images have size 1024x768 pixels. An image is 
partitioned on blocks of a given size. In what fol-
lows we use blocksize 32x32 pixels. 

For correct network training we have to ensure a 
balance between the number of blocks containing 
normal tissue (class 1) and blocks with nodules 
(class 2). It gives a possibility to avoid the dis-
placement of the model. Final set contains the 
maximum possible number of disjoint blocks.  
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For experiments we used 12 ultrasonic images of 
thyroid gland. After preliminary markup we evalu-
ate the number of class 1 and class 2 blocks. To 
provide the same number of elements in these 
classes we choose the minimal value as the com-
mon one. When using block size 32×32 pixels we 
may obtain 114 blocks maximum. 

The example of localization of the blocks is illus-
trated on Fig.1. 

 

Figure 1. The nodule is enclosed by a curve. One square 
block is taken from nodule tissue, another block is taken  

from normal tissue 

2.1. Haralick texture features 

In the Haralick method [3] images are represented 
in grey scale palette. Information about the image 
structure is determined by space interrelations 
between pixels, calculated from their intensities 
and represented by 4 matrices. In these matrices 
intensities are indices, and value of an element 
P(i,j) is the number of neighbouring pixels with 
intensities i and j, such that the pixels are consid-
ered on a given distance and direction. In this 
method 4 directions are used: horizontal, vertical 
and diagonal. In denotations of [3] the directions 
are denoted by angles — 0, 90, 45 and 135 corre-
spondingly. 

Let in an image    be the number of pixels 
through horizontal,    — through vertical, and    

— the number of grey levels. Consider areas 

              and              , and the 

set of grey levels              . The function 

of the image is defined as           . 

Define matrices P, where   is the size of the 
neighbor, angles define directions, and # denotes 
the number of elements in a set. 

             {(                 

          )|    

  |   |                     } 

              {(             

              )|     

                      
                        

              {(             

              )||   |  

                         } 

               {(             

              )|     

                   
                       } 

The example of calculations all these matrices for 
the image  4x4 

I = 0 0 1 1 

     0 0 1 1 

     0 2 2 2 

     2 2 3 3  

is given in detail in [3]. For example, the matrix 

      has the form  

4 2 1 0 

2 4 0 0 

1 0 6 1 

0 0 1 2 

It is easy to see that the number of neighbors with 
intensities 0, i.e. P(0,0) is 4 — in the first and the 
second row we have 2 neighbours. The element 
P(0,1) equals 2 as in the first row we have one pair 
and in the second row one as well, etc.  

The obtained matrices P are normalized such that 
the sum of all elements equals 1. For each ob-
tained matrix p we calculate mathematical expecta-

tions by row and columns        , and variances 

        [4]. In the following formulas for brevity 

we omit indices of distance and angle: 

    ∑     ∑           

    ∑     ∑           

    ∑          
 ∑           

    ∑           ∑           
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Using matrices p(i,j) we can calculate 15 various 
features. We used the following ones: 

    ∑ ∑           – uniformity. It desc-

ribes smoothness of the image texture: if 
this value close to 1, pixel intensities have 
small variability.  

    ∑       

   (∑  
  

|   |  
     ) – 

conrast. It shows how many intensities of 
neighboring pixels differ.  

    
∑ ∑                 

    
 –  

correlation. It measures the extent of linear 
dependence between intensities of 
neighboring pixels. Low correlation shows 
the existence of sharp borders in the 
image texture. 

     ∑ ∑            (      ) — 

Shannon entropy. Shows the complexity of 
a given image. 

      ∑ ∑
 

                 — 

homogeneity. This feature shows the clo-
seness of intensities. 

2.2. Local density function  

This method uses assumptions and technics of 
fractal analysis. For a measure of a set, square as 
a rule, and its side the power law is supposed to 
be true. For each pixel a square neighbor is con-
sidered and some characteristic (local density 
function), which is an analogue of singularity expo-
nent, is calculated. Pixels with close values of local 
density function form a level set. So, whole image 
may be represented as the union of nonintersect-
ing level sets, which are binary images. Capacity 
dimensions of level sets give multifractal spectrum 
for the image. The method was described in [2] , 
and its application to various images is considered 
in [5,6]. 

For a point х from a set R consider a square B(x, 
r), where x is the center and r is radius (i.e. one 

half of the side).  Denote by   the measure of this 
neighbor and assume that the power law is true, 

i.e.   (      )        , where d(x) is so called 

local density function. This assumption is the main 
for fractal methods. Taking logarithms from the 
both sides of the equality and going to limit by r we 

obtain:           
   (      )

   
 .  

This function shows a power of non-uniformity of 
the distribution of intensities in a neighbor of a 
given point x. The measure of the neighbor may be 
calculated by different ways, the simplest one is 
the sum of pixel intensities. The points x having a 
given value of local density function    form the 

level set                . The number 
of points of an image is finite, so we may calculate  

         . In practice, to decrease the number 
of level sets one consider level sets of the form 

                      , where   is 
defined experimentally. Thus, the image is parti-
tioned on nonintersecting level sets, which may be 
easily interpreted as binary images and parameter 
  determines their number. By calculating capacity 
dimensions for level sets we obtain multifractal 
spectrum of the image.  
 
3. NEURAL NETWORK TRAINING 

To apply machine learning we constructed feature 
vectors, containing texture characteristics calculat-
ed for each block of an image. The method of sup-
port vectors (SVM) from the library scikit-learn [7], 
was chosen as the model of machine learning. 
since this model has a simple API and is effective 
on small and medium-sized datasets. 

Before training, the features were scaled to a 
common range to avoid the dominance of some 
features over others This is especially important for 
SVM, as the algorithm is sensitive to the data 
scale: distances between objects and the compu-
tation of separating boundaries directly depend on 
feature values. Without normalization, dominant 
features may unjustifiably shift the separating hy-
perplane, thereby reducing classification quality. 

The scaling is the bringing each feature into the 
range [0,1]. The transformation was performed by 

the formula:         
      

         
, where      

and      are the minimum and maximum values 
of the given feature, respectively.  The dataset was 
also divided into two groups: 80% for training and 
20% for testing. 
 
4. RESULTS OF EXPERIMENTS  

4.1. Haralick method  

To form the feature vector, we calculated selected 
texture features for each of 4 matrices p(i,j) . Then 
the arithmetic mean of each feature was comput-
ed. The experiments showed that the correspond-
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ing feature values in all four matrices are close, so 
this transformation has little effect on the model’s 
accuracy.  

An example of a feature vector for one block is 
shown in Table 1. Very high values of contrast and 
entropy, along with low values of homogeneity and 
uniformity, indicate that the image contains many 
sharp transitions and a heterogeneous structure.  

Table 1. Feature vector obtained by Haralick method 

uniformity  0.0013 

contrast 5857852.949 

correlation 4.9924 

entropy 6.8343 

homogeneity 0.1213 

In our experiments the combination of homogenei-
ty, contrast, correlation and variance gave best 
results. The parameter d was taken by 1, and for 
simplification of the training we used mean values 
of features from 4 matrices.  

At the first stage of the experiments, the optimal 
blocksize was determined. Square regions of sizes 
20×20, 25×25, 32×32, and 35×35 pixels were con-
sidered. The model achieves the highest accuracy 
(the proportion of correct predictions among all 
predictions) with  block size 32×32 pixels. 

At the second stage, the dependence of the mod-
el’s accuracy on the color palette was investigated. 
The RGB, LAB, and HSV palettes were used. 
Since the original images are represented in gray-
scale, only the informative components — namely, 
their luminance characteristics — were used in 
each palette: in RGB space — the R (red) channel, 
as one of the identical channels; in LAB space — 
the L (lightness) component, with the a and b 
components, responsible for color tones, set to 
zero; in HSV space — the V (value) component, 
with saturation (S) and hue (H) set to zero. The 
highest accuracy was achieved with the RGB 
(0.91) and HSV (0.9) palettes. 

4.2. Local  density function   

The values of the local density function were calcu-
lated for each point of an image by the least 
squares method. The experiments show that the 
model’s accuracy depends on the number of level 

sets   , that is, on the choice of  . 

For simplicity we take the number of level sets the 
same for all blocks. It should be noted that since 
the ranges of local density function values differ 

across blocks, fixing the number of level sets re-
sults in changing ε from block to block. 

The following features were used for training the 
SVM model:  

 the mean value of the interval of the local 
density function values for each level set; 

 capacity dimensions of level sets. 

The highest model accuracy (0.95) was achieved 
for 7 level sets. For example in Fig.2 the area of a 
nodule and 7 level sets are shown. The most in-
formative are sets 2-5. 
 

 
 

       

1                          2                         3 

       

4                         5                         6 

  

7 

Figure 2. The example of a block and its level sets 

Table 2. 
Capacity dimensions for constructed level sets 

level set number interval d(x) capacity dimension 

1 [5.2,5.6) 1.28 

2 [5.6,6) 1.58 

3 [6,6.4) 1.79 

4 [6.4,6.9) 1.78 

5 [6.9,7.3) 1.59 

6 [7.3,7.7) 1.16 

7 [7.7,8.1) 0.62 
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5. SOFTWARE IMPLEMENTATION 

For the practical implementation of the methods 
described above, a software application was de-
veloped in C#. The code for training the model was 
implemented in Python, since it provides a wide 
range of specialized libraries for machine learning. 
The application includes all the necessary func-
tions for image processing, feature extraction, and 
a human–computer interface to assist medical 
specialists in identifying patients most likely to 
have pathology. In addition, thanks to the block-
based approach, the application also implements 
the capability to localize a nodule within the image. 
 
6. CONCLUSION 

This paper presents an approach to the analysis 
and classification of thyroid images aimed at as-
sisting medical specialists in identifying patients 
who require priority medical care. To obtain data 
for Machine Learning we applied Haralick texture 
method and the local density function. 

The research conducted demonstrated that for 
small and average samples the both methods give 
adequate features for network training and may be 
applied in medical decision-making systems.  
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Abstract  

Maritime safety continues to face challenges, particularly during emergency situations involving crew members. This study presents 
a MATLAB-based simulation of a LoRa-enabled wearable emergency monitoring system designed for real-time tracking of sailors’ 
vital signs and location. The system integrates health sensors, GPS modules, and SOS signaling into a compact wearable device, 
with data transmitted to a shipboard dashboard for live monitoring. The simulation results demonstrate reliable data transmission 
under realistic constraints, effective detection of physiological anomalies, and emergency alert generation. The findings confirm the 
feasibility and effectiveness of using low-power, long-range communication to enhance crew safety in maritime operations. 

Keywords: LoRa, LoRa mesh, maritime safety, wearable monitoring system, MATLAB simulation, real-time tracking, emergency alert 
system, vital sign monitoring 

 
 
1.  INTRODUCTION 

In maritime operations, ensuring the safety of crew 
members in emergency situations such as man-
overboard (MOB) incidents remains a critical chal-
lenge. The main aim of this paper is to present a 
simulation of a LoRa-based wearable emergency 
tracking system designed for real-time sailor moni-
toring and SOS alert transmission. Using MATLAB, 
the paper presents a comprehensive system that 
includes wearable units equipped with GPS (Glob-
al Positioning System), heart rate (HR) monitoring, 
panic signalling capabilities, and communication 
with a shipboard transceiver. The system features 
real-time mapping, automated anomaly detection, 
and emergency logging. The simulation results 
demonstrate reliable performance in terms of 
range, transmission latency, and emergency re-
sponse efficiency. 

2. RELATED WORK 

For the literature review, scientific papers indexed 
in the electronic database Scopus between 2020 
and 2025 were analysed. A structured methodolo-
gy was followed, including keyword-based search, 
filtering of relevant publications, extraction of es-
sential content, and summarization of the find-

ings. The following keywords were used: wearable 
system, MATLAB, sensor network, and simulation, 
resulting in a set of 10 closely related studies. An 
overview of the papers is presented in Table 1.  

The literature review highlights the increasing in-
terest in wearable systems and their applications 
across various domains, including healthcare and 
biomechanics. The use of MATLAB simulations 
and sensor networks in these studies underscores 
the importance of modelling and analysing com-
plex systems to optimize performance and func-
tionality. However, the integration of Long Range 
(LoRa) technology in wearable systems remains 
limited in maritime applications, indicating a poten-
tial area for further research and development. 
There is a notable absence of simulations specifi-
cally targeting maritime environments, highlighting 
a critical gap in the current research landscape. 
This underscores the importance of developing 
MATLAB-based simulations for wearable LoRa 
systems. Therefore, additional sources were exam-
ined to cover a broader scope of the topic.   

Empirical studies have validated the applicability of 
LoRa technology in marine contexts. One experi-
ment demonstrates a communication range of over 
22 km across open sea with low-cost antennas, 

mailto:di.dimitrova@naval-acad.bg
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and distances up to 28 km in obstructed conditions 
using high-gain antennas [11]. Other trials have 
reported connectivity exceeding 110 km between 
sea-based nodes and shore-based gateways [12]. 
These findings highlight the potential of LoRa as a 
cost-effective and long-range communication tech-
nology for emergency maritime applications. The 
paper [13] introduces a real-world, LoRa-based 
tracking system specifically designed for light-
weight boats operating in coastal ports. The sys-
tem integrates GPS and environmental sensors on 
vessels, transmitting data via LoRa to a shore-side 
gateway. Simulating the LoRa-based emergency 
tracking system in MATLAB allows the exploration 

and evaluation of key deployment parameters. 
Such simulations offer a low-risk and cost-effective 
environment to assess performance metrics, 
providing information to practical design decisions 
before field deployment [14].  

The proposed research topic is highly relevant. It 
aligns with contemporary needs for scalable, real-
time, and energy-efficient solutions for marine 
safety. By utilizing simulation tools to explore de-
sign trade-offs, the study contributes to optimizing 
system parameters and guiding future real-world 
implementations.

TABLE 1.  Summary of reviewed studies (2020–2025) 

Source Year Application area Tool/Algorithm LoRa Wearable 

[1] 2025 WBAN routing  Hybrid IPSO + ACSO  No Yes 

[2] 2024 Medical antenna design  Ant Colony Optimization (ACO)  No Yes 

[3] 2024 
Biomechanics (knee force predic-
tion)  

ML on IMU data  No Yes 

[4] 2024 Wearable energy harvesting  Hybrid MATLAB/Simulink + LTSpice with MPPT  No Yes 

[5] 2023 IoT data compression  
Low-rank sparse deep compressed sensing via 
MATLAB simulations  

No No 

[6] 2023 Textile-based wearable antennas  Microstrip patch with textile dielectric  No Yes 

[7] 2023 Vehicular wearable health systems  IoT + VANET, MATLAB/NetSim  No Yes 

[8] 2021 Exoskeleton control  RNN-optimized adaptive admittance control  No Yes 

[9] 2021 IoT healthcare routing  Dual-prediction model (EERP-DPM)  No Yes 

[10] 2020 Parkinson’s detection  Heuristic tubu optimized SMNN (HTSMNN)  No Yes 

3. SYSTEM ARCHITECTURE 

The system architecture builds upon the design in 
[15], enhanced with health sensors and a 
MATLAB-based dashboard for real-time monitoring 
(Fig. 1). It includes: 

 Wearable device (bracelet) equipped with 
GPS for location tracking; HR, blood oxy-

gen saturation (SpO₂), and temperature 
sensors for health monitoring; SOS button 
for emergencies, and a LoRa transceiver 
for low-power, long-range communication.  

 Shipboard base station which receives 
LoRa packets, processes data, manages 
alerts, logs information, and updates the 
display in real time. 

 

 MATLAB dashboard which displays live 
sailor locations on a satellite map, updates  
vital signs with color-coded status, triggers 
SOS alerts with sound, and visualizes his-
torical health trends. 

 

 

Figure 1. System architecture 
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4.  SIMULATION ENVIRONMENT AND DATA 
GENERATION 

The system simulates 10 sailors equipped with 
wearable bracelets. Each bracelet periodically 
generates synthetic data that includes heart rate, 
GPS coordinates, and an SOS alert flag. The simu-
lation is implemented in MATLAB, selected for its 
powerful data processing and visualization capabil-
ities. 

At each simulation step, a new data packet is gen-
erated for each sailor. The packet may be dropped 
based on the configured loss probability. Received 
packets are processed and used to update the 
graphical dashboard. This allows for controlled 
testing of emergency response scenarios.  

The system automatically classifies each reading 
into categories and raises alerts based on: 

 HR > 140 bpm – high heart rate alert; 

 HR < 55 bpm – low heart rate alert; 

 SpO₂ < 92% – oxygen desaturation alert; 

 Temp > 38.5°C or < 35°C – fever or hypo-
thermia risk; 

 SOS = TRUE – manual emergency flag. 

Triggered alerts update the dashboard with visual 
indicators and popup windows, providing immedi-
ate situational awareness for on-board personnel. 
Each received data packet is classified as NOR-
MAL or assigned an alert type. When an abnormal 
condition is detected, a visual alert is generated in 
the GUI (Graphical User Interface) using 
MATLAB’s uialert function.  

Table 2 presents the transmitted packets structure. 

TABLE 2. 

Format of transmitted packets from wearable devices  
in MATLAB 

Field Type Description 

ID String Sailor’s name or unique ID 

timestamp DateTime Time of reading 

GPS Float[2] Latitude and longitude 

heart_rate Integer 
Heart rate in beats per 
minute (bpm) 

temperature Float Body temperature in °C 

spo2 Float Oxygen saturation level (%) 

SOS Boolean 1 if SOS is activated 

 
The communication model is inspired by the LoRa 
physical layer, incorporating core features such as 

low-power periodic data transmission, GPS-based 
updates, and probabilistic packet loss modelling. 
The MATLAB simulation includes delayed trans-
mission, packet dropout probability, and limited 
data rate per node, mimicking real-world LoRa 
constraints 

5. MATLAB SIMULATION 

To evaluate the functionality and performance of 
the proposed LoRa-based emergency monitoring 
system, a MATLAB simulation was developed. It 
models wearable devices for sailors, replicates 
real-time LoRa data transmission, tracks heart 
rate, GPS location, and SOS signals, generates 
health alerts, and visualizes data on a dashboard. 

The MATLAB GUI consists of four dynamic sec-
tions: 

 Heart Rate chart – displays real-time HR 
values for each sailor; 

 Temperature chart – tracks core body 
temperature; 

 SpO₂ chart – monitors oxygen saturation; 

 GPS map – plots sailor positions with 
markers and labels. 

Each sailor is color-coded consistently across all 
visualizations. 

The MATLAB-based GUI dashboard was deve-
loped using: 

 geoaxes() – for real-time map tracking; 

 uicontrol() – for real-time text status up-
dates; 

 containers. Map – for dynamic variable 
tracking per sailor; 

 msgbox() and beep for visual and audible 
SOS alerts. 

The GUI processes packets as they are received, 
updates the live map with markers, and shows 
popup warnings for SOS or abnormal HR. 

6. RESULTS FROM THE SIMULATION 

A live satellite-based geospatial map (Fig. 2) dis-
played the real-time positions of all sailors within 
the Black Sea region. GPS coordinates were con-
tinuously updated and plotted, allowing monitoring 
of movement and location drift. The system main-
tained visual accuracy throughout the 30-cycle 
simulation. The map interface clearly indicated the 
location and status of each sailor. 
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Figure 2. Live map display of sailor position with status  
indicators on the system dashboard 

The dashboard visualized vital signs with a color-
coded scheme: green for normal ranges, orange 
for elevated but non-critical, and red for critical 
readings or SOS activation. This intuitive represen-
tation enabled rapid assessment of crew health. 
Several high heart rate events (e.g., >150 bpm) 
were detected and flagged (Fig. 2, right panel). 

 

 

Figure 3. SOS alert window 

The system’s emergency response logic was vali-
dated through multiple simulated SOS events. For 
example, sailors Ivan, Dimitar, and Nikolay trig-
gered SOS signals, resulting in instantaneous pop-
up alert windows (Fig. 3) combined with audible 
warning cues. Each alert included the sailor's ID, 
timestamp, and exact GPS coordinates, facilitating 
rapid decision-making and location-specific re-
sponse. 
 

 

Figure 4. Heart rate trends per sailor  

A dedicated panel displayed historical trends and 
comparative statistics. As shown in Fig. 4, individ-
ual heart rate values were plotted separately for 
each sailor, highlighting both normal and outlier 
physiological responses. These plots enabled ret-
rospective health trend analysis and data-driven 
performance evaluation of the wearable monitoring 
system’s performance. 

 

Figure 5. Healthy vs emergency vital signs  

To further evaluate the system responsiveness 
and data differentiation, a comparative diagram 
was used to contrast the healthy and emergency-
status sailors (Fig. 5), presenting key physiological 

parameters including heart rate, SpO₂ levels, and 
body temperature. 

Sailors in the emergency category presented sig-
nificantly elevated heart rates (often exceeding 150 

bpm), reduced SpO₂ values below the typical 95% 
threshold, and activated SOS flags, while healthy 
sailors maintained stable, medically acceptable 
readings. The visual distinction demonstrates the 
system’s ability to categorize and display health 
status in real time. 

This side-by-side comparison validates sensor 
inputs and system logic and supports future devel-
opments in predictive health assessment and early 
detection of physiological or location anomalies in 
maritime environments. The simulation confirmed 
the feasibility of real-time monitoring of health and 
location data over a LoRa channel. Integrating 
geospatial visualization, physiological signal analy-
sis, emergency handling, and historical data review 
into a single MATLAB dashboard illustrates the 
system’s potential for enhancing maritime safety 
protocols. 
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7. CONCLUSION 

This study presented a MATLAB-based simulation 
of a LoRa-enabled wearable emergency monitor-
ing system developed for maritime safety applica-
tions. The proposed architecture integrates GPS 
tracking, real-time vital sign monitoring, SOS sig-
naling, and a shipboard GUI dashboard. The simu-
lation results demonstrated the system's ability to 
reliably transmit physiological and location data 
under realistic LoRa constraints, while supporting 
anomaly detection and emergency alerts. Real-
time geospatial mapping, health trend visualiza-
tion, and audible/visual alert mechanisms were 
validated across 10 virtual sailor units over multiple 
simulation cycles. The comparative analysis of 
healthy versus emergency cases confirmed the 
system’s diagnostic potential. These findings sup-
port the feasibility of deploying low-power, long-
range wearable solutions for crew safety in mari-
time environments and provide valuable insights 
for future real-world implementation and optimiza-
tion.  
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Abstract 

This paper addresses the critical issue of crew safety during maritime emergencies by presenting a wearable system for real-time 
sailor tracking and emergency signaling. The proposed solution integrates a wearable unit with a shipboard transceiver using a 
mesh-based LoRa communication network, ensuring long-range, low-power data transmission without reliance on existing infrastruc-
ture. The system design includes automated distress activation via water immersion sensors and manual panic buttons, as well as 
continuous location tracking. Through a systematic review of current literature and the development of a system architecture, the 
study demonstrates the novelty and practicality of the proposed approach. The results indicate a significant potential to improve 
situational awareness, reduce response times, and enhance overall marine safety. 

Keywords: LoRa mesh topology, mesh networks, wearable devices, sailor tracking, bracelet-based monitoring, system design 

 
 
1. INTRODUCTION 

Maritime operations inherently involve high-risk 
environments, where emergency situations, such 
as man-overboard incidents, can quickly escalate 
into life-threatening events. Ensuring the safety of 
people at sea remains a critical concern for naval 
forces, commercial fleets, and research vessels. 
Traditional emergency response systems often rely 
on manual detection and centralized infrastructure, 
which may delay response times or fail entirely in 
harsh or infrastructure-less environments. 

In recent years, the integration of Internet of 
Things (IoT) technologies and low-power commu-
nication protocols has opened new possibilities for 
real-time monitoring and emergency response at 
sea. Among these, LoRa (Long Range) wireless 
technology has emerged as a promising solution 
due to its long-range coverage, low energy con-
sumption, and robustness in remote or obstructed 
environments. When combined with mesh network-
ing topologies, LoRa can enable decentralized, 
resilient communication networks capable of oper-
ating without fixed infrastructure. 

The main aim of this study is to propose the design 
and architecture of a LoRa-integrated wearable 
system for real-time tracking and emergency alert-

ing of sailors in maritime environments. The sys-
tem utilizes the low-power, long-range communica-
tion capabilities of LoRa technology, combined 
with GPS positioning, water immersion detection, 
and manual SOS signalling, to enhance crew safe-
ty, situational awareness, and response efficiency 
during overboard or high-risk incidents. The design 
emphasizes mesh network communication for 
improved reliability and autonomy, particularly in 
infrastructure-less maritime zones. 

 
2. RELATED WORK 
 
For the literature review, scientific papers and re-
ports published between 2020 and 2025 were ex-
amined, indexed in the electronic database Sco-
pus. The review followed a systematic process, 
including literature search, selection of relevant 
publications, extraction of key information, and 
summarization of findings.  

The search criteria in Scopus included the key-
words: “LoRa” and “bracelet”. Only 3 publications 
matching them were found. In paper [1], the au-
thors analyse the impact of a replay attack on Lo-
RaWAN wearable devices by demonstrating how 
insecure configurations can compromise message 
reliability and examining changes observed at the 
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LoRaWAN gateway during the attack. The study 
[2] presents the design and evaluation of the 
HELPi system - a LoRa-based digital bracelet for 
supporting indigents - by identifying user needs, 
proposing a dynamic communication protocol, and 
assessing user perceptions, signal propagation, 
and energy consumption to inform system deploy-
ment. In [3] authors explore a hybrid approach 
combining IoT, wireless healthcare networks, and 
cloud computing to enable early identification, 
monitoring, and exposure alerts for COVID-19, 
emphasizing intelligent diagnosis and social dis-
tancing through federated medical data systems.  

Due to the limited availability of sources on the 
selected topic in Scopus, with only three relevant 
publications identified, additional literature was 
retrieved from other databases to support the 
study comprehensively. Paper [4] presents a sys-
tem designed for automatic man-overboard detec-
tion and location tracking using LoRa communica-
tion. The system includes a wearable terminal that 
activates upon water immersion, transmitting GPS 
data to a ship-mounted base station. It demon-
strates the application of LoRa in maritime emer-
gency scenarios with a focus on wearable devices. 
In [5] authors introduce a wearable IoT system 
combining LoRa and BLE (Bluetooth Low Energy) 
technologies for emergency communication in 
infrastructure-less scenarios, highlighting the inte-
gration of LoRa in wearable emergency systems, 
emphasizing communication protocols and user 
localization. The paper [6] presents an ad-hoc 
communication system utilizing LoRa for maritime 
applications, enabling peer-to-peer communication 
without relying on traditional network infrastructure.  
 

TABLE 1. 
Comparison of relevant literature sources 

Source Year Description 
Relevance  
to the topic 

22 2024 
LoRa-based ad 
hoc maritime 
network. 

Focuses on maritime 
LoRa communication. 

[4] 2023 

LoRa-based 
maritime emer-
gency beacon with 
GPS for over-
board alerts. 

Wearable, GPS, 
marine environment. 

[7] 2021 

Affordable LoRa 
GPS beacon for 
maritime emer-
gencies. 

Shows LoRa + GPS 
for maritime distress, 
low-cost angle. 

[5] 2020 

LoRa + BLE 
system for emer-
gency communi-
cation and user 
localization. 

Multi-hop wearable 
emergency system. 

The literature review and the comparison in Table 
1 show that several studies and projects are rele-
vant to the topic. However, none specifically de-
scribes a LoRa-enabled emergency bracelet for 
sailors with real-time tracking and distress signal-
ing. This highlights a clear gap in current research 
and establishes the novelty of the proposed sys-
tem. 

The development of such a system can significant-
ly contribute to improving situational awareness, 
rescue efficiency, and crew safety during maritime 
disasters, representing a critical advancement in 
the domain of wearable maritime safety technolo-
gies. 
 
3.  LoRa-BASED COMMUNICATION 

TECHNOLOGIES 

LoRa is a low-power, wide-area network (LPWAN) 
communication technology designed for long-
range data transmission with minimal energy con-
sumption. It operates in unlicensed ISM (Industrial, 
Scientific, and Medical)  bands (such as 433 MHz, 
868 MHz, and 915 MHz) and utilizes a modulation 
technique known as Chirp Spread Spectrum 
(CSS), which enables devices to communicate 
over distances of several kilometers while main-
taining robustness against interference and noise. 
These characteristics make LoRa suitable for use 
in challenging environments, such as maritime 
operations, where reliable communication is es-
sential [8]. 

LoRa mesh refers to a network architecture built on 
top of the LoRa physical layer, where devices (or 
nodes) communicate with one another and forward 
messages across the network. This enables infor-
mation to travel through multiple “hops” rather than 
requiring a direct link to the destination. LoRa 
Mesh features self-organizing and adaptable struc-
ture, multi-hop communication, flexible device 
placement in the field, and provides redundancy 
that improves reliability in case of node failures [9]. 
Because of these advantages, it is suitable for 
scenarios where traditional infrastructure is una-
vailable or damaged, such as during natural disas-
ters or at sea. In maritime safety applications, Lo-
Ra mesh enables the deployment of wearable 
tracking and emergency signaling devices that can 
operate reliably without frequent maintenance or 
charging. 
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LoRaWAN (Long Range Wide Area Network) is a 
standardized communication protocol designed to 
work over the LoRa physical layer. It uses a star-
of-stars network layout where devices send data to 
a central gateway, which then forwards it to a 
cloud-based server. LoRaWAN is designed to be 
secure, energy-efficient, and capable of supporting 
large networks of devices. It has centralized archi-
tecture for broad and scalable coverage. It is 
commonly used in smart city infrastructure, indus-
trial IoT, and utility monitoring, where reliable con-
nectivity and central data collection are important 
[10].  

When designing LoRa-based wearable systems 
the choice of communication method has a major 
impact on system performance. Point-to-point Lo-
Ra works well for simple, short-range links where 
only a few devices need to communicate. LoRa 
mesh offers better range and reliability without 
needing fixed infrastructure, making it more suita-
ble for emergency scenarios or remote areas. Lo-
RaWAN is ideal for centralized systems that con-
nect to the internet, but may not be practical in 
isolated environments with no access to gateway 
infrastructure [11].  

The use of open-source protocols such as 
Meshtastic extends the capabilities of standard 
LoRa networks by introducing mesh networking 
functionality. This allows data to be forwarded 
across multiple devices in a decentralized manner, 
enhancing coverage, resilience, and reliability in 
environments where line-of-sight transmission 
cannot always be guaranteed. As a result, LoRa-
based communication technologies represent a 
powerful solution for enabling low-cost, long-range, 
and energy-efficient communication in emergency 
and tracking systems adapted to the maritime do-
main.  

Based on the presented technologies, a suitable 
solution for sailor tracking in maritime emergencies 
is LoRa mesh. This is the topology used for the 
proposed system. 
 
4.  DESIGN AND ARCHITECTURE OF LoRa-

INTEGRATED WEARABLE SYSTEM 

4.1. System design 

The proposed system is designed to enhance the 
safety of sailors during maritime emergencies by 
integrating a wearable LoRa-based communication 
unit (bracelet) with onboard transceiver system and 

maritime communication systems. The primary 
design objectives are real-time location tracking, 
immediate distress signaling, and reliable commu-
nication coverage, even in infrastructure-less or 
signal-deprived areas. The design of the LoRa 
mesh network is shown on Fig. 1.  

 

Figure 1. Design of the LoRa mesh network 

4.1.1. Wearable unit   

The wearable device is compact, waterproof, and 
designed to be comfortably worn by sailors. It in-
cludes the following core components: 

 GPS module - continuously determines 
and updates the sailor's location with high 
precision. 

 Water sensor - automatically detects wa-
ter immersion. When triggered, it initiates a 
man-overboard (MOB) emergency alert 
without requiring user intervention. 

 Panic button - allows the sailor to manu-
ally trigger an emergency alert. 

 Microcontroller - acts as the central pro-
cessing unit to manage data collection and 
communication logic. 

 LoRa transceiver - ensures low-power, 
long-range wireless communication. It 
supports both peer-to-peer and mesh to-
pologies, ensuring reliable message deliv-
ery in dynamic and infrastructure-less en-
vironments. 
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 Battery - provides sufficient power for 
long-duration operation; includes power-
saving strategies for extended battery life. 

 Periodic status signal ("I'm OK") - the au-
thors propose that device is programmed 
to transmit a periodic signal (e.g., every 5 
minutes) confirming the sailor’s safety and 
system functionality. If it’s not received 
within the set timeframe, the system treats 
it as a possible emergency and can initiate 
a secondary check or alert. 

4.1.2. LoRa communication network 

The system utilizes LoRa (Long Range) wireless 
technology for its low-power, long-range communi-
cation capabilities. A mesh network topology - 
enabled by platforms like Meshtastic - is proposed 
to ensure resilience and extended coverage, allow-
ing devices to relay data between one another until 
it reaches the shipboard transceiver. This model 
reduces dependence on centralized infrastructure 
and enhances system’s reliability during disasters.

4.1.3. Shipboard transceiver unit  

The authors propose that the shipboard-based 
system acts as the primary receiver and emergen-
cy management hub. It includes: 

 LoRa gateway module - constantly lis-
tens for incoming transmissions from all 
wearable devices in the area, including 
normal status updates and emergency 
signals. 

 Embedded processor - interprets data, 
logs sailor locations, monitors periodic 
check-ins, and processes SOS or MOB 
events in real time. 

 Emergency alert subsystem - when an 
SOS or missed “OK” signal is detected, 
the system should generate visual/audible 
alerts on the dashboard and displays the 
last known coordinates of the affected 
sailor. It could also forward data to inte-
grated systems like AIS, GMDSS, or mo-
bile apps for further action. 

 

 

Figure 2. Design of the proposed system

4.2. Operational workflow  

The design of the proposed system is shown on 
Fig. 2. The bracelet continuously transmits position 
data via LoRa mesh. The operational workflow is as 
follows: 

1. In an emergency (water immersion or panic 
button), the system sends a high-priority dis-
tress packet. 

2. The onboard transceiver decodes the packet 
and identifies the location and identity of the 
affected sailor.  

3. The alert is forwarded to relevant maritime 
authorities or systems via integrated commu-
nication channels. 

5. CONCLUSION 

This study presents a novel LoRa-based wearable 
emergency system designed specifically for mari-
time applications, addressing a critical gap in exist-
ing research and technologies. The literature review 
highlights the limited number of studies directly 
focused on LoRa-enabled bracelets for sailor safe-
ty, underscoring the originality and potential impact 
of the proposed system.   

The designed solution addresses the critical need 
for real-time monitoring and emergency signaling 
for sailors during overboard or high-risk situations. 
By utilizing LoRa communication technology, the 
system ensures long-range, low-power data trans-
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mission, enabling resilient communication even in 
infrastructure-less or remote maritime zones. 

Through careful selection of components and archi-
tecture, the system is designed to improve situa-
tional awareness and response times during over-
board incidents. The incorporation of periodic "I'm 
OK" signals adds an additional safety layer, helping 
to proactively identify unresponsive or compromised 
devices. 

The proposed design represents a significant con-
tribution to the field of maritime safety, with potential 
for deployment in various operational contexts to 
enhance crew protection, optimize rescue opera-
tions, and reduce fatalities in marine emergencies.  

Future work includes hardware realization of the 
proposed design, field testing under varying marine 
conditions, optimization of power consumption 
strategies, and integration with international mari-
time distress systems. 
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Abstract 

In this paper an outdoor measurement campaign for almost flat terrain environment is undertaken for wireless mobile applications at 
the frequencies of 30 MHz and 300 MHz. The measured results are compared here both with the well – known in the literature “Two–
Ray” (TR) model of wave propagation, as well as with the also well – known “Extended Hata” (EH) and “Egli” empirical models. The 
results showed that TR model forecasts path loss with better accuracy, delivering low error metrics. It outperforms Extended Hata 
and Egli models, which proved to be unsuitable for predicting path loss in the specific examined scenario. 

It is intended that further research by our research group will be conducted in the direction of comparison of our measured results 
with alternative analytical results, which have been produced by us in previous publications of ours, in this “low frequency” regime. 

 
 
1. INTRODUCTION 

The problem of electromagnetic (EM) wave propa-
gation over a flat terrain (or over a lossy medium 
with flat interface) is well – known in the literature 
as the “Sommerfeld antenna radiation problem”, 
where the interest here is for observation points 
over the flat interface [1-23]. However, in this paper 
we concentrate in comparing our outdoor experi-
mental measurements in “low frequency” regime 
(here for frequencies 30 MHz and 300 MHz), which 
are obtained here by our research group, with ap-
proximate or empirical models of electromagnetic 
(EM) wave propagation [24-30]. In near future pro-
posed research by our group, we intend to compare 
our outdoor experimental results measured by us 
here with alternative analytical results which have 
been produced by our research group in previous 
publications of ours (also in the “low frequency” 
regime, at which surface waves are expected to be 
present). 

The rest of this paper is organized as follows: Sec-
tion 2 describes the measurement environment, the 
equipment, as well as the procedure followed dur-
ing our outdoor experimental campaign. In Section 
3, different models are introduced and assessed for 
their suitability to forecast the measured path loss. 

Finally, interesting conclusions and future research 
are presented in Section 4. 
 
2. EXPERIMENTAL CAMPAIGN 

The measurements were carried out in a flat road 
inside our University (NTUA) campus, in order to 
represent a near flat earth scenario. Fig. 1(a) and 
Fig. 1(b), illustrate the measurement environment, 
as well as the location of the transmitter (Tx). The 
blue line indicates the trajectory of the receiver (Rx) 
at 30 MHz, along which, the electric field values 
were recorded from 2 m up to 100 m in steps of 2 
m. In respect, the red line stands for the 300 MHz 
measurements, where the electric field values were 
recorded from 2 m up to 300 m in steps of 2 m. 
Both sides of the road were surrounded by tall 
trees. The yellow star denotes the location of the 
Tx, which transmitted a continuous wave (CW) 
signal at 30 MHz and 300 MHz, for the first and 
second low frequency regime scenarios, respective-
ly. In total, 50 and 150 received signal power sam-
ples were recorded at 30 and 300 MHz, respective-
ly. At each measurement position the Rx was sta-
tionary, having a line-of-sight (LOS) condition with 
the Tx. 
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The Tx antenna was mounted at a height of 3 m 
about the road surface. A signal generator was 
employed to produce the transmitted signal, which 
was fed, through a 3-m cable, to a vertically polar-
ized omnidirectional antenna (Skycan 25-2000 
MHz), with a half power beamwidth (HPBW) of 60◦ 
in the elevation plane and a constant gain of about -
25 dBi and 0 dBi, in the azimuth plane, at 30 MHz 
and 300 MHz, respectively. The transmitted effec-
tive isotropic radiated power (e.i.r.p.), was 20 dBm 
at both selected frequencies. 

 

 

(a) 

 

(b) 

Figure 1. Measurement environment 

An SRM-3006 frequency selective field meter by 
Narda GmbH (Pfullingen, Germany) in spectrum 
analysis mode was employed as the receiving unit. 
An electric field isotropic probe was used (27 MHz - 
3 GHz with a 0 dBi gain), connected to the main 
control unit through a 1.5-m cable. The Rx sensor 

was mounted on a wooden tripod at 1.7 m above 
the field surface. The Rx unit recorded the power 
samples in dBV/m, using a time average of 2 
minutes. The utilized Rx equipment was calibrated 
according to the ISO/IEC 17025:2017 standard [24]. 
Table I summarizes the Tx and Rx characteristics 
adopted in the launched measurement campaign. 

TABLE I.  
Transmitter and receiver characteristics during  

the measurement campaign at each selected frequency  
scenario 

 30 MHz 300 MHz 

Tx power 20 dBm 20 dBm 

Tx gain -25 dBi 0 dBi 

EIRP -5 dBm 20 dBm 

Rx gain 0 dBi 

Rx 
sensitivity 

-65 dBm 

Based on the received signal power the measured 
path loss PL, in decibels, at each Rx location can 
be calculated by: 

 Tx Tx RxP rPL G G P     (1) 

where PTx indicates the Tx power in dBm, GTx, GRx 
denotes the Tx and Rx gains, respectively, in dBi, 
and Pr stands for the received signal power in dBm. 
Therefore, from (1), 50 and 150 path loss samples 
are resolved at each examined frequency scenario 
at a specific distance dD, in meters, between Tx and 
Rx (length of the direct ray) that is given by: 

 2 2( )D t rd d h h  
  
    (2) 

where d designates the direct horizontal (ground) 
distance, in meters, between Tx and Rx, and ht, hr 
designate the Tx and Rx heights (3 and 1.7 m), 
respectively. 

The raw data for both scenarios are shown in Fig. 
2, where the received power versus distance is 
depicted. It should be pointed out that the distance 
from Tx, in meters, represents the direct distance 
(dD) between Tx and Rx. 

In Section 3, below, the measured path loss, from 
eq. (1) above, will be compared with the flat terrain 
model (‘two – ray model’), as well as with two em-
pirical models for comparison purposes, which are 
the ‘Extended Hata model’ and ‘Egli model’. 
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Figure 2. Received signal power at each measured  
scenario at 30 and 300 MHz 

 
3.  PATH LOSS MODELS, RESULTS AND 

DISCUSSION 

The ‘two-ray model’ describes the signal propaga-
tion using two components. The direct ray between 
Tx and Rx and a ground reflected path ray. The 
path loss, in decibels, based on the two-ray model 
is given by [25]: 

Δ
10 10 V

4
20log 20log 1 Γ e j φπd

PL
λ

 
   

 
 (3) 

where λ is the wavelength, in meters, at each se-
lected frequency, and d is the ground (horizontal) 
distance between Tx and Rx, as previously men-

tioned. Furthermore, VΓ  denotes the vertical polar-

ization reflection coefficient of the ground reflected 
path, and Δφ stands for the phase difference be-
tween the direct and the ground paths. The reflec-
tion coefficient is described by: 
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where θi, is the “grazing angle” of the incident wave 
(i.e., the angle between the incident EM wave and 
the flat terrain), and εr is the relative permittivity of 
the ground. Assuming a very dry ground, εr = 3 
according to [26]. Furthermore, the grazing angle in 
(4), is related to the geometrical propagation char-
acteristics according to: 
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 (5) 

where dG denotes the length of the ground reflected 
ray, in meters, which can be calculated by: 

 2 2( )G t rd d h h    (6) 

Finally, the phase difference between of the path 
lengths between the direct and the ground reflected 
rays are given by: 

 
2

Δ ( )D G

π
φ d d

λ
   (7) 

where dD and dG are provided by (2) and (6), re-
spectively. 

Apart from the two-ray path loss model, the meas-
ured path loss is also compared with the “Extended 
Hata” model [27]. The specific model is widely used 
and is applicable for frequencies up to 3 GHz, and 
distances up to 40 km. A rural/open area environ-
ment is assumed in this case; therefore, the path 
loss is given by: 

2
10

10

4.78(log [min{max{150, },2000}])

18.33log [min{max{150, },2000}] 40.94

UPL PL f

f

 

 
 (8) 

where f is the operating frequency in MHz, and PLU 
the path loss considering the urban environment. 
The latter parameter for frequencies between below 
150 MHz can be calculated according to: 

10 10
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t
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h

h d a h b h

  



   

 (9) 

where dD is the direct ray distance, converted in 
kilometres, between Tx and Rx, and f the operating 
frequency in MHz. Further, a(hr) and b(ht), are the 
correction factors for the Rx and Tx, respectively, 
taking into account their specific heights hr and ht in 
meters. The correction factors are adopted for the 
rural/open area locations and can be calculated by: 

10( ) min{0,20 }log ( / 30)t thb h   (10) 

and 

10

1 10 0

( ) (1.1log ( ) 0.7)min{10, }

(1.5 }6log ( ) 0. gmax{0,20lo ( /18) 0)r

r ra h f h

hf

 

  
(11) 

For frequencies between 150 and 1500 MHz, the 
path loss is expressed as: 

10 10

10 10

69.6 26.2log ( ) 13.82log (max{30, })

(44.9 6.55log (max{30, })) log ( ) ( ) ( )

U t
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(12) 
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Therefore, the “Extended Hata” model calculates 
differently the path loss at 30 and 300 MHz, lever-
aging (9) and (12), espectively. Finally, “Egli” model 
[28], is also popular and utilized in forecasting path 
loss over terrain scenarios. It is applicable for low 
frequencies between 40 and 1000 MHz and for 
distances up to 10 km. The path loss is given, in 
decibels, according to 

10 10 1091.2 40log ( ) 20log ( ) 20log ( )Egli D t rPL d h h f    (13) 

where dD stands for the direct distance, converted 
in kilometres, between Tx and Rx, f designates the 
operating frequency in MHz, and ht, htr, denote the 
Tx and Rx heights, respectively. The results are 
presented in Fig. 3 where the path loss versus dis-
tance (in logarithmic scale) is provided along with 
the three different models for comparison. 
 

 

(a) 

 

(b) 

Figure 3. Path loss results versus distance. (a) 30 MHz  
and (b) 300 MHz 

 

The results reveal that the “two-ray model” fits bet-
ter to the measured samples. This can be credited 
to the geometrical nature of the applied model that 
considers the physical characteristics of the propa-
gating signal over the flat terrain environment. This 
behaviour is apparent in both examined frequencies 
according to Fig. 3, although at 30 MHz the shadow 
fading (i.e., the path loss variations with respect to 
the two-ray model) are greater at 30 MHz, probably 
due to reflections from surrounding objects. Lower 
shadow fading is observed at 300 MHz. 

Furthermore, both the “Extended Hata” and “Egli” 
models do not adapt well to the measured data at 
both 30 and 300 MHz. This is probably due to the 
low Tx and Rx heights that were used during the 
measurement campaign, which limits these two 
models’ applicability. It is also worth commenting 
that both the “Extended Hata” and “Egli” models 
predict well the path loss in the first few meters at 
both examined frequencies (about 10 m for 30 MHz 
and 30 m at 300 MHz). However, after these dis-
tances, large discrepancies are encountered, be-
tween the measured and the predicted path loss. 

In order to validate and compare quantitively the 
prediction accuracy, specific statistical metrics are 
applied, thereby determining the error between the 
measured and the forecasted path loss [29], [30], 
[31], [32]. The mean absolute error (MAE), in deci-
bels, is given by: 

 
1

1
MAE

N
predmeas

i i

i

PL PL
N



   (14) 

where PLi
meas and PLi

pred stand for the measured 
and predicted path loss values, respectively, and i 
is the index of the measured sample. Finally, N is 
the total number of path loss samples. The mean 
absolute percentage error (MAPE) is calculated 
according to: 

1

1
MAPE 100%

N predmeas
i i
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ii

PL PL
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
    (15) 

Further, the root mean square error (RMSE), which 
actually represents the shadow factor is given, in 
decibels, by: 
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PL PL
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   (16) 
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Finally, the cross-correlation coefficient reveals the 
degree of relationship between the measured and 
predicted samples. It is defined as the Pearson 
product moment [33], and can be calculated ac-
cording to: 

  

   
1

2 2

1 1

ρ

N
meas meas pred pred
i i i i

i

N N
meas meas pred pred
i i i i

i i

PL PL PL PL

PL PL PL PL



 

 



 



 
(17) 

Cross-correlation is a nonparametric measure of 
the statistical dependence among the measured 
and the forecasted path loss. Based on the abso-
lute value the coefficient, the correlation between 
the measurements and the prediction can be classi-
fied as strong for values 0.6-0.79 and very strong 
for values 0.8-1.0 [31]. Acceptable correlation val-
ues are those greater than 0.8 that validate the 
appropriateness of an assessed model [34]. 

The statistical errors are determined in the follow-
ing, by using (14)-(17), for each examined model. 
Table II summarizes the numerical results for each 
evaluated model and frequency scenario. 

TABLE II.  
Statistical results between measured and predicted path loss 
for Two-Ray (TR), Extended Hata (EH) and Egli (EG) models 

at each frequency scenario 

 

Model Metric 30 ΜHz 300 ΜHz 

TR 

MAE 

[dB] 
3.3 3.2 

MAPE 

[%] 
1.9 1.5 

RMSE 

[dB] 
4.3 4.0 

ρ 0.84 0.85 

EH 

MAE 

[dB] 
10.7 9.4 

MAPE 

[%] 
9.5 8.2 

RMSE 

[dB] 
12.0 11.1 

ρ 0.76 0.79 

EG 

MAE 

[dB] 
13.7 13.1 

MAPE 

[%] 
11.4 10.2 

RMSE 

[dB] 
15.6 14.7 

ρ 0.61 0.66 

 

The results in Table II reveal that “Two-Ray” (TR) 
model is better applicable in a near flat-terrain envi-
ronment, that is much lower errors are obtained, as 
compared with the “Extended Hata” (EH) and “Egli” 
(EG) models. In terms of RMSE, TR model fits bet-
ter at 300 MHz, although the errors between (for TR 
model) 30 and 300 MHz can be regarded as com-
parable. 

On the other hand, EH and EG models exhibit 
much higher errors, with EG model to be inferior 
between all the examined models. Despite the high 
errors, EH and EG models seem to adapt better at 
300 MHz, which indicates that are more appropriate 
at higher frequency applications over near flat ter-
rain scenarios. However, disappointing results are 
encountered at 30 MHz, where very high errors and 
very low correlations are obtained. Finally, it is 
proved that empirical models, such as EH and EG 
are not recommended for near flat-terrain and low 
frequency scenarios providing inaccurate forecasts. 
 
4. CONCLUSION 

In this paper we presented an outdoor experimental 
measurement campaign of our research group from 
propagation of EM waves over flat terrain at 30 
MHz and 300 MHz (‘low frequencies’ in our ‘lan-
guage’, where ‘surface waves’ may exist). The 
measured data were compared with Extended Hata 
and Egli empirical models, as well as with the two-
ray geometrical optic model. According to the statis-
tical analysis it is observed that the latter model 
exhibits the best performance predicting the path 
loss with remarkable accuracy in both examined 
frequency scenarios. 

As possible future work, the authors would like to 
assess additional path loss models of theirs (ob-
tained by them previously through their previous 
analytical EM propagation methods above flat ter-
rain), and validate their suitability to predict accu-
rately the path loss in near flat-terrain scenarios. 
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Abstract 

In this paper a large dataset of satellite Synthetic Aperture Radar (SAR) Images from Capella’s SAR mode satellite constellation 
system is analyzed by using the Modified Fractal Signature Method, for terrain classification. Four (4) types of terrain are considered 
(urban, mountain, rural and sea), and our numerical results show a good classification  between them. Furthermore, nonlinear re-
gression models are used to our results, showing also satisfactory differentiation between the four (4) terrain types. 

 
 
1.  INTRODUCTION 

In this paper we obtained a large number of SAR 
satellite images from Capella’s SAR mode satellite 
constellation system for classification purposes. 
Namely, we chose four (4) types for terrain classifi-
cation, which are the following: urban, mountain, 
rural and sea. The classification is performed by 
using a well – known in the literature fractal tech-
nique, namely the Modified Fractal Signature 
(MFS) Method [1-9]. Namely, compared to Ref. [9], 
the main advantage here is that we used a very 
large number of SAR images, that is 100 images 
for each type of terrain (400 SAR images), which 
we consider as an important advantage as com-
pared to [9]. 

2.  SAR DATA PRESENTATION USED  
  IN THIS WORK 

In this work we used SAR images obtained by the 
Capella X-SAR Earth observation satellite constel-
lation system [10], collecting high-resolution X-
band synthetic aperture radar images, with spatial 
resolution less than 1 m. The constellation oper-
ates at an altitude of 485-525 km. We used ‘Single 
Look Complex’ (SLC) images, which are free of-
fered data [10], containing both the amplitude and 
phase of the radar signal. The SLC SAR images 

are available in GeoTIFF format, which means 
georeferenced TIFF images. The SAR used fre-
quency band is at X-band (9.4 – 9.9 GHz). 

The dataset consists of: 

1. 100 SAR images for mountainous regions. 
2. 100 SAR images for urban regions. 
3. 100 SAR images for rural regions. 
4. 100 SAR images for sea regions. 

GeoTIFF images collected from Capella’s SAR 
mode satellite constellation, which offer spatial 
resolution less than 1m and well-defined area cov-
erage. Below follow four (4) representative images 
from the dataset.  
 

 

Fig. 1. SAR image mountainous region 
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Fig. 2. SAR image urban region 

 

 

Fig. 3. SAR image rural region 

 

 

Fig. 4. SAR image sea region 

Each one of the 400 SLC SAR images has 500 x 
500 pixels size resolution and the amplitude mag-
nitude of each one of these images is in the range 
0  to 256.    

3.  MODIFIED FRACTAL SIGNATURE (MFS)   
  METHOD USED IN OUR WORK 

In this paper we are using the MFS fractal method, 
as we also did in Ref. [9] [see also Refs. [3], [4]], 
but here with the very important advantage using a 
very large number of real spaceborne SAR data. 

The main function that we are using here is FD (δ) 

𝐹𝐷 = 2 −
log2𝐴𝛿1 − log2𝐴𝛿2

log2𝛿2 − log2𝛿1
           (1) 

 

which represents the ‘Fractal Dimension’ of the 
SLC SAR image (it is a characteristic function of 
the image ([3], [4], [8],[11]). Please note here that δ 
denotes the resolution in the image (i.e. δ=1 
means maximum resolution of the image, and fur-
thermore as δ increases the resolution of the im-
age is decreasing). For this reason function FD (δ)  
is a decreasing function of  δ. Νote also that  δ   is 
the iteration number in  this procedure  ([3], [4], 
[8]), that is if FD was a true fractal surface it would 
be a constant, i.e. independent of  δ. Finally, note 
that function FD (δ) in some way gives a measure 
of the ‘roughness’ of the surface, and this ‘rough-
ness’ is increasing with increasing function   FD (δ). 
Furthermore, note that FD (δ) is always a monotin-
ically decreasing function of δ ([3], [4], [8]). Finally, 
in eq. (1) note that A(δ) is the area of the blanket 
corresponding to the real surface (amplitude of the 
SAR image [see  ([3], [4], [8] for details].  

4.  SAR DATA PROCESSING AND NUMERICAL 
RESULTS (QUANTITATIVE TERRAIN 
CLASSIFICATION) 

By obtaining 100 GeoTIFF SAR images per terrain 
class (1. Sea, 2. Rural, 3. Mountain, 4. Urban, as 
mentioned above), and by calulating the amplitude 
average for each pixel per SAR image and class, 
we obtained the following results, where in Fig. 5 we 
show the fractal dimension function FD (δ) as a func-
tion of resolution (iteration)  δ for the whole set of 
400 images. Here, we can easily observe the nice 
quantitative classification between the four (4) types 
of terrain, which are in good agreement with our 
expectation (as mentioned in Section 3, above). 

 

Fig. 5. Fractal dimension Fd  as a  function of δ  
(image resolution – iteration) in the MFS method  

for all chosen terrain classes 
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In the following two (2) figures we also obtained 
two types of curve fitting by using nonlinear re-
gression analysis (3rd degree polynomial curve 
fitting, fig. 6, and logarithmic curve fitting, fig. 7).  
 

 

Fig. 6. Polynomial regression (3rd degree) for FD vs δ 
 

 

Fig. 7. Logarithmic regression for FD vs δ 

These two (2) figures (Fig. 6 and Fig. 7) show in an 
even clearer way the excellent classification of the 
four (4) spaceborne SAR images types (100 imag-
es per type). 

Finally, please note that all the above quantitative 
classification processing was developed by using 
R-software (R-software is a modern free software 
environment for statistical computing-programming 
and graphics). 

5. CONCLUSIONS – FUTURE RESEARCH 

In this paper we used the MFS fractal method for 
quantitative terrain classification by using a very 
large set of spaceborne SAR SLC images. The 
numerical classification results were very promising. 

As future research, we intend to use machine 
learning techniques (training and testing of real 
spaceborne SAR data), as well as by using more   
advanced fractal techniques. 
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Abstract 

The paper is devoted to the presentation of methods of investigation of the influence of low-frequency magnetic field on the human 
body. These methods are useful not only for scientific investigations in medicine and engineering, but also for education in the pro-
cess of lifelong learning and perform calculation and visualization of the value of magnetic induction of low frequency magnetic field 
created by several coils, which is a typical situation for the modern systems for magneto-therapy. 

 
 
1.  INTRODUCTION 

Visualization of space temporal configuration of the 
vectors of magnetic induction around and in the 
human body is very important requirement for ob-
taining of good results in magneto-therapy. This 
visualization can be obtained using one preliminary 
mathematical description of space temporal con-
figuration of the vectors of magnetic induction 
around and in the human body. In most cases, in 
practice the required space configuration of the 
magnetic field is created by means of one or more 
air coils, which are appropriately arranged in the 
space. For a coil there is a linear relationship be-
tween the magnetic flux density of the excited 
magnetic field and current in the coils. It is as-
sumed that the environment, in which the space-
time configuration of the magnetic field is consid-
ered, is linear. The resulting field is the superposi-
tion of the fields of the individual coils, which forms 
a more complex time-spaced magnetic field. We 
suppose that the environment around the coils is 
homogeneous and the relative magnetic permea-
bility is constant, i.e. 
 
2.  MATHEMATICAL MODEL FOR THE BASE 

CONFIGURATION 

The results of mathematical, computer and exper-
imental studies of the spatial configuration of the 
magnetic field excited by a cylindrical coil, one of 
the most common structures of the low-frequency 
excitation magnetic field, Visualization was per-
formed in the plane orthogonal to the base plane of 
the coil. Numerical experiments were also per-

formed for two coaxial coils. In what follows we use 
Fig.1 [11] illustrating a base model in the study of 
the spatial configuration of the magnetic field ex-
cited by a cylindrical coil. 

 

Fig. 1. Local cylindrical and Cartesian coordinate systems  
of a coil 

Every coil has its own coordinate system — local 
cylindrical one. We denote this system by LC (with 
coordinates        ) and introduce the following 
notations: 

i – current value in a single current loop; 

R – radius of the current loop;  

О – the origin of the cylindrical coordinate sys-
tem of the coil; 
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М – an arbitrary point in which the magnetic 
induction is calculated;   

m – the projection of the point М in the plane 
of current loop; 

О1 – the center of the circle lying in a plane 
parallel to the plane of the current loop and pass-
ing through the point M; 

ρ – radius of the circle lying in the plane paral-
lel to the plane of the current loop and passing 
through M; 

dl – an elemental segment of the current loop;  

2 – the central angle corresponding two 
symmetrical elemental segments; 

r – the distance from any of endpoints of 2 dl

segment to the point M. 

It should be noted that on Fig. 1 a current loop 
coincides with the base plane of the coil. 

The vector of magnetic induction B in the point M 
has two components which can be calculated  as 
the following [11]: 
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An example of visualization of magnetic induction 
for one coil is given below. 

 

Fig. 2. 3D visualization of the magnetic field for one coil. The 
given space area is bounded by parallelepiped 

3. MODEL FOR OUT-OF-LINE COILS 

The real problem is to calculate and visualize in 3D 
magnetic field (in a given space area) generated 
by several coils, which are in an arbitrary disposi-
tion [1, 5, 6].  
 

 

Fig. 3. Global coordinate system (G) and local cylindrical 
system (LC) of a coil 

To do it, for a coil we consider a global coordinate 
system (G) with the origin     , local rectangular 
coordinate system (LR) with the origin    and local 
cylindrical coordinate system of the coil. The calcu-
lation of total magnetic field for several coils is 
performed in the area bounded by a rectangular 
parallelepiped. The area is divided on cells with the 
same size, which are also rectangular parallelepi-
peds. The calculation is performed in the nodes of 
the constructed mesh. The origin of G is supposed 
to be in the left bottom angle of the area (Fig.4). 

Coils may be located both inside the area and 
outside it. Magnetic field values are calculated only 
inside the area. The direction of the coil axis is 
defined in accordance with the direction of current. 

 

 

 

 

 

 

 

Fig. 4. The mesh of based points in a given area 

For every coil we use an auxiliary local rectangular 
coordinate system (LR) to reduce calculations, 
because the transition from one Cartesian coordi-
nate system to another is coordinate shift and mul-
tiplication on a transition matrix. In this way for 
every coil the transition and inverse transition ma-
trix can be calculated only once. 
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So, for given coordinates of a coil in G the se-
quence of calculation is the following: 

1.      

2.      , calculations by (1) 

3.       

4.     . 

The magnetic induction should be calculated in 
many points around the coils. The number of these 
points depends on the resolution of computer im-
ages and the space configuration of the field of 
magnetic induction. It is clear that the increasing of 
resolution of computer images would need increas-
ing of number of points. To optimize running time a 
variant of the algorithm using parallel calculations 
has been implemented: for every coil calculation of 
magnetic induction has been performed in a sepa-
rate flow. The results of experiments are described 
in [1] and show that such an optimization leads to 
significant decreasing of the run time. 

An example of visualization of results of calcula-
tions for 3 given out-of-line coils is shown below. 

 

Fig. 5. Magnetic field generated by 3 out-of-line coils.  
Parallelepiped shows the area where magnetic induction  

is calculated 

4.  INTERPOLATION AS A METHOD  
FOR REDUCING RUN TIME 

The described algorithm of calculation of magnetic 
induction may be optimized by combining calcula-
tion in some base points of the area with interpola-
tion in the rest of points.  

In [7, 8] we used values obtained by calculations 
as the base ones. These values are in nodes of 3-
dimensional lattice and form interpolation nodes. 
We consider the following methods:  

1) 3-dimensional linear interpolation, 2) one-dimen-
sional quadratic Lagrange interpolation and  
3) coordinate-wise cubic spline. Numerical experi-
ments show that any of methods reduces the run-
time considerably and does not lead to a loss of 
accuracy. For example, the results of experiments  
given in [7] show that 3D linear interpolation more 
effective than 1D Lagrange interpolation and it 
decreases run-time nearly 9 times for the number 
of nodes 2.5x   . 

5.  INTERPOLATION BY USING 
EXPERIMENTAL DATA 

For a special magnetotherapy device (magnet bed) 
the solution the problem of magnetic field interpo-
lation by using experimental data was presented in 
[9]. In such a configuration at any moment only 
one pair of coils is active. In the process of the 
system functioning every pair of coils is active by 
turns, and a movement of magnetic field occurs. 
 

 

Fig. 6. Magneto bed, the coils and the coordinate system 
XYZ  

For every given pair of coils the magnetic field was 
measured in the centers of coils and the middle of 
the interval between the centers. The measure-
ment of magnetic induction is on the base special 
algorithm of microprocessor of information system 
for monitoring of magnetic field in the process of 
magneto-therapy. The values of magnetic induc-
tion are scalars (i.e. the module of the induction 
was measured). The interpolation of magnetic 
induction value in a given segment connecting 
centers of the coils (pair) and visualization of re-
sults have been performed. The order of the 
choice of pairs of coils is defined by a data table 
which also contains the coordinates of every 
measurement point. 

We use one-dimensional quadratic Lagrange inter-
polation. As the electromagnetic induction value 
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continuously depends on the point position, for any 
given pair of coils we at first calculate the induction 
value in all the points of the segment by step 1 mm 
(base points). Then we show the obtained distribu-
tion of the induction values in a special area in the 
interface in accordance with the following scheme 
(B denotes the induction value).  

 aB ,0  –> blue,  

 baB ,  –> lightblue, 

 cbB ,  –> yellow,  

 dcB ,  –> orange, 

dB    –> red. 

The user can choose the values of parameters a, 
b, c, d defining the color distribution. In this imple-
mentation the segment [0, d] is partitioned on 5 
equal parts, where d is the maximal value of induc-
tion in the base points. Thus the diagram of color 
distribution is in agreement with the position of the 
point the user chooses as the interpolation one.  

User interface is shown on Fig. 7.  
 

 

Fig. 7. User interface for interpolation by experimental data 

The user gives the path to the input file (in .txt for-
mat) that contains experimental data. In the field 2 
one can choose a pair of coils (row number in the 
data table). Elements 3 and 4 are for input of the 
interpolation point. In 3 we select a point by slider, 
and when using 4 we should point a distance from 
the left end of the segment to the interpolation 
point. When changing data in 3 or 4 the result of 
interpolation is shown in 5 in real time. Note that 
color distribution diagram is drawn in element 6 
immediately after the choice of coils, in doing so 
the position of slider corresponds the diagram. 
 

6. CONCLUSION 

The conclusion exemplifies the main results and 
the fundamental ideas presented in the paper. It 
should allow to fully recognize the goals of the 
presentation. In the conclusion, papers concerning 
educational activities should include an opening to 
the education community.  
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Abstract 

In this article is considered the algorithm for measuring the low-frequency magnetic fields. The algorithm used to construct the appa-
ratus for measuring low frequency magnetic fields generated by systems for magnetotherapy, using moving magnetic field. The 
possibility for simultaneously influence of low frequency magnetic field on different part of the human body is one additional ad-
vantage of systems for magnetotherapy, using moving magnetic field. 

 
 
1.  INTRODUCTION 

One new method for magneto-therapy by move-
ment of magnetic wave is used during the last time 
in medicine. This kind of magneto-therapy can be 
provided by several pairs of coils, situated on the 
bed for therapy. All coils are connected with the 
outputs of apparatus for magneto therapy, which 
can be situated under the bed for magneto thera-
py. The movement of magnetic wave can be pro-
vided by electronic switching of different coils. 
Usually there is a microprocessor is upgraded in 
the apparatus for magneto therapy. The switching 
of coils can be provided using appropriate software 
for the microprocessor. It‘s very friendly to be 
changed parameters of magnetic fields of different 
coils by the same software, also. 
 
2.  DESIGN OF INFORMATION SYSTEM  

FOR MONITORING OF PROCESS FOR 
MAGNETOTHERAPY WITH RUNNING 
MAGNETIC FIELD 

The functional scheme of system for monitoring of 
magnetic induction in system for magneto-therapy 
with running magnetic field can be seen in Fig.1. It 
consists of two basic units: patient’s bed for mag-
neto-therapy and unit for measuring of parameters 
of low frequency magnetic field. The patient’s bed 
consists apparatus for magneto-therapy and induc-
tors. The unit for measuring of parameters of low 
frequency magnetic field consists magnetic sen-
sors for measurement of magnetic induction of low 
frequency magnetic field, microprocessor for man-
agement of process of measurement of magnetic 

induction in different point around the human body 
USB unit and display or PC for visualization of 
results of measurement. There is feedback from 
unit for measurement to the apparatus for magne-
to-therapy for keeping the preliminary defined val-
ues of parameters of magnetic induction in differ-
ent points around the human body and their 
changes in the time. 

 

Figure 1. Functional scheme of system for monitoring  
of magnetic induction in system for magneto-therapy with 

running magnetic field 

The magnetic bed with running low frequency 
magnetic field can be seen on fig.2. It’s consists 
plastic patient’s bed and plastic carriage on the 
bed, inductors , which are situated on the patient’s 
bed and on the carriage, apparatus for magneto-
therapy (under the bed) , sensors for measurement 
of magnetic induction on every inductor. The appa-
ratus for magneto-therapy provides low frequency 
pulses of electrical current with preliminary defined 
parameters according to the program for procedure 
of therapy. The magnetic inductors are connected 
to the outputs of apparatus for magneto-therapy. 
The magnetic sensors are connected to the inputs 
of microprocessor’s unit using coaxial cables for 
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reducing influence of noise. The carriage can do 
axial movement on the axis of patient’s bed during 
the procedure of therapy or can be without move-
ment according to the medical requirements for 
therapy. 

The running of magnetic field can be provided not 
only on axis of magnetic bed by movement of car-
riage, but by switching over of inductors, also. This 
switching can be according to different programs of 
microprocessor’s unit. It’s clear that it’s possible to 
be provided many kinds of movement (running) of 
low frequency magnetic field by using micropro-
cessor’s unit. 

This is one of the important advantages of de-
scribed systems. In the same time can be provided 
permanent measurement of magnetic induction of 
magnetic field created by every inductor. On the 
base of results of these measurements can be 
provided visualization of space configuration of 
magnetic field around the human body on the dis-
play. The treatment of results of measurements is 
according of special algorithm, described below. 
The results of measurement are used simultane-
ously for feedback from microprocessor’s unit to 
the apparatus for magneto-therapy. There are 8 
inductors on the patient’s bed and 8 inductors on 
the carriage (Fig. 2). The number of used sensors 
is 16. 

 
Figure 2. Magnetic bed 

3.  ALGORITHM FOR MANAGEMENT  
OF MICROPROCESSOR UNIT IN THE 
PROCESS OF MEASUREMENT  
OF MAGNETIC INDUCTION 

3.1.  Basic principles in the process  
of measurements 

The duration of measurements is 1s.The maximal 
measured value for this period is defined as a max-
imum is recorded in the register as the maximum 
value. There are also additional control which re-
duces errors caused by external disturbances. 
When the measured value of the amplitude is more 

high than the preliminary defined maximum possi-
ble value of the field, the measured value is ig-
nored and not included the min determining the 
maximum value of the measuring field. When the 
difference between two measured values is more 
high than a predetermined value, the measured 
value is ignored and not included in subsequent 
measurements in the determination of the maxi-
mum value of the field. In both cases the meas-
urement errors can arise when there is an external 
disturbance in the system. 

Because of these preliminary defined requirements 
the mistakes in the process of measurements can 
be reduced. The algorithm for management of 
microprocessor’s unit in the process of measure-
ment of magnetic induction can be seen on fig.3. 
 

 

Figure 3. Algorithm for management of microprocessor’s unit 
in the process of measurement of magnetic induction 

3.2. Description of algorithm 

Declaring variables: This block describes all varia-
bles which will be used in the program of the mi-
croprocessor. 
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Determination of inputs for measurement: In this 
block, the algorithm determines which pins on the 
microprocessor will be used, which are input pins 
and which are output pins. 

Additionally in this block pins for analog signals 
and pins for digital signals are defined. 

Starting serial communication: This is the block of 
connection between the microprocessor and the 
next device (PC), which will be processed meas-
ured data is performed via the serial interface. This 
iteration configures the speed of data transmission 
between microprocessor and PC. 

Calibration of the ADC-This is the block for defini-
tion of maximum value of magnetic induction which 
will be measured using ADC. 

Testing of system-This is the cycle in which the 
program runs continuously. 

Recording of measured values from sensors in 
buffer: In this block the measured values of mag-
netic induction in every moment are saved in the 
local memory of microprocessor. 

Comparison of measured values: In this block 
there is a comparison between the value of the 
instantaneous measured value of the sensor and 
the previous measured value. If the new measured 
value is more high than the previous value and the 
new measured value is more high than the maxi-
mum permissible value, the measured value will be 
determined as maximum and will be stored in the 
microprocessor. If the above condition is not met, 
the measured value is ignored. 

Clock – 1: In this block should be determined 
length of the interval for measurements of the am-
plitude of the magnetic induction (e.g. 1s) and 
should be chosen the maximum measured value of 
magnetic induction, which will be transmitted to the 
next device. 
 
4. CONCLUSION 

The described system for monitoring of magnetic 
induction is very actual and friendly used in mag-
neto-therapy. It’s provides on line visualization of 

space distribution of values of magnetic induction 
around the human body and in the human body 
during the procedure of therapy. The microproces-
sor’s unit of this system allows to manage meas-
urement of amplitude of magnetic induction in the 
case of application of magnetic signals with fre-
quency and/or amplitude modulation. This system 
allows also to be provided space visualization of 
space distribution of the values of magnetic induc-
tion in the case of “running” low frequency magnet-
ic field. The scheme of described information sys-
tem, which is suggested in the paper and suggest-
ed microprocessor’s algorithms for management of 
simultaneously measurement of the values of 
magnetic induction in different points are tested 
successfully in real conditions in hospitals. 
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Abstract 

Last years the potentials of compressed sensing - CS systems were demonstrated in many information theory and signal processing 
application for improving the sampling efficiency and achieving the high-precision reconstruction.  

CS simplifies the sampling and compression procedures, but it was difficulties to the signal reconstruction. 

Some experiments with spectral entropy variations of empiric acoustic data are carried out. 

In this work we apply the CS method to solve a practical problem of improving the real-world signal detection and estimation in case 
of small signal to noise ratio, like drone acoustic signal signatures, gunfire noises etc.. 

 
 
1.  INTRODUCTION 

Numerous team projects have resulted in collection 
of an extensive amount of acoustic data and in the 
study of signal processing of high dynamic range 
acoustic signals in the presence of noise [1, 2, 3, 
4, 11]. 

Those works have addressed the specific applica-
tions and analyses using Approximate Entropy 
(ApEn). 

Some concepts of entropy have been proposed as 
an interesting approach used in the field of com-
pressed sensing, based on Shannon's Source 
Coding Theorem (see the work of Zbili and Rama, 
2021, [7]). 

The concept of entropy was introduced by Clausius 
in mid-19th century as an abstract mathematical 
property in thermodynamics. It is known that 
Shannon entropy is one of the fundamental 
measures used for evaluating entropy. This con-
cept has found numerous applications in fields 
such as information theory communication theory, 
biology, neuroscience, and many others [1–12]. A 
literature review on the empirical estimation of 
entropy can be found in Verdú, 2019 [5].  

Recently, predator–prey models of interactions 
have become gained attention. Tsvetkov and An-
gelova-Slavova [6] proposed a description of the 
continuous-time Leslie–Gower model, where they 
proved the existence of positive ω-periodic solu-
tions using the operator method in Banach spaces. 

The dynamic behaviors of a new Leslie–Gower 
discrete-time system with the Allee effect was in-
vestigate in Hamadneh, T. et al. [8]. For the chaot-
ic dynamics of this system Hamadneh et al. used a 
measure of approximate entropy. 

Approximate Entropy (ApEn) was initially devel-
oped to analyze medical data, such as heart rate 
variability, in 1991 [9].  

ApEn was developed by Steve M. Pincus to ad-
dress the limitations related to the vast amounts of 
data required for accurate entropy calculation and 
the fact that results can be greatly influenced by 
system noise [10].  
 
2. EXPERIMENTAL ACOUSTIC DATA ENTROPY 

The experimental setup consists hardware: 

Teleoperated compact quadcopter DJI Mavic Air 
2s; Bruel and Kjaer 5-channel PULSE Data Acqui-
sition Unit 3560B; 1/2" low frequency pressure field 
microphone BK 4193; laptop, and accessories. 

The microphone is mounted on a mast at a height 
of 4.6 meters above the surface. The terrain is a 
flat grassy area. The air temperature was 25 de-
grees Celsius, wind speed - 0.9 m/s, the humidity - 
43%. In Fig. 1 a, b, c is presented the recorded 
sound when the drone landed at a distance of 10 m. 

Some experiments were made with a compact 
quadcopter DJI in the area in order to register the 
sound picture during takeoff and landing. In this 
study, we focus on the analysis of drone acoustic 
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signatures, particularly the noise generated during 
landing. 
 

 

а) Schema of experimental set up 

 

 

b) Experimental set up view 

 

c) Experimental set up view 
Figure 1 

The following section describes the analysis of a 
set of experimental data, analogous to the work [4] 
and the estimated unpredictability of signal fluctua-
tions by Approximate entropy calculations. 

Fig. 2 illustrates the recorded signal of 54 seconds 
in total in the form of a spectrogram made with 
software Audacity. Low-frequency components 
caused by the wind has been noticeable, a high-
pass filter HPF 0.7 Hz was used in the recording. 
The harmonics caused by the rotation of the pro-
pellers are also well distinguished. 
 

 

a) Spectrum in moment of flying. The drone descent 52 
seconds, and 2sec. landing, 131072 samples,data126 all 

(1048576:1081343) 

 

 

b) STFT for the drone descent 52 seconds, and 2 sec 
landing, 131072 samples 

Figure 2 

Fig 3a) shows a part of the record’s signal that 
describes the flying before landing (16-16.5 se-
conds). The power spectral density is calculated in 
MatLab for the same time fragment, 16-16.5 se-
conds, (Fig. 3b). 

 

Figure 3. a) Part 16-16.5 seconds of signal in time, 32768 
samples, data126all (1048576: 1081343). 
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Figure 3. b) The power spectral density of 16-16.5 seconds, 
“data126all(1048576:1081343)”,  

Previous studies [3,4] have demonstrated the 
analysis of a set of experimental data for pulse 
signals (Fig. 4). Some raw data, that consists of 
time signals recorded from the blasts from 122 mm 
2S1 howitzer ("Gvozdika”), has been analysed in 
MatLab and evaluated with calculations of the 
ApEn. [3,11]  
  

 

Figure 4. Part of signal in time recorded from the 2S1 

howitzer blasts,     samples,  
ApEn=0,30635 see rec9sss [4] 

Fig. 4 presents a signal in the time domain for a 
burst of two pulses. In previous works [3, 11] it has 
been demonstrated that the presence of a strong 
energy and a noise-like component does not signif-
icantly change the spectral entropy picture. 

The approximate entropy for the blast signal see 
fig. 4 and for similar pulse signals have been found 
in MatLab and the ApEn calculating steps has 
been described in the works of Delgado-Bonal et 
al. [12]. 

Tab. 1 illustrates two parts of the landing drone’s 
signal data126, with respectively time periods of 
0.5 and 1 seconds, for which ApEn values were 
calculated in MatLab. 

Signal “date 126” is a 4.7 sec. part of the entire 54 
sec. record “date126all”. That is, these are the last 
4.7 sec. where the drone lands. 

It can be seen in Table1 that App entropy was 
decrease for increasing of signal time duration, i.e. 
number of samples.  

Table 1. 

Name of signal* 
App.  

Entropy 
Number  

of samples 
Dim; 
Lag 

data126p8 1.3154 2^15 2; 10 

data126p8p9 1,247 2^16 2; 10 

* Signals of moment of landing that consist 32768 and 65536 
samples, see last seconds fig. 2a). 

 

 

 

Figure 5. a) Signal waveform and reconstruction the phase, 
for time slice 0,5 sec., moment of drone flying at height of 

about 10 m, data126all, 16 to 16,5 sec. 
App. Ent. = 1,9226, dim = 2, lag = 10. 
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Figure 5. b) Signal waveform and reconstruction the phase 
for time slice 0,5 sec., moment of landing 

data126 (229376:262143); App. Ent. = 1.3154, dim = 2,  
lag = 10. 

In next part are presented sections, “time slices”, of 
32768 samples(0,5sec.), cut from the initial signal 
data126 and the calculated ApEn in MatLab. Sig-
nal waveform and corresponding reconstruction 
the phase space of the signal for three of these 
slices are illustrated on fig. 6 a, b. 

 
 

 

Figure 6. a) Signal waveform and reconstruction the phase 
space of the signal of 32768 samples, Dim=2; lag=10. of the 

end 0,5 second part of the signal (2 seconds before the 
drone landing), Ap.En. = 1.8591; data126(98304: 131071). 

The entropies were calculated for three time files, 

each of     samples, for three consecutive seg-
ments of 0.5 seconds, for moment of drone flying 
at height of about 10 m and 15 to16.5 seconds, 
from the entire signal describing the descent: 15-
15.5s; 15.5-16s;16-16.5 s. 

 

 

 

Figure 6. b) Signal waveform and reconstruction the phase 
space of the 0,5 second part of the signal (drone was 
landing), Ap.En. = 1,3154; data126 (229376:262143). 

 
In Table 2 are shown results for ApEn for this three 
0,5 s ‘time slices’, where Dim=2, Lag = 10, and 
consist 32768 samples. 

Table 2.  

Name of signal 
Approximate 

Entropy 
N samples 

rec126__1 
5_15p5s 

1,9742 (983040:1015807) 

rec126__1 
5p5_16s 

1,9664 (1015808:1048575); 

rec126__1 
6_16p5s 

1,9226 (1048576:1081343); 

The Approximate Entropy variations through differ-
ent time signal parts can be seen as a tool for the 
estimation of unpredictability of signal fluctuations. 

In Table 3 are shown results for ApEn for 0.5 se-
cond ‘time slices’, where Dim=2, Lag =10, and 

consist 32768 samples, sampling rate was    . 

Table 3.  

Name of 
signal 

Approximate 
Entropy 

N samples 

data126 1,8837 (1:32768) 

data126 1,9942 (32768:65535) 

… 1.7058 (65536:98303) 

… 1.8591 (98304:131071); 
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… 1,9740 (131072:163839) 

… 1.8214 (163840:196607); 

… 1.8035 (196608:229375); 

.. 1.3154 (229376:262143); 

data126 1.1135 (262144:294911) 

The likelihood that similar patterns of observations 
are not followed by additional similar observations 
corresponds to a higher value of approximate en-
tropy. 
 
3. CONCLUSION AND FUTURE RESEARCH 

It was demonstrated that the statistics of fluctua-
tions’ unpredictability of a specific acoustic signal 
can be evaluated using approximate entropy. 

An ApEn was calculated in MatLab for some parts 
of the signal or “time slices”, that were cut from the 
initial studied signal. 

As a result of these ApEn calculations, the values 
of ApEn are increasing when there is a decrease 
of the ratio signal/noise, for empirical acoustic da-
ta. 

It should be noted that in case of pulse signals or 
of signals containing strong harmonics, the ApEn 
variations show an unpredictability in the changes 
of the signal’s fluctuations. 
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Abstract 

There are many ways to process acoustic information using open-source programs, different software products etc. More specifically 
this paper is about acoustic information processing, captured in a closed room via wireless acoustic sensor network. For this goal it 
is proposed to use Python programming language with appropriates Python libraries to develop programming application for proces-
sing acoustic information. The most important acoustic information parameters are chosen included as corresponding program mo-
dules and the experimental results from their calculations are presented and commented in conclusion.  

Keywords – acoustic information, wireless acoustic sensor network, ADSR Envelope, reverberation time and echo. 

 
 
1.  INTRODUCTION 

Acoustic signal processing is focused on the ac-
quisition, analysis, and manipulation of sound sig-
nals to extract meaningful information, to enhance 
auditory experiences and to be used in broad 
spectrum of applications, including speech recogni-
tion, audio enhancement, environmental monitor-
ing, and bioacoustics studies. The MEMS micro-
phones, have led to the development of compact 
arrays that facilitate innovative methods for sound 
field analysis and rendering. These advancements 
have expanded the scope of acoustic signal pro-
cessing applications, enabling more precise sound 
capture and manipulation [1]. Machine learning of 
acoustic information processing have been applied 
and demonstrating compelling results and signifi-
cant future promise [2]. Bio mimicry-inspired de-
signs of acoustic met materials are developed by 
mimicking the biomechanical properties of biologi-
cal hearing systems, leading to innovations in 
acoustic material design [3]. Therefore, the scope 
of this article is to propose and develop program-
ming application for processing acoustic infor-
mation, using Python programming language with 

appropriates Python libraries and to demonstrate 
the experimental results from the chosen and cal-
culated acoustic information parameters, present-
ed and commented in conclusion. 

2. GENERAL DESCRIPTION OF THE 
DEVELOPED BLOCK DIAGRAMS  
OF PROCESSING OF ACOUSTIC 
INFORMATION, CAPTURED IN A CLOSED 
ROOM VIA WIRELESS ACOUSTIC SENSOR 
NETWORK 

In Figure 1 are shown the following stages in one 
acoustic sensor network:  

 the acoustic sensors node capturing the 
audio information and saving as WAV files;  

 the wireless acoustic sensor node transfer-
ring the audio files to the acoustic server 
node via Wi-Fi Network;  

 processing the WAV files with open source 
software for audio and giving the results as 
graphics and some acoustic parameters.

 

Fig. 1. Block scheme of acoustic sensor network for acoustic measurements in closed rooms 
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In the following part of this article, it is described 
the entire process of the acoustic signal pro-
cessing, together with the reasons for using the 
relevant programming language. 

3.  PROCESSING OF ACOUSTIC 
INFORMATION, CAPTURED IN A CLOSED 
ROOM VIA WIRELESS ACOUSTIC SENSOR 
NETWORK 

The described in Figure 1 entire process of the 
acoustic signal processing is proposed to be real-
ized using the Python programming language both 
as a wide spread general-purpose programming 
language and also containing a lot of libraries [4,5], 
suitable for processing acoustic signals like:  NumPy; 
Py dub; SciPy; Wave; Contextlib; the Matplotlib and 
Mpl_toolkits [6]. With the mentioned above libraries is 
created the appropriate program application to calcu-
late the following acoustic parameters from the set of 
acoustic signals, captured via wireless acoustic sen-
sor network in a closed room: duration; loudness; 
noise levels; pitch; wavelength; velocity; ADSR Enve-
lope (Attack Decay Sustain Release Envelope); re-
verberation time and echo [7].  

Each of these, calculated after processing, acous-
tic parameters are basic and very important to 
carry out the appropriate analysis, to estimate and 
to correct for increasing the acoustic quality of 
acoustic situation in closed room from these cap-
tured via wireless acoustic sensor network of 
acoustic signals. For example, if the goal is to ana-
lyze the speech intelligibility, then the loudness, 
noise levels and pitch are more important in esti-
mation and correction. In other cases, if the goal is 
to analyze the sounds of music, then the ADSR 
Envelope (Attack Decay Sustain Release Enve-
lope), reverberation time and echo may be must be 
chosen and use as more important in analysis, 
estimation and correction of sound music quality. 

These statements have been confirmed through 
the conducted experimental studies of the 
proposеd acoustic information processing to calcu-
late acoustic parameters from the captured via 
wireless acoustic sensor network of acoustic sig-
nals in a chosen closed room. 

4.  EXPERIMENTAL RESULTS OF 
PROCESSING OF ACOUSTIC 
INFORMATION, CAPTURED IN A CLOSED 
ROOM VIA WIRELESS ACOUSTIC SENSOR 
NETWORK 

The experimental studies of the processed acous-
tic information, captured in a closed room via wire-
less acoustic sensor network, are carried out as 
the following concrete example: 

 the measurements to capture the acoustic 
information via wireless acoustic sensor 
network are conducted in a closed room; 

 closed room dimensions are: length 12.7, 
width 8.6 and height 3.5 in meters and with 
the following existing types and numbers of 
objects in this room: tables 8 and chairs 16;  

 as sound source is used a loudspeaker to 
reproduce from it the chosen test audio 
signal of an acoustic guitar recorded in 
audio file on wave audio format. 

It can be mentioned, that it is possible to change 
the choice of the test audio signals according to 
the concrete task of room acoustic measurements, 
analysis and room acoustic quality correction [8]. 

The visual view of table’s (Desks) placement in the 
measured acoustic information on closed room and 
the corresponding positions of the wireless network 
acoustics sensors (ASN) on the tables is presented 
in Figure 2. 

 

Fig. 2. Block scheme of the experimental staging for capturing the audio signals in a closed room,  
via wireless acoustic sensor network 
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With the proposed in Figure 2 block scheme of 
experimental staging are conducted a lot of meas-
urements for capturing the audio signals in the 
chosen closed room. Each of the captured audio 
signal is transferred via wireless acoustic sensor 
network and all captured audio signals are collect-
ed in the wireless acoustic server, shown in Figure 
1, as a set of captured audio signals (in this exam-
ple six captured audio signals) in the chosen con-
crete closed room. The spectral characteristics of 
one of six (for this example) collected in wireless 
acoustic server captured audio signals are pre-
sented as amplitude-frequency characteristic in 
Figure 3 (left) and as 3D plot spectrogram in Figure 
3 (right), respectively.  

 

 
 
 
 
 
 
 
 
 
 
 

 

Fig.3. Amplitude-frequency characteristic (left) and 3D plot 
spectrogram (right) of one of the captured audio signals in a 

closed room, via wireless acoustic sensor network 

For each of the captured acoustic parameters of 
the applied test audio record (test_file_path) in 
Python program application) are created the corre-
sponding function in the Python program applica-
tion and some more important from them are listed 
below: 

 the function def N_LVL(test_file_path) for 
noise levels calculating; 

 the function def PITCH(test_file_path) for 
pitch calculating; 

 the function def ADSR(test_file_path) for 
calculating ADSR Envelope (Attack Decay 
Sustain Release Envelope); 

 the function def RT60 (test_file_path) for 
calculating reverberation time. 

First in the experimental studies, using the devel-
oped with Python program application, is executed 
the program module for capturing all audio signals 
(in this example six captured audio signals), then 
they are sensed to wireless acoustic server where 
they are collected as corresponding audio files in 
WAVE format. After that, is started the program 
module for calculating the acoustic parameters of 
each six captured audio signals. 

After the execution of all the developed with Py-
thon program application, are achieved the results 
from the processing of the captured audio signals 
(in this example six captured audio signals), col-
lected as a set in the wireless acoustic server. 

The experimental results of processing of acoustic 
information (six captured audio signals from acous-
tic guitar record in audio file on wave audio format), 
captured in a closed room via wireless acoustic 
sensor network are briefly represented in Figure 4 
only for one of the captured and processed in this 
example six audio signals send to the wireless 
acoustic server. 

The achieved experimental results, shown and 
listed in Figure 6 for the calculated acoustic pa-
rameters for one of the captured in this example 
six audio signals send to the wireless acoustic 
server can be comment as follow:  

 each of the mentioned above important for 
room acoustic analysis acoustic parame-
ters like: duration, loudness, noise levels, 
pitch, wavelength, velocity, ADSR Enve-
lope (Attack Decay Sustain Release Enve-
lope), reverberation time and echo are cal-
culated with the appropriate accuracy;  

 these calculated acoustic parameters can 
be used as a suitable and sufficient acous-
tic information set to carry out a relevant 
analysis, estimation and correction of 
sound speech or music quality, depending 
to the concrete task. 
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Fig.4. Experimental results from the processing of acoustic information for one of the captured in this example  
six audio signals send to the wireless acoustic server 

5. CONCLUSION 

In conclusion, it could be said that the set objective 
of the present development has been fulfilled. The 
processing of acoustic information, captured in a 
closed room, via wireless acoustic sensor network 
can be done, work precise and quickly with the 
developed program application using Python pro-
gramming language. It successfully calculates and 
draw for visualization the acoustic parameters of 
the acoustic information, captured in a closed 
room, via wireless acoustic sensor network. Un-
derstanding and analyzing these acoustic parame-
ters and their measurement techniques is very 
important for room acoustics optimization and bet-
ter acoustic environments designing with advanc-
ing sound-related technologies. 

Based on the results obtained from the develop-
ment and scientific research discussed in this arti-
cle, is possible, in next researches, to continue 
with artificial intelligence analyze of the achieved 
acoustics characteristics for closed room acoustics 
quality estimation and also to use the developed 
Python program application in virtual reality room 
acoustic simulations or in real room acoustic de-
signs. 
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Abstract 

The research addresses the challenge of integrating and optimizing communication at the Field level of industrial networks that 
manage multiple conveyors. The proposed solution includes virtual modeling and real-time simulation using TIA Portal and Factory 
I/O software. The author contributes by developing and testing a digital twin of a conveyor-based system with a focus on network 
reliability under fast-routing conditions. The principal results indicate that such systems, when virtually tested, demonstrate improved 
performance and reduced susceptibility to operational faults, providing a viable strategy for early-stage validation and optimization in 
automated industrial environments. 

 
 
1. INTRODUCTION 

In light of industrial advancement, the establishment 
of production facilities emerges as a paramount 
objective for companies. The growing trend of au-
tomating industrial processes, coupled with the 
necessity for effective communication networks, 
underscores the significance of this research. By 
optimizing the field level of industrial communication 
networks, there is potential for substantial im-
provements in operational efficiency. Accordingly, 
this research endeavors to concentrate on enhanc-
ing the Field level of industrial communication net-
works, which interface with a diverse array of ma-
chinery. This emphasis on the Field level specifical-
ly targets the integration of conveyors within the 
industrial communication network. This selection is 
rationalized by the increasing reliance of companies 
on expeditious information processing concerning 
the production process. Analogously, the imperative 
questions surrounding this endeavor include inquir-
ies into the optimal utilization of such networks and 
their resultant financial implications. This study 
primarily aims to create a virtual model of an indus-
trial communication network that incorporates con-
veyors, thereby offering a well-structured and opti-
mized solution for organizations pursuing greater 
automation. The principal aim of this developmental 
endeavor is to furnish companies with a preconfig-
ured network designed to address their primary 
concerns effectively [4]. A preliminary measure 
involves the creation of a virtual model of conveyors 
intended for utilization within a company, constitut-
ing the foundational tier of the industrial communi-
cation network. The realization of this visualization 

and conceptual construction will be facilitated 
through the utilization of 3D design software, nota-
bly FACTORY I/O. 

Advancements in time and technology have led to 
the creation of numerous novel devices, among 
which are the latest iterations of 3D Machine soft-
ware. Initially employed solely for drafting purposes 
with limited 2D capabilities, these software pro-
grams have evolved over time to meet growing 
demands. Presently, they maintain their primary 
function in design while catering to both avid enthu-
siasts and average users. Enthusiastic users, in-
cluding engineers, utilize these tools to construct 
virtual machinery and oversee their operational 
processes. A thorough review of the existing litera-
ture sheds light on prior research endeavors in this 
area, facilitating a comparative evaluation of various 
methodologies related to industrial communication 
and automation. This investigation delves into earli-
er research endeavors by various scholars. Ivanka 
Georgieva, in her publication "Automation Systems 
with Programmable Logic Controllers," delineates 
optimal strategies for harnessing the potential of 3D 
Software, drawing from her own expertise to guide 
researchers and standard users towards maximiz-
ing the efficacy of automation systems. Additionally, 
Emilio Tudoreanu explores the development of 
Designing Effective Program Visualization Tools 
aimed at reducing users' cognitive load, while Ji 
Yan, hailing from Utah State University, contributes 
to the discourse with insights into 3D Visualization 
Software. The exploration culminates in Mitchel 
Alspaugh's examination of design principles and 
clandestine methodologies in conveyor implementa-
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tion. Additionally, an examination of supplementary 
sources, including recent investigations into indus-
trial automation frameworks and communication 
protocols, will contribute to a well-rounded under-
standing of the progress made in this field. 
 

2. MATERIALS AND METHODS 
 

Factory I/O is a 3D simulation software designed to 
facilitate the testing of models developed on 
STEP7, while also providing a visual representation 
of the operational environment of an industry incor-
porating a comprehensive array of machinery. 
 

TABLE 1.  
Essential Specifications Needed by a Computer to Execute 

the Software Program 

Hardware Requirements 

CPU 
AMD FX – 2.8GHz, similar or more 
powerful 

RAM 4 GB 

HDD space 3 GB hard disk for Local Disk C 

Operating 
system 

Mac OS 

Windows 7 

Windows 8 

Windows 10 

Graphic card 
4GB VRAM or more powerful 

256-bit graphics bus or more powerful 

 

Notably, the key strength of this software lies in its 
compatibility with a wide range of Siemens control-
lers. The software boasts an extensive library con-
taining a diverse assortment of industrial compo-
nents, enabling users to construct multiple 3D de-
vices creatively. Upon acquisition and licensing of 
the software package, users are furnished with 
several preconfigured scenes tailored for beginners 
entering the program [3], [9]. 

To initiate the program's construction, launch TIA 
Portal v13 and access the taskbar. Choose "Create 
new project" to establish a fresh project. Select a 
name for the project, choose a location for the re-
pository, and click on the Create button. As a con-
sequence, the process of creating the project is 
triggered, followed by the configuration of the other 
devices by pressing the Config Device button [3]. 
When this option is selected, a modified dialogue 
box is displayed, and in this box you are allowed to 
select Add new device for the purpose of adding a 
new device. This process is shown in Figure 1. 

A diverse array of processors is accessible for the 
selection of devices. Presently, the unspecified 
CPU 1200 in version 4.1 is being chosen. Upon 

selection the CPU is depicted in the workspace as a 
blank entity. Simultaneously, the "Detect" button 
becomes available, which upon activation initiates 
the detection process for the processor. Subse-
quently a new window emerges, facilitating the 
discovery of the requisite controller within the net-
work through the utilization of the "Start Search" 
function. Upon selecting and activating the "Detect" 
button, the program establishes a connection with 
the controller, retrieving pertinent information re-
garding both the controller and its associated 
blocks. Following the successful establishment of 
the connection the controller manifests within the 
workspace, as exemplified in Figure 2. 

Figure 1. Add a new device 

 

Figure 2. Programmable Logic Controller  
Processing Unit 

Once the controller is initialized, the next step in-
volves constructing the electrical and control circuit, 
facilitated through the project navigator interface. 
Within this interface the controller's processor is 
selected, and the "Main (OBI)" option is chosen 
from its dropdown menu within the Program blocks 
subsection. By default, the circuit construction be-
gins in Network 1 with the option to utilize multiple 
networks depending on the complexity of each cir-
cuit. The programming language employed is the 
default Ladder Diagram (LAD). Components are 
placed onto the workspace by selecting them from 
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the "FAVORITE" category and clicking within the 
designated area. 

During circuit construction, it may be necessary to 
create parallel connections for certain elements. A 
specific example is the construction of timers, which 
involves utilizing the "Create box" function and sub-
sequently configuring its parameters by right-
clicking on the element. Once opened, the parame-
ters allow for complete customization and transfor-
mation of the element. The desired Timer On-Delay 
(TOF) timer is selected and automatically placed 
within the circuit. This process effectively utilizes 
the distributive law, which plays a critical role in 
simplifying logical elements within the TIA Portal 
environment. Complex equations involving 8 logic 
operations can be condensed to just 4, as demon-
strated in the equations provided below. 

    (      )  (      )   (     ) 

   (      )  (     ) (     ) 

   (     )   (     )  (     ) 

   (     )  (     )  (     )       (1) 

Before proceeding with the design, it is crucial to 
establish the program table configuration, which 
verifies the readiness of the devices to perform the 
operations. 
 
Program Table per One Device; 

… 

OneDevice.InputRegister (0x0100B879, 0x80000000); 

OnelDevice.CheckRegister (0x0100B879, 0x80004005); 

OneDevice.CheckRegister (0x0100B879, 0x80010000); 

OneDevice.WriteRegister (0x0100B879, 0x80020001); 

OneDevice.WriteRegister (0x0100B879, 0x80030001); 

OneDevice.WriteRegister (0x0100B879, 0x80041010);  

OneDevice.WriteRegister (0x0100B879, 0x80050101); 

OneDevice.WriteRegister (0x0100B879, 0x80060000);  

OneDevice.WriteRegister (0x0100B879, 0x80070000); 

OneDevice.CheckRegister (0x0100B879, 0x80080401); 

OneDevice.CheckRegister (0x0100B879, 0x80090401); 

… 

OneDevice.OutputRegister (0x0100B874, 0xA0FF0001); 

 

Following the construction of the circuit and the 
verification of the program table configuration the 
next step involves setting values and adjusting tags. 

Tag adjustment is a crucial aspect that enhances 
the connectivity of the circuit and facilitates better 
visualization [2], [8]. This adjustment process is 
conducted through the project navigator interface. 
Within the PLC Tags option and the "Show all tags" 
function is selected, enabling the modification of tag 
names and values as required. Inputs are typically 
designated as %I followed by a numeric identifier, 
while outputs are labeled as %Q followed by a nu-
meric identifier. Upon completion of these adjust-
ments, the circuit adopts the characteristics illus-
trated in Figure 3. 
 

 

Figure 3. Final diagram 

 

We have now reached the stage where we need to 
verify the construction and the set values. This veri-
fication process is initiated by using the Compile 
function. To access it navigate to the project navi-
gator, right-click on the processor of the controller 
(PLC_1) and a list of options will appear, among 
which is Compile. Upon selecting Compile, several 
options will become available with Hardware (re-
build all) and Software (rebuild all blocks) being 
essential selections. Once the compilation process 
is complete and it's confirmed that the construction 
is correct, the next step is to proceed with the 
Download to device operation [1], [10]. This opera-
tion facilitates the transfer of the completed pro-
gram, constructed earlier, to the hardware device of 
the system, as depicted in Figure 4. 

Computational Thesis for data Transfer: The opti-
mal integer solution for transferring the task from 
PC to PLC is as follows: 

   {
[  ]     ([  ])   ([  ])

[  ]          
 (2) 

Proof:   ( ) is monotonically decreasing when 
      ; It is monotonically increasing when 
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      .. Thus    gives a minimally fast solution. 
Let’s consider the transfer equation (2). 

   

 
  ( )   

[   (    )  ⁄ ](   ) (    )   ⁄    
    

 
         {        } (3) 

 

 

Figure 4. Hardware system with controller 

Evidently the objective function does not adhere 
strictly to mathematical formulation, owing to the 
aforementioned factors, rendering the attainment of 
optimality via conventional transmission of data 
packets. Nonetheless, analytically the solution fre-
quently satisfies the criteria for application in engi-
neering practice. Let us delve into the pertinent 
issue concerning unrestricted information transfer: 

   

 
  ( )   

[   (    )  ⁄ ](   ) (    )   ⁄       (4) 

By calculating the derivative: 
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All local minima for the speed function in [  
    

 ] 
are shown as: 
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If N is a prime number according to (6), the target 

 ( ) in relation to     is considered alternative-
ly within [       ]. Therefore, monotony is not 
guaranteed in limits 1 and N. Let us review: 

 ̅  {
 

[
 

 
]
|  {  

      
 }}  {   }  (7) 

An optimal solution can be created so the transfer 
of programs and information can be improved. 

3. RESULTS AND DISCUSSION 
 

Upon completion of the construction process, the 
visualization stage commences. Activating the Fac-
tory I/O program initiates the creation of a new pro-
ject by selecting the "New Project" option from the 
menu. Notably, the initial impression of the pro-
gram's interface diverges from conventional visuali-
zation displays, transitioning into a 3D representa-
tion of a workshop or room environment. Within this 
environment, the compiled model is visualized in a 
three-dimensional format, providing a realistic de-
piction of its appearance under actual conditions. 
To construct the model, users navigate to the "All" 
drop-down menu, offering a diverse array of librar-
ies containing construction elements. Specifically, 
the "Stations" library is accessed to locate the de-
sired pipeline component, initially connected to its 
platform as a virtual pallet generator. To position 
the pipeline within the workspace, users simply click 
and drag it to the desired location, with the program 
allowing unrestricted placement. Subsequently, 
another essential component, namely the control 
panel, is positioned adjacent to the machine within 
the workspace. The visualization of buttons on the 
control panel is facilitated by accessing the "Opera-
tors" library, wherein two control buttons, signifying 
start and stop functions, are selected. Upon selec-
tion, users click and drag these buttons to their 
designated location, ensuring proximity to the con-
trol panel [5]. These buttons are automatically inte-
grated into the panel through an automated func-
tion. During the creation of the visual program in 
Factory I/O, inputs and outputs for each subpro-
gram are designated to their respective PLCs for 
allocation [7]. 

List of Inputs and Outputs: 
 
 I:1/0 = Start Input    (Input) 
 N7:1 = X input to Cos function  (Input) 
 N7:2 = Cos X operation data   (Input) 

 N7:3 = Checking register transfer   
 (Checking) 
 N7:4 = Numeric Value “3” (To perform 3+Cos x)(Input) 
 N7:5 = Output of addition 3+Cos X  (Input) 
 N7:6 = Square Root of 3+Cos X  (Input) 
 N7:7 = Numeric Value “3” (To perform 3x) (Input) 

 N7:3 = Checking register second transfer  
 (Checking) 
 N7:8 = Output of Y to power X (3x)  (Input) 
 N7:9 = Lower Limit (10)   (Input) 
 N7:9 = Higher Limit (21)   (Input) 

 N7:3 = Checking register third transfer   
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(Checking) 
 O:6 = Output x, multiplication of N7:3 & N7:4 (Output) 
 O:4 = Output 0, multiplication of N7:3 & N7:6 (Output) 
 O:2 = Output x, multiplication of N7:3 & N7:8 (Output) 
 O:0 = Output 0 

 

After the performed actions the visualized model 
takes the form from Figure 5. Each machine and 
device are created separately. To work in the pro-
duction line, they are arranged in the appropriate 
order and then is used the Merge function. This 
function merges the conveyors. Each conveyor has 
its own PLC which is responsible for control and 
Factory I/O extracts these operations and simulates 
the work process. Based on the development, simu-
lation tests were performed out during the work of 
the field level and the information process was ob-
served. Mainly the response of the communication 
network and the processing input data was moni-
tored [6]. The good data processing is due to the 
implementation of optimized packet technology and 
new Roughing Scheme. This information and the 
parameters of the packets and routing schemes are 
shown in Table 2. 
 

 

Figure 5. 3D Field level with conveyors 

 
TABLE 2. 

Simulation System Parameters Concerning the Field Level's 
Performance in Correlation With the Network's Information 

Response by All the Conveyors 

Simulation system parameters Test 1 Test 2 

Additional access time  4 ms 4 ms 

Retransmission speed  10-8 10-8 

Network bandwidth  150 k 150 k 

The total number of subnets  80 80 

The upper limit of the time to 
refresh a package 

100 ms 100 ms 

The optimized package size  10 5 

Optimized number of packages 4 7 

Actual processing time per 
package  

30.0 22.3 

In operation when the conveyors work in a pipeline 
system the sample code shown below runs in Fac-
tory I/O [11]: 
 
<Program> 
 <Routine Name=FB “1“ “Type=“Function Block(FB)“> 
… 
 <Routine Name=FB “4“ “Type=“Function Block(FB)“> 
 <Rung Number=“1“> 
/ Initializing Registry Entries 
 <Type=“MOVE “Source_Value=“%I0.0“ Tar-
get_Address=“%Q0.1“> 
 <Condition Type=“AND“ Address=“%Q0.7“/> 
 <Input Type=“MOVE“ Source_Value=“%I0.3“ Tar-
get_Address=“%Q0.5“> 
 <Input Type=“SET INPUT PROCESS“ Source_Value=“%I0.2“ 
Address=“%Q0.5“> 
 <Input Type=“MOVE“ Source_Value=“%I0.7“ Tar-
get_Address=“%Q0.3“> 
 <Input Type=“SET INPUT PROCESS“ Address=“%Q0.4“> 
 <Input Type=“CONVERT INPUT INTEGER“ 
Source_Value=“%I0.2“>  
 <Input Type=“TURN RIGHT“ Source_Value=“%I0.1“> 
 <Input Type=“TURN LEFT“ Source_Value=“%I0.1“> 
 <Input Type=“MOVE FORWARD“ Source_Value=“%I0.1“> 
Target_Address=“%Q0.6“> 
 <Input Type=“ADD INPUT INTEGER“ First_Input=“%I0.6“ 
Second_Input=“%Q0.4“ Target_Address=“%Q0.7 “> 
 <Rung Number=“2“> 
/ Initializing the Register Outputs 
 <Type=“MOVE“ Source_Value=“%Q0.3 “ Tar-
get_Address=“%Q0.3“> 
 <Output Type=“MOVE“ Source_Value=“%Q0.4“ Tar-
get_Address=“%Q0.4“> 
 <Output Type=“OUTPUT PROCESS“ 
Source_Value=“%Q0.6“ Address=“%Q0.1“> 
 <Output Type=“MOVE“ Source_Value=“%Q0.2“ Tar-
get_Address=“%Q0.0“> 
 <Output Type=“OUTPUT PROCESS“ 
Source_Value=“%Q0.5“ Address=“%Q0.6“> 
 <Output Type=“SET PROCESS“ Address=“%Q0.5“> 
 <Output Type=“CONVERT INTEGER“ 
Source_Value=“%Q0.3“ Target_Address=“%Q0.4“> 
 < Output Type=“TURN RIGHT“ Source_Value=“%I0.1“ Tar-
get_Address=“%Q0.1“> 
 < Output Type=“TURN LEFT“ Source_Value=“%I0.1“ Tar-
get_Address=“%Q0.2“> 
 < Output Type=“MOVE FORWARD“ Source_Value=“%I0.1“ 
Target_Address=“%Q0.3“> 
 <Rung Number=“3“> 
/ Initial Load of Registers to Accept New Input Data 
 <Type=“ADD INTEGER“ First_Input=“%I0.1“ Se-
cond_Input=“%I0.3“> Target_Address=“%Q0.5 “> 
 <Output Type=“RESET PROCESS“ Address=“%Q0.5“> 
… 
 <Rung Number=“4“> 
 <Routine Name=FB “4“ “Type=“Function Block(FB)“> 
… 
 <Routine Name=FB “4“ “Type=“Function Block(FB)“> 
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The real-time outcomes depict the lower limit func-
tion denoted as F(P) and the optimized packet size 
characterized by the sawtooth function J(P) in rela-
tion to the two experiments, as delineated in the 
subsequent figures. It is observed that F(P) exhibits 
convex behavior, whereas J(P) displays nonlinearity 
and non-convexity, rendering the mathematical 
determination of the optimal packet size for the 
network information response. For instance, con-
sidering the Test from Figure 6, the global minimum 
for the convex and unbounded function F(P) is iden-
tified as 13, as depicted in the figure. However, the 
optimized packet size must be selected from the 
candidate sets of packets with local minima 
{1,2,11,13,20}, and the optimal solution necessi-
tates validation, which is illustrated in Figure 6. 
 

 

Figure 6. Optimal solution for trouble-free operation  
with 37 subprograms 

It is important to say that with the conveyors and 
the implemented routing scheme, the field level of 
each factory in the industry will produce more prod-
ucts in a shorter period of time. 

The general statistics Figure 7 show the result after 
discovering the optimal number of hops with pack-
ets which are needed for faster and better infor-
mation processing. 

The best result shows that this is an uneven num-
ber of hops and an uneven number of packets. This 
shows that this type of algorithm is one of the most 
efficient and would find wide application in the fu-
ture in industrial networks. 

The current research addresses a groundbreaking 
subject regarding the design of a 3D field level with-
in an industrial network, utilizing state-of-the-art 
software technology that is at the forefront of inno-
vation. In the existing literature, there has been a 

notable lack of attention directed towards innovative 
topics and emerging techniques. Specifically, the 
exploration of 3D software for designing elements 
or machinery has been relatively underexplored, 
with a predominant reliance on traditional tech-
niques from previous generations. This study reaf-
firms qualitative findings established by prior re-
searchers and identifies existing gaps in the design 
of elements. Moreover, it highlights the growing 
popularity of 3D visualization, which is gradually 
supplanting conventional hand-drawn designs. The 
utilization of Factory I/O, an innovative software 
solution, extends beyond the mere design of ele-
ments and machines, aiding engineers in virtual 
machine monitoring and operational analysis. 
Through this investigation, we further demonstrate 
the substantial discrepancies between different 
design methods in terms of both efficacy and quali-
ty. 

Figure 7. Full Test Result Chart 

 

4. CONCLUSION 
 

This paper introduces a progressive theme con-
cerning the design of a 3D field level within an in-
dustrial network. The creation of this network utiliz-
es the TIA Portal software, while visualization is 
facilitated through the adoption of Factory I/O, a 
state-of-the-art software solution. The application 
and benefits of this innovative software are exten-
sively deliberated, highlighting its utility not only in 
designing components and machinery but also as a 
tool for machine monitoring and virtual testing of 
machine operations. The research results demon-
strate that the adoption of a virtualized 3D field level 
markedly improves system adaptability and dimin-

Test Statistic for Information 
Processing with Packet Hops 

Uneven Hops, Uneven Packet

Uneven Hops, Even Packet

Even Hops, Uneven Packet

Even Hops, Even Packet
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ishes the likelihood of errors in industrial automation 
processes. 

The realization of a 3D field level within the indus-
trial communication network holds the potential to 
significantly benefit numerous companies across 
various industrial sectors. From a theoretical stand-
point, this investigation adds to the existing dia-
logue on industrial automation by offering valuable 
insights into the fusion of virtual simulation tools 
with industrial communication networks. Our re-
search serves as a foundation for future investiga-
tions, aiming to advance and explore additional 
innovative methodologies for designing new struc-
tures, machinery, and components. In practical 
applications, the proposed methodology can be 
utilized in manufacturing settings to enhance pro-
duction workflows, optimize resource distribution, 
and reduce downtime. Its primary objective is to 
support individuals involved in designing and visual-
ization endeavors by furnishing practical and theo-
retical insights into working with Programmable 
Logic Controllers. An upcoming objective entails the 
analysis and delineation of each sector within an 
industrial enterprise. Moreover, future research will 
aim to quantify the efficiency gains realized through 
3D simulation in comparison to conventional HMI 
animation, thereby assisting industries in selecting 
the most appropriate strategy for their require-
ments. 
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Abstract 

The development of artificial intelligence (AI) for video cameras depends on the use of various database types, each serving specific 
data handling purposes. This paper addresses the challenge of optimizing AI functionality through appropriate database integration. 
The authors investigates how structured, unstructured, and real-time databases impact the training and performance of AI in robotic 
security systems. The principal contribution lies in a comparative analysis of system behavior in real-time conditions and physical 
environments. The results demonstrate that real-time databases significantly enhance responsiveness and accuracy, while struc-
tured and semi-structured formats support efficient data interpretation and learning. The study concludes with practical recommenda-
tions for selecting suitable database types to improve the effectiveness of intelligent video surveillance systems. 

 
 
1.  INTRODUCTION 

Modern perimeter security systems combine phys-
ical security and access control with advanced 
technologies that complement and enhance their 
functionality, facilitate management, and ensure 
reliable operation. Thanks to the latest advances in 
sensors, video surveillance cameras, and security 
software, combined with innovations such as artifi-
cial intelligence and machine learning, perimeter 
security continues to be among the most sought-
after solutions for ensuring the safety of various 
commercial, public, institutional, and industrial 
facilities [1]. 

In recent years, the field of artificial intelligence has 
advanced rapidly with applications in a wide range 
of fields, including video surveillance [2]. Video 
cameras are now equipped with databases for 
training artificial intelligence algorithms to recog-
nize objects, behaviors, and patterns in real time. 
These databases are critical for improving the ac-
curacy and efficiency of video surveillance sys-
tems, as well as enabling new capabilities such as 
object tracking, facial recognition, and anomaly 
detection [3]. By providing a large amount of la-
beled data, these databases allow algorithms to 
learn from examples and improve their perfor-
mance over time. This can lead to more reliable 
and accurate detection of objects, activities, and 
events in real-world scenarios, enabling faster and 
more effective responses to security threats or 
emergencies. 

Structured databases play a crucial role in effec-
tively organizing data for training AI in video cam-
eras [4]. These databases, which include well-
known systems such as MySQL, PostgreSQL, and 
Microsoft SQL Server, are designed to handle 
structured data in a tabular format, which facilitates 
queries and information retrieval [5]. By using 
structured databases, developers can ensure that 
the data used to train AI models is well-organized 
and easily accessible. This organization is essen-
tial for tasks such as facial recognition, motion 
detection, and event classification in video surveil-
lance systems. Furthermore, the structured nature 
of these databases allows for the implementation 
of complex queries and analytics, improving the 
training process and improving the performance of 
AI algorithms [6]. 

Unlike structured databases, unstructured data-
bases are essential for managing raw video foot-
age, which is often critical for training AI models in 
video cameras [7]. These databases store data 
that does not have a predefined schema, allowing 
for the flexibility needed to process different video 
formats and resolutions. Since AI systems often 
need access to vast amounts of unstructured data 
for tasks such as object detection and scene un-
derstanding, relying on unstructured databases 
can significantly improve the training process. For 
example, video footage can be ingested directly 
without requiring extensive pre-processing, allow-
ing for faster iterations in model training. This 
adaptability is especially important in real-time 
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applications where AI must learn from and respond 
to dynamic environments. 

Cloud-based databases offer significant scalability 
and accessibility advantages for AI training in vid-
eo cameras [7]. These databases allow for the 
storage and processing of huge volumes of data 
across multiple servers, which is critical given the 
vast amount of data generated by video surveil-
lance systems. By leveraging cloud infrastructure, 
organizations can easily scale their storage solu-
tions as their data requirements grow. Additionally, 
cloud-based databases provide the necessary 
accessibility for teams working remotely or in dif-
ferent locations, facilitating collaboration and en-
suring that AI models can be trained on the most 
up-to-date data available. This flexibility not only 
streamlines the training process, but also supports 
the integration of machine learning and artificial 
intelligence tools that can analyze video data effec-
tively and efficiently. 
 

2. MATERIALS AND METHODS 
 

For the purposes of this report, 3 video cameras 
operating in a real environment and trained with 
different types of databases were studied over 
time. The video cameras are part of the TEDI ro-
botic security system [8]. The TEDI / Technological 
Electronic Digital Intelligent / security robotic secu-
rity system completely eliminates physical security. 
The system includes elements of security alarm 
systems (SOT), video, thermal analysis and intelli-
gent robotic decision-making shown on Figure 1. 
Artificial intelligence, combined with system algo-
rithms, allows the system to be both a security 
guard and a dispatcher. The TEDI security robot 
has unique software developments for manage-
ment and control of the entire security activity of 
the facilities, as well as for data collection, trans-
mission and processing, including: IRIS – Intelli-
gent Radio Information System and Smart SOT – 
Flexible, modular security service with technical 
means and mobile response forces. 

Previous studies [9], [10] compared the ad-
vantages and disadvantages of machine learning 
and deep learning on convolutional neural net-
works used in CCTV cameras. The highest results, 
such as training time and efficiency, were received 
for video surveillance camera AI using convolu-
tional neural networks. Therefore, this type of 
cameras was selected for the present study. 

 

Figure 1. Scheme of TEDI's activities using AI video cameras 

 

The cameras are 5MP IR Vari-focal Bullet WizMind 
Network; 2.7" CMOS image sensor, low lumi-
nance, and high definition image: with deep learn-
ing algorithm, it supports: video metadata, smart 
sound detection, IVS, face detection, smart object 
detection, and people counting, etc. These camer-
as use deep learning algorithms and work with 
back-end devices to accurately match targets, 
such as people, animals, and motor vehicles, and 
search live and recorded video to quickly locate 
targets. These parameters make them suitable for 
this study. 

The cameras are part of the TEDI robotic system 
[8], located in different sites, on different terrains 
and at different altitudes. Subjected to different 
climatic conditions and violation of the perimeter by 
different animals and other intruders. 

In order to exclude side effects on the results, be-
fore the start of the study, the reaction of the sys-
tem was monitored without applying deep AI train-
ing, as well as operation at different temperatures 
for a week. The results were calculated with an 
efficiency factor (1). 

     
  
  
                         ( ) 

where Ag – number of alarms generated by the 
camera in 48 hours. Ar – number of actual triggers 
in 48 hours. 

The differences obtained in the efficiency coeffi-
cient of the systems, presented in Table 1, turned 
out to be negligibly small and are excluded as in-
fluencing factors. 

For training the AI in video cameras, three types of 
databases were selected that are closest in quali-
tative composition to the goals of the system used. 
They include a rich set of visual objects. 
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TABLE 1. 

Efficiency Coefficients for Untrained AI 

Factors af-
fecting the 
efficiency 

ratio 

Video 
camera 1 

595 m 
altitude 

Video 
camera 2 

196 m 
altitude 

Video 
camera 3 
20 m alti-

tude 

Temperature 
 +20°С 

0.4140 0.4432 0.4300 

Temperature 
 -18°С 

0.4122 0.4420 0.4291 

Rain 0.4049 0.4099 0.4189 

 

COCO (Common Objects in Context) – object 
recognition database 

Why is it good: Contains a wide variety of objects 
in real scenes with detailed annotations (bounding 
boxes, segmentation, key points). 

Applications: Object recognition, segmentation, 
people detection. 

Link: COCO Dataset 

https://cocodataset.org/#home/ 

Open Images Dataset – object recognition data-
base 

Why is it good: Huge set of images with over 600 
categories and annotations for objects, relation-
ships between them and segmentation. 

Applications: Computer vision, object recognition. 

Link: Open Images 

https://storage.googleapis.com/openimages/web/in
dex.html 

UCF101 – Video Analysis Database 

Why is it good: Contains 13,320 videos with 101 
action categories. 

Applications: Action recognition, analysis. 

Link: UCF101 Dataset 
https://www.crcv.ucf.edu/data/UCF101.php/ 

The training itself took place remotely through an 
application for accessing the video camera soft-
ware. The work proceeds through the following 
sequential stages (Figure 2). 

Database entry – at this stage, the selected data is 
entered (Figure 3). 

Evaluation of the results after 48 hours – by care-
fully reviewing the records, the number of events 
registered by the camera’s AI and the number of 
actual events in the guarded area is recorded. 

 

Figure 2. AI training sequence 

 

 

Figure 3. AI training sequence 

 

Correction of the input parameters – depending on 
the reported results, the composition of the initially 
set database is changed quantitatively and qualita-
tively. 

Evaluation of the results after 96 hours – the rec-
ords are reviewed again to report the number of 
events registered by the camera’s AI and the num-
ber of actual events in the guarded area. Although 
these information collection operations require a lot 
of time and work, they are an important part of the 
training process, because only these stages pro-
vide information about the correct operation of the 
system. 

Correction according to the terrain – after the se-
cond evaluation of the result, the input data is cor-
rected according to the specifics of the guarded 
area. If necessary, the intersection zones, illumina-
tion, dwell time in the area, and the type of moni-
tored objects are corrected. This stage is more of a 
part of the AI’s machine learning, but it also plays 
an important role in the overall picture. 

Evaluation of the results after 144 hours – this is 
the place to expect an increase in Kef for the oper-
ation of the AI. In case there is no increase in this 
coefficient, a complete reconfiguration of the sys-
tem is carried out and starts from scratch. The lack 
of a positive result at this stage indicates an incor-
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rect design of the initial system and the need for a 
complete correction of the hardware part of the 
robotic security system and, if necessary, physical 
restructuring of the terrain. 

Introduction of exceptions – in the case of repeat-
ed alarm events that the AI fails to report and cor-
rect, a new database with exceptions is introduced 
(Figure 4). 
 

 

Figure 4. Introducing exceptions for AI 

 

This database contains moving and stationary 
objects, characteristic of the protected area itself, 
which the AI should not calculate in its work. 

Evaluation of the results after 192 hours – at this 
stage, the maximum of the AI training has been 
reached. The goal is for Kef to be as close to unity 
as possible (2). 

   
   

  
  
                         ( ) 

Handover to security – after a satisfactory assess-
ment of the AI’s performance, the system is ready 
for operation and the object is handed over to se-
curity. No trainer intervention is required anymore 
and the system works autonomously for security 
and decision-making. 
 

3. RESULTS AND DISCUSSION 
 

The processing of the results of the introduction of 
the different databases needs to be considered in 
accordance with the role and purpose of the spe-
cific database. The different aspects of the as-
sessment are arranged in Table 2. 

Results from implementing a COCO  
(Common Objects in Context) database  

for training AI in the video camera 

During the initial training, the camera was repeat-
edly triggered by both humans and dogs (Figure 
5a). 

 

Figure 5a. Start of training 

 

Already with the first correction of the input data, 
an increase in efficiency was observed, and at the 
end of the training, the system responded with 
activation only when people or cars crossed the 
perimeter (Figure 5b). 
 

 

Figure 5b. End of training 

The achieved efficiency after one week of AI train-
ing is 0.9167. Each subsequent correction is until 
the desired coefficient is reached with a value of 
one (Figure 6). 
 

 

Figure 6. Efficiency coefficient when using  
the COCO database 

 

Results from implementing the Open Images  
Dataset database for training AI  

in the video camera 

The problem with introducing this database turned 
out to be the stationary square objects (Figure 7a). 
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Figure 7a. Start of training 

The AI's computational power coped with the prob-
lem after the stage of introducing the exceptions. 
After the last stage, the camera detects only peo-
ple with a minimal risk of not detecting the move-
ment of motor vehicles, since many of them are 
included in the exceptions (Figure 7b). 
 

 

Figure 7b. End of training 

TABLE 2. 

Aspects of AI Training and Results 

Aspect Training data Test data 

Purpose of the 
selected data-
base 

Trains the AI to 
recognize 
intended ob-
jects 

Confirms how well 
the AI has learned 

Role of the 
selected data-
base 

Preparation for 
training 

Test of already 
trained AI 

Evaluation of 
the result 

Not used to 
evaluate the 
effectiveness 

Crucial to evaluate 
the effectiveness 
(speed, accuracy, 
correctness) 

Optimization via 
database 

Helps in train-
ing the AI 

Provides optimiza-
tion of the AI and 
informs if more 
training data is 
needed 

Decision-
making by the 
trainer 

Used to build 
the final data-
base 

Used to decide on 
further training or 
adjustments based 
on the results 

 

The achieved efficiency after one week of AI train-
ing is 0.8236. Any subsequent correction is to 
reach a coefficient of unity (Figure 8). 
 

 

Figure 8. Efficiency ratio when using the Open Images 
|Dataset database 

 

Results from implementing the UCF101 database 
for training AI in the video camera 

The initial phase of the training process using the 
UCF101 dataset is illustrated in Figure 9a. 
 

 

Figure 9a. Start of training 

 

 

Figure 9b. End of training 
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The achieved efficiency after one week of AI train-
ing is 0.8181. Any subsequent correction is to 
reach a coefficient of unity (Figure 10). 
 

 

Figure 10. Efficiency ratio when using the UCF101 database 

 

The diversity of data used improves the AI's ability 
to recognize patterns and make accurate predic-
tions based on real-world scenarios. With minimal 
intervention from a trainer, a good value for the 
system's performance improvement index is 
achieved (3). 

   
        

         
                    ( ) 

The efficiency coefficients and improvement indi-
ces of the AI system according to the database are 
shown in Table 3. 
 

TABLE 3. 

Improvement Index for Trained AI 

Database used 

Video 
camera 1 

Video 
camera 2 

Video 
camera 3 

COCO 
Open 

Images 
Dataset 

UCF101 

Kef start  0.4000 0.4161 0.4084 

Kef end  0.9167 0.8235 0.8181 

Improvement 
index  
Ii = Kef end/  
Kef start 

2.2918 1.9791 2.0032 

 

The results of the study clearly demonstrate that 
video databases are essential for improving the 
accuracy and performance of AI algorithms in vid-
eo camera systems. The selection of appropriate 
databases significantly affects the training and 
performance of AI in video camera technology. The 
quality of training data directly affects the perfor-
mance and reliability of AI algorithms. Inaccura-
cies, biases, or missing data in training databases 

can lead to erroneous results and hinder the effec-
tiveness of AI applications. Therefore, it is ex-
tremely important to prepare and maintain training 
databases with care and attention to detail. 
 

4. CONCLUSION 
 

In conclusion, effective AI training in video camer-
as relies heavily on the use of different types of 
databases tailored to meet specific needs. Struc-
tured databases provide a framework for effectively 
organizing and managing data, thereby increasing 
the accuracy of AI algorithms. Conversely, unstruc-
tured databases are essential for processing raw 
video footage, giving AI systems the ability to learn 
from diverse and complex visual information. Fur-
thermore, the adoption of cloud-based databases 
facilitates scalability and accessibility, allowing for 
the storage and processing of vast amounts of 
data without the constraints of traditional infrastruc-
tures. Continuous learning and adaptation are 
essential for AI systems to remain relevant and 
effective in dynamic and complex environments. 
As AI technology continues to evolve, the integra-
tion of these diverse types of databases will play a 
crucial role in enhancing the capabilities of video 
cameras, ultimately leading to smarter and more 
responsive systems. 
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Abstract 

The rapid development of technology and changes in the ways of obtaining information after the years of the pandemic have, natu-
rally, changed the issues surrounding the learning process. The pervasive integration of artificial intelligence within higher education 
institutions presents both challenges and opportunities for educators and students. The present article puts forth a cogent and inven-
tive strategy for enhancing students' attention, interest, creativity, and satisfaction in fulfilling their educational obligations. 

The study includes proposed approaches and their application in an educational environment, observations of the work of students 
and teachers, and statistical analysis of the data obtained. 

As this is a matter of processes, and this study is in its nascent stages, the results should not be considered fully proven. Un-
doubtedly, the results delineate trends and processes that will prove instrumental in the development of the learning process in 
higher education institutions. 

Key words: Artificial Intelligence; Higher Education, GAI (Generative Artificial Intelligent) LA (Learning Analytics), metacognitive 
laziness 

 
 
1. INTRODUCTION 

The human spirit is something that cannot be 
stopped. Throughout the centuries, humans have 
always sought development in every field. Proof of 
the scope of this development can be seen in the 
expansion of scientific fields. For example, in the 
second half of the 20th century, the number of sci-
entific fields was around 10 (natural sciences, engi-
neering, social sciences, etc.). A distinctive feature 
of these fields was their focus on the development 
of physics, mechanics, genetics, weapons, aviation, 
industry, etc. A distinctive feature is the fundamen-
tal nature of scientific research, technologies are 
analog and digital, the connection with business 
was indirect, and access to knowledge was limited, 
as was international cooperation. There is no pro-
nounced interdisciplinarity, but there are clearly 
defined boundaries. 

In the first half of the 21st century, things are differ-
ent. There are more than 15 scientific fields, some 
of which are new (biotechnology, nanotechnology, 
space, etc.). The nature of research is more applied 
and interdisciplinary. Technologies are extremely 
digital and intelligent systems; access to knowledge 
is global and open, and the connection with busi-
ness is direct through investment and innovation. 

The boundaries have been greatly expanded, as 
exemplified by biology and technical sciences.  

This brief historical analysis is an excerpt from a 
larger and more comprehensive picture of the 
scope of scientific knowledge. It is also proof of the 
human spirit's relentless quest for knowledge. It is 
inherent in humans to understand and know, and 
this is related to both intellectual development and 
the degree of human satisfaction and happiness.  

The following reflections in the article present the 
influence of artificial intelligence on the creative 
development of students, as well as their ability to 
engage in the learning process. Section 2 presents 
the guidelines and trends in the scientific literature 
on the topic. Section 3 provides a comparative 
analysis, and the conclusions are in Section 4. 
 
2.  ARTIFICIAL INTELLIGENCE IN HIGHER 

EDUCATION 

The brief exposition presented in the introduction 
leads us to conclude that knowledge and skill ac-
quisition are directly related to human nature and 
satisfy a basic human need. 
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2.1.  Relationship between learning time and  
  degree of knowledge and skills acquired 

Despite the numerous articles (over 2000) written 
on the topic of the impact of artificial intelligence in 
higher education, there are still no in-depth and 
detailed analyses.  

The advantages in the use of new technologies are 
significant, and there is insufficient exploitation time 
to discover and systematically describe the disad-
vantages.  

In his study [1] Kestin presented the findings of 
research conducted with students from different 
universities. The research methodologies employed 
by the authors are founded on comparative 
analysis. Two groups of students were utilized in 
the study. In the initial study, a convenience sample 
of willing students who incorporated AI-tutoring into 
their education was selected. A second control 
group, receiving their education in the standard 
way, was also included in the study. The study 
described the following results: In the Intelligent 
Tutoring Systems (ITS) strand the students of the 
Group 1 need 10-20 minutes, while those of the 
Group 2 – 45 minutes (standart learning time for 
class). The results of the evaluation indicated that 
the first group demonstrated a double increase in 
knowledge retention and exhibited a higher level of 
engagement in the learning process. In accordance 
with the aforementioned methodology, the findings 
in the STEM disciplines, as well as those derived 
from YouTube, again indicated a preponderance in 
favor of Group 1.  

Similar results are reported from Dr. Philippa 
Hardman [2]. The study from Harvard with students 
of the first group which can used AI tutor designed 
usithe pedagogisal principles and Goup 2 with 
standart learning approach. The results are similar. 
The students from Grpup 1 engaged with an AI-
touring system for a duration of 49 minutes, while 
those of the second control group underwent a 
standard 60-minute lesson, give two times more 
learning gains tham Students from Group 2.  

For the learning time is described also in [3], [4], [5], 
[6], [7] and more articles. A consensus has 
emerged among scholars that the effective time for 
processing educational material is at least half of 
the standard class period. 

The observed outcomes can be rationalized by the 
following factors: students in the first group engage 
in independent work, while those in the second 

group are organized in class. It is also noteworthy 
that, AI tutorial provides immediate and precise 
responses, thereby facilitating the acquisition of 
knowledge at an accelerated pace. 

The another reserch from Georg Kuh [8] with 
around 75000 students in four-year in coleagues or 
universityes (total 276). The project is National 
Survey of Student Engagement (NSSE), adminis-
tered by Indiana University’s Center for Survey 
Research. The focus of the research is does not 
directly address student success, but rather aims to 
examine how time spent at university with collea-
gues and professors influences learning outcomes. 

However, a paucity of attention has been devoted 
to the question of the durability of knowledge and 
skills acquired by students through artificial intelli-
gence. 

Siqi Li at al. [9] in their article presented a “Machine 
learning-based recommendation system using an 
optimized collaborative filtering algorithm”. This is a 
model which is compared in article with another and 
the described system achieve achieved 95% re-
call and 99% testing accuracy. In light of the results, 
the researchers implemented the model within a 
personalized learning system. Their findings sug-
gest that the implementation of the model enhances 
educational quality and student outcomes.  

In the context of academic pursuits, the reduction of 
learning time can be advantageous when the prima-
ry objective is the accumulation of knowledge. Nev-
ertheless, the fundamental objective of the educa-
tional process has invariably been to ensure that 
knowledge is translated into applicable and benefi-
cial skills. In this regard, the efficacy of ITS [3] or 
STEAM [10] is limited, as the development of skills 
is influenced by a multitude of factors that extend 
beyond the scope of knowledge. As discussed in 
the aforementioned articles, all models similar to 
those under consideration are, in essence, the de-
velopment of a tool. During the Renaissance, the 
advent of printing technology was as transformative 
as the advent of [3], [4], [6] and etc., is in the con-
temporary era, characterized by rapid advance-
ments in technology. The medium through which 
students express themselves, whether in a note-
book with a pen or on a digital platform, is of sec-
ondary importance when considering the compe-
tencies that they develop. The acquisition of skills 
establishes a foundation for abilities, which in turn 
fosters the development of specific competencies 
that benefit the individual, as well as their peers. 
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This phenomenon, as noted by psychologists and 
the Creator of the universe [11], fulfills a fundamen-
tal human need, thereby contributing to subjective 
well-being and the attainment of material prosperity. 
The authors also mentioned about the problem with 
communication skills of the students, because as I 
have already shown the ITS is strong in individual 
learning.  

2.2. Relationship between learning community  
  participation and student engagement 

The historical context of the evolution from face-to-
face teaching and learning processes to distance 
learning, which was aided by the time of the Coro-
navirus, has strengthened the model of knowledge 
adoption through ITS. This model also brings with it 
problems such as social isolation, lack of critical 
thinking, metacognitive laziness, etc. similar. The 
capacity to negotiate and collaborate effectively is 
of paramount importance, underscoring the signifi-
cant investment in research in this domain. Pike at 
al. [12] use 2000 Carnegie classification and appley 
it in academic education. Similar approach is de-
scribed by Gellin [13] and Zhang [14] also Bano at 
al. [15] which have written about the problem in this 
area. The conclusion is that social life like coffee, 
pizza, collaborate with educators have directional 
connection with their learning results and especially 
student engagement in university live. 
  
3. GENERATIVE AI IN HIGHER EDUCATION 

Khosravi at al. [16] represent the impact of the 
GenAI in Learning Analytics. In their article they 
present deeply analysis of the impact of GenAI in 
quality and quantity of the papers in different coun-
tries. The methods are used in the article is Clow’s 
LA cycle as an organizing framework (Clow, 2012). 

Chiu at al. also have written about GenAI in educa-
tion [17] as well Pierres at al. [18]. Pierres and col-
league made deeply research and discus Pires and 
his colleagues conduct in-depth research in 30 
pages and discuss topics such as:  

 Access and information retrieval 

 Learning methodologies 

 Student engagement  

 Faculty adaption 

They also write about the problems like risk of pla-
giarism, low accuracy, the lack of privacy, loss of 
human values, possible overreliance on technology, 
job replacement and etc. Their used method is 

semi-structured interview. Also they made compari-
son analysis over 35 authors.  

3.1. Virtual Reality (VR) in higher education  

Another tool used in education is VR. Its implemen-
tation in education is a subject of research within 
the scientific community. VR is not only used for 
bottle learning, but also in school environments. 
Developing such software is expensive, so its effec-
tiveness must be proven to justify the investment. 
Astatke described immersive virtual reality (IVR) 
[19] applied in STEAM education. Chang at al. [20] 
and Checa [21] also deeply search the positive 
effects of IVR in education. They focus their re-
search on the relationship between virtual reality 
(VR) and the development of creativity and critical 
thinking in students. Cela at al. made research with 
Albanian students [22], Reiss [23] made the similar 
review of the existing articles and He gives the 
benefits and also the ethical problems with Brazilian 
students, Baker at al. [24] make comparative anal-
yses between Learning Community (LC) participant 
and non-LC students. The last mentions authors 
make the similar conclusion that the IVR give very 
good results and it raises serious questions about 
ethical norms, mental laziness, the ability to think 
critically. 

3.2. Methods 

The used method in this article is Cross-case com-
parative analysis and historical analysis. Data for 
the analysis were collected from studies published 
in leading global databases such as Springer, GSI, 
International Journal of Education, WEB of science 
and etc.  

The key points in the reviewed studies are present-
ed objectively. The key points are related to 
the topic of this review article. 
 
4. CONCLUSION 

The objective of this article is to examine the impact 
of Artificial Intelligence (AI) in higher education on 
the evolution of engineering education and the per-
sonal growth of students. To this end, a compre-
hensive database has been thoroughly reviewed, 
and the extant publications of various scientists in 
this field have been presented. A portion of the data 
collection is cited in the bibliography.  

The development of AI models has been shown to 
reduction of the learning time required for know-
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ledge acquisition. Furthermore, these measures 
have been demonstrated to enhance student en-
gagement and interest. 

The speed of knowledge acquisition does not lead 
to speed in the acquisition of skills. 

The speed of acquisition and assimilation of 
knowledge is further facilitated by the individualized 
approach that is widely used and well developed in 
the context of ITS and GenAI. 

The integration of GenAI has been demonstrated to 
enhance student engagement and academic per-
formance. As a GenAI system, it is imperative that it 
be developed to be perceived by as many senses 
as possible. 

The basic and conceptual knowledge is around 30-
50% from all comprehensive process of learning 
and shaping the personality. Comprehension and 
application are also important part and this part is 
not possible to be evaluated by AI. 

That is the reason that all of the mention scientistic 
give conclusion that the AI is instrument which sup-
port the teachers, but in no case should it replace 
them. 

The course of development in engineering educa-
tion will evolve towards increasing the implementa-
tion of modern technologies in various ways. 

The involvement of students in the social life of the 
university, as well as in joint activities with teachers, 
increases their commitment to the learning process. 
This proves that AI can be an aid to teaching and 
preparation, but not a substitute for the teacher. 

One of the main goals of education is to achieve 
self-control [25] in basic human principles and val-
ues on the part of students. Only with students who 
have mastered self-control would the use of AI be 
useful and metacognitive laziness be prevented. 
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Abstract 

The paper presents the experience in developing a laboratory session on spectrum sensing. It is suitable for undergraduate students 
in wireless communications and can also be useful for the students in related areas. The laboratory session includes both computer 
simulations and experiments with real-world signals. For the purposes of the exercise, a Matlab program with a graphical user inter-
face and a GNU Radio Companion flow graph have been developed. These have been briefly described in the paper. A sample plan 
for the laboratory session is also given. 

 
 
1.  INTRODUCTION 

Spectrum sensing is the process of monitoring the 
radiofrequency spectrum in order to discover un-
occupied bands. It is a key component of cognitive 
radio systems which allows them to use the spec-
trum in an opportunistic manner.  

Although it has been long since spectrum sensing 
became a topic of considerable importance, publi-
cations presenting the approach to teaching it 
through laboratory sessions are rare. Despite the 
author's best efforts, only one detailed description 
of a laboratory exercise was found [1]. It undoubt-
edly pocess a flawless scientific accuracy, but from 
a pedagogical point of view it has weaknesses 
such as unclearly articulated objectives and a 
somewhat unsystematic structure. Based on all 
this, it could be assumed that sharing experience 
in developing of a laboratory session on spectrum 
sensing could be useful for the academic commu-
nity. 

The paper will not deal with the theoretical prepa-
ration of the students for the lab, as this is the sub-
ject of the lectures, and there are also enough 
tutorials, as for example [2] and [3], as well as 
plenty of other publications. Only the author's ap-
proach to some basic issues that, according to his 
observations, are stumbling blocks for students will 
be shared.  

The rest of the paper is organized as follows: Sec-
tion 2 provides the objectives of the exercise and 
the main considerations taken into account in its 
development; Section 3 presents the Matlab pro-
gram and the GNU Radio Companion (GRC) flow 
graph developed for the needs of the laboratory 

session; Section 4 provides a sample plan and 
guidelines for conducting it; Section 5 presents the 
conclusions.  
 
2.  CONCEPTION OF THE LABORATORY 

SESSION 

The main goal of the laboratory session is for the 
students to gain a better understanding of spectral 
sensing from a more practical perspective through 
experimentation. Specifically, the following objec-
tives are intended to be achieved: 

1. Developing a good understanding of the 
possible outcomes of hypothesis testing in 
signal detection, the corresponding proba-
bilities and their interrelations, the influ-
ence of the detector threshold choice on 
the detection probability and false alarm 
probability, the meaning of the ROC curve 
and the process of construc-ting it. 

2. Learning about the influence on the detec-
tor performance of the signal to noise ratio 
(SNR), the number of processed samples, 
the noise PSD uncertainty, and the choice 
of additional detector options. 

3. Achieving a better understanding of the 
advantages and disadvantages of different 
signal detection algorithms.  

In order to achieve these purposes, clean experi-
ments with good repeatability are appropriate. In 
view of this, simulations were preferred over detec-
tion of signals received from the air.  

Further, experiments with signals received by a 
software defined radio (SDR) are provided to ac-
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quaint students with the peculiarities of the real-
world radio frequency spectrum. 

Four types of detectors are examined in the labora-
tory session: energy [4], matched filter [5], eigen-
value-based [6], and cyclostationary feature detec-
tor [7].  

Some aspects of the spectrum sensing have been 
omitted because they are appropriate for more 
advanced courses or because of the limited 
amount of knowledge that can be absorbed in a 
single session.  
 
3. TOOLS 
 
A Matlab program with a graphical user interface 
(GUI) has been developed to perform the simula-
tions of detectors. To receive real-world signals, an 
inexpensive software-defined radio can be used, 
which in our case is RTL-SDR [8]. A GRC flow 
graph has been developed for real-time processing 
of the received samples.  

3.1. The program for detector simulations  

The program can simulate repeatedly any of the 
four types of detectors mentioned above. We 
chose to detect a DVB-T2 signal (simplified), be-
cause it has a wide variety of features. The main 
window of the program is shown in Fig. 1. The GUI 
allows setting of: 

 The type of detector that will be examined 
and some of its options.  

 The detector threshold. 

 

Figure 1. GUI screenshot of the detector simulation program 

 The number of trials, i.e. the number of 
noise realizations and noise plus signal 

realizations for which the detector is simu-
lated. 

 The number of samples that will be pro-
cessed by the detector in each trial. For 
some types of detectors or their options, 
the number of samples cannot be arbi-
trary. In these cases, when an inappropri-
ate number of samples is entered, the 
program automatically corrects it and gives 
a message. 

 The signal-to-noise ratio (SNR). 

 The power spectral density (PSD) of the 
noise. This makes possible to examine the 
influence of the noise PSD uncertainty on 
the detector performance.  

The simulation is launched by the Start button. If 
too many samples or trials are chosen and the 
simulation is running too long, it can be stopped by 
the Terminate button.  

After the simulation is completed, all set values 
and selected options remain locked, which makes 
it impossible to see values, options and results that 
do not correspond to each other. To proceed with 
a new simulation, first the New button should to be 
pressed to unlock them, which clears the results of 
the last simulation. The following results are dis-
played: 

1) The average values of the test statistic for 
the cases where there is only noise and for the 
cases where a signal is present. This can be used 
to obtain an initial rough orientation about the 
range of the appropriate threshold values. Calcu-
lating them requires the use of cumbersome ex-
pressions, which would hardly contribute to a bet-
ter understanding of the subject being studied.  

2) The counts of detections, false alarms, 
missed detections, and true negatives, as well as 
their relative frequencies, which are estimates of 
the corresponding probabilities. Undoubtedly, there 
is a redundancy in these results, but displaying all 
of them is appropriate from an educational point of 
view.  

In addition to the simulation results, PSD estimates 
of the noise and signal separately and a PSD es-
timate of the mixture of signal and noise for the last 
trial are displayed. When examining a cyclosta-
tionary feature detector, an auxiliary window 
opens, showing the time-varying autocorrelation 
function and its spectrum for the last trial. 
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The ROC curves and other possible dependencies 
are obtained point by point. To construct a ROC 
curve, students must make several simulations, 
choosing different thresholds for each of them. 
Clearly, the procedure could be highly automated 
so that the ROC curve is obtained at once. How-
ever, the author's view is that students should 
touch at least a little under the hood of the objects 
being studied. The point-by-point investigating and 
recording of the relationships makes the student 
think about what is actually happening in the de-
tector under study and what needs to be done at 
any particular moment. This ultimately leads to a 
better understanding of the subject. Conversely, 
automatically obtained results hardly contribute to 
achieving the goals of the lesson even among the 
most conscientious students. The following should 
always be kept in mind: The belief that the core of 
a laboratory session is to mechanically obtain and 
correctly record numerical results without thinking 
about them, is surprisingly common among some 
students. That is why, all measures should be tak-
en in to stimulate their mental activity. 

3.2.  The GRC flow graph for real-world signal 
detection 

The flow graph developed (Fig. 2) implements a 
cyclostationary feature detector similar to the one 
proposed in [7]. In our case, it is oriented towards 
detecting DVB-T signals. The fact that the band-
width that can be processed is narrower than the 
bandwidth of a television channel is not an obsta-
cle to its operation. A screenshot of the created QT 
GUI is given in Fig. 3. Using sliders, the frequency 
of the TV channel whose occupancy is checked is 
set, and a fine tuning can also be made if desired. 
The duration of the guard interval duration can be 
set using a menu. The remaining parameters are 
fixed according to the DVB-T signals received in 
the area of the Technical University of Sofia. The 
value of the test statistic is shown in a logarithmic 
scale by a bar graph display. The PSD of the input 
signal, the time-varying autocorrelation function 
and its spectrum are also displayed. 

 

 

Figure 2. The GRC flow graph for cyclostationary feature detector exploration
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Figure 3. QT GUI for cyclostationary feature detector  
exploration 

4.  A SAMPLE PLAN AND GUIDELINES FOR 
CONDUCTING THE LABORATORY SESSION 

Naturally, the laboratory exercise should begin with 
a brief discussion of the theory with the students.  

The experience in conducting this exercise shows 
that students have difficulties in understanding the 
ROC curve, more specifically its meaning and the 
way it is constructed. Related to this is the lack of 
understanding how the basic probabilities of inter-
est are affected by the choice of the detector 
threshold. To address these problems, it is good to 
offer students some tasks and questions alongside 
direct explanations.  

It can be started with the following joke problem: 
Imagine someone orders a detector to be devel-
oped with a 100% detection probability, forgetting 
to set any requirements regarding the false alarm 
probability. How would an unscrupulous person 
proceed to formally satisfy the customer’s require-
ments in the easiest way? Solving this problem, 
students will clearly understand that the detection 
and false alarm probabilities must be considered 
jointly.  

Next, it is appropriate to show the students some 
typical probability density functions of the test sta-
tistic in the absence and in the presence of a sig-
nal and ask them to figure out how the detection 
and false alarm probabilities will depend on the 
choice of the threshold. It is best to consider an 
energy detector, because that it is the most intui-
tive. After this investigation, students should clearly 

realize that there is a trade-off between the detec-
tion and the false alarm probability. At this point, 
they should be ready to understand the meaning 
and the importance of the ROC curve and how it is 
constructed. 

Further on, it is appropriate to ask students to 
speculate on following questions: 

How will the two probability density functions 
change when the SNR varies, and what will they 
look like at extremely large and extremely small 
SNR values in particular? Accordingly, how will the 
dependences of the detection and false alarm 
probabilities on the threshold as well as the ROC 
curve change?  

Then students are asked to figure out what the 
ideal and the worst possible ROC curve should 
look like. After that, they will be able to compare 
different detectors based on their ROC curves.  

Students can also be asked to make predictions 
how the detector performance would change if the 
number of samples processed is increased. 

After completing this preparation, the experimental 
part of the session can be started. A sample plan 
is given below, which can be modified according to 
the students' abilities and interests.  

1) Simulations are performed to confirm the 
speculations made during the theoretical prepara-
tion. This includes the following tasks: 

 The dependences of the detection and 
false alarm probabilities on the threshold 
for a given detector type, number of sam-
ples and two SNR values are recorded 
and graphically presented.   

 The corresponding ROC curves are drawn.  

 The influence of the number of processed 
samples on the detector performance is 
examined. For this purpose, the ROC 
curves for two given numbers of samples 
at fixed SNR and threshold values are 
constructed.  

2) Various types of detectors are examined in 
detail. For each detector the following is done: 

 The ROC curves for three SNR values are 
constructed. Two of the SNR values are 
chosen in such a way as for one of the 
ROC curves to be nearly perfect and one 
to be near the random guessing line. This 
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choice is made in order to allow the com-
parison between the different detectors. 

 The influence of the noise PSD uncertainty 
is investigated. For this purpose, the 
threshold should be chosen to obtain 
some good combination of detection and 
false alarm probabilities; then the noise 
PSD is varied at fixed SNR and the values 
of the two probabilities are observed. 
While doing this, it should be taken into 
account that the noise PSD uncertainty is 
normally 1 to 2 dB in practice [6].  

For detectors with additional options, studies are 
performed when selecting different options. 

3) The results of the different simulations are 
compared and short conclusions are written. This, 
although often underestimated, is actually vital for 
the fruitful performance of laboratory exercises in 
general. Otherwise, the risk of them turning into a 
mechanical execution of prescribed actions is very 
high even for diligent students. 

4) A detector is examined using real-world 
signals received through an SDR. In particular, in 
described laboratory session, the occupancy of 
television channels in a given frequency interval is 
checked. This can be enriched with some addi-
tional tasks that depend on the specific needs of 
the students being taught, so they will not be dis-
cussed here. 

The exercise involves a relatively large amount of 
graphic work. It is significantly facilitated by provid-
ing students with forms containing titled boxes for 
the graphs with graduated and labeled axes. Tabu-
lation of the results in the lab report is not required, 
and the values obtained are directly marked as 
points in the corresponding coordinate planes. 
Alternatively, any program capable of drawing 
graphs can be used, which often takes more time 
than the first option. As long as the student is 
aware of what he is doing, constructing the graphs 
manually is quick and easy and poses almost no 
burden.  

CONCLUSION 

A laboratory session on spectrum sensing was 
presented. The experience of conducting it shows 
that the set objectives have been achieved. It was 
also found that the topic is relatively difficult for 
many students. Therefore, it is possible, depending 
on the participants' level of preparation, to reduce 
the set of tasks so that they can better understand 
the basic concepts. It is also advisable to ensure a 
closer interaction between the teacher and the 
students during this exercise. 
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Abstract 

The rapid and reliable detection of early-stage wildfires remains a significant challenge, as traditional methods often suffer from 
delays and high false alarm rates. This paper presents an AI-powered framework to address this problem. The core of our contribu-
tion is a custom-developed Convolutional Neural Network (CNN) trained on a large, curated dataset of thermal (thermovision) imag-
es acquired from both ground-based and aerial (UAV) platforms. The principal results are highly promising: the model achieved a 
detection accuracy of 99.2% in identifying the thermal signatures of incipient fires. Furthermore, it demonstrated exceptional robust-
ness against common false positives such as sun glint and hot rocks, representing a significant improvement over conventional 
threshold-based detection algorithms. 

 
 
1.  INTRODUCTION 

The growing frequency and intensity of wildfires 
present a significant and escalating global chal-
lenge. Driven by climate change and shifting land-
use patterns, these events inflict devastating eco-
logical damage, pose severe risks to human life 
and property, and result in substantial economic 
losses [1]. A critical factor in mitigating the impact 
of a wildfire is the speed and accuracy of its initial 
detection. The earlier an incipient fire can be iden-
tified, the more effectively and safely it can be con-
tained and suppressed. 

Traditional wildfire detection methods, which in-
clude human observers in watchtowers, public 
reporting, and satellite-based monitoring, have 
inherent limitations. Human-centric approaches are 
constrained by geography and are not scalable, 
while satellite systems often suffer from significant 
temporal delays between passes, allowing a fire to 
grow substantially before it is detected. While au-
tomated sensors offer a potential solution, simple 
thermal sensors that trigger an alarm based on a 
fixed temperature threshold are notoriously prone 
to high false alarm rates, being activated by non-
fire sources such as sun-heated rocks, metallic 
surfaces, or other benign thermal anomalies [2]. 

This research addresses the need for a more intel-
ligent and reliable detection system by combining 
the strengths of thermal imaging (thermovision) 
with the pattern-recognition capabilities of artificial 

intelligence. Thermal cameras can detect the heat 
signature of a fire day or night and through smoke, 
providing a rich data source [3]. However, inter-
preting this data requires a sophisticated ap-
proach. Deep learning, specifically through the use 
of Convolutional Neural Networks (CNNs), is ex-
ceptionally well-suited for this task, as it can learn 
to distinguish the complex spatial and temporal 
patterns of a real fire from the myriad of potential 
false positives [4]. 

The objective of this paper is to develop and vali-
date a CNN-based framework for the accurate and 
rapid detection of early-stage wildfires from ther-
movision data. We present the design of a custom 
CNN model, its training on a diverse dataset of 
thermal images from ground and aerial platforms, 
and a comprehensive evaluation of its perfor-
mance, demonstrating its high accuracy and ro-
bustness against common false alarms. 

2. METHODOLOGY 

2.1. Dataset and Image Acquisition 

The foundation of this study is a large and diverse 
dataset of thermal images, comprising a total of 
15,000 images. The data was collected using two 
primary platforms to ensure variability. A ground-
based system, consisting of a FLIR E 40 thermal 
camera mounted on a panoramic tripod, was used 
to capture static scenes. For aerial data, a DJI 
Matrice 300 RTK unmanned aerial vehicle (UAV) 
equipped with a Zenmuse H20T thermal camera 
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was flown over various terrains, a common prac-
tice in modern environmental surveillance [5]. 

The dataset was carefully curated to create a bal-
anced representation of two classes: 'Fire' and 'No 
Fire'. The 'Fire' class (7,500 images) includes im-
ages of controlled burns of various sizes, from 
small incipient fires to more developed flames. The 
'No Fire' class (7,500 images) was specifically 
designed to include common false positive scenar-
ios, such as sun-heated rocks, metallic surfaces 
reflecting sunlight (sun glint), hot vehicle exhausts, 
and agricultural activity. All images were captured 
as 16-bit radiometric JPEGs and standardized to a 
resolution of 256x256 pixels. 

2.2. CNN Model Architecture 

A custom Convolutional Neural Network (CNN) 
was designed and implemented for the binary 
classification task, following established principles 
for image recognition [6]. The architecture was 
optimized for feature extraction from thermal im-
agery. It consists of four convolutional blocks fol-
lowed by a fully connected classification head. 
Each convolutional block is composed of a convo-
lutional layer (with a 3x3 kernel), a Rectified Linear 
Unit (ReLU) activation function, and a max-pooling 
layer (with a 2x2 stride) for down-sampling. The 
number of filters in the convolutional layers in-
creases progressively (32, 64, 128, 256) to capture 
features of increasing complexity. 

Following the convolutional blocks, the feature 
maps are flattened and passed to a classification 
head consisting of two fully connected (dense) 
layers of 512 and 256 neurons, respectively, each 
with ReLU activation and a dropout layer (rate=0.5) 
to prevent overfitting. The final output layer uses a 
sigmoid activation function to produce a probability 
score between 0 and 1 for the 'Fire' class.  

2.3. Model Training and Validation 

The dataset was partitioned into three sets: 80% 
for training (12,000 images), 10% for validation 
(1,500 images), and 10% for final testing (1,500 
images). The model was trained for 50 epochs 
using the Adam optimizer with a learning rate of 
0.0001 and a binary cross-entropy loss function, 
which is standard for binary classification prob-
lems. The training was performed on a workstation 
equipped with an NVIDIA GeForce RTX 3080 
GPU. 

The model's performance was evaluated using a 
suite of standard metrics: accuracy, precision, 
recall, and the F1-score. Accuracy provides an 
overall measure of correct classifications. Precision 
measures the model's ability to avoid false posi-
tives, while recall measures its ability to identify all 
true positive cases. The F1-score provides a har-
monic mean of precision and recall, offering a bal-
anced measure of the model's performance [7]. 

3. RESULTS 

3.1. Detection Performance 

Upon completion of training, the model's perfor-
mance was evaluated on the unseen test set 
(1,500 images). The model achieved an overall 
accuracy of 99.2%, correctly classifying 1,488 out 
of 1,500 images. The detailed performance is vis-
ualized in the confusion matrix presented in Figure 
1. The model correctly identified 745 images con-
taining fires (True Positives) and 743 images with 
no fire (True Negatives). It produced only 2 false 
positives and 10 false negatives. The key perfor-
mance metrics were calculated as: Precision = 
99.7%, Recall = 98.4%, and F1-Score = 99.0%. 
The high precision value is particularly significant, 
as it indicates an extremely low false alarm rate, 
which is a critical requirement for a practical de-
ployment of such a system. 

3.2. Robustness Analysis 

A key objective of this research was to develop a 
model robust against common false positives that 
plague simple threshold-based systems. The CNN 
model demonstrated exceptional performance in 
this regard. As illustrated in Figure 2, the model 
correctly classified challenging 'No Fire' scenarios. 
It successfully ignored the high temperatures of 
sun-heated rocks and the intense but spatially 
distinct thermal signature of sun glint on a vehicle, 
classifying them correctly as 'No Fire'. This ability 
stems from the CNN's capacity to learn contextual 
spatial features, such as the shape, texture, and 
gradient of a thermal anomaly, rather than relying 
solely on pixel intensity. 

3.3. Robustness Analysis 

To quantify the advantage of the AI-powered ap-
proach, the CNN model's performance was com-
pared against a standard thermal thresholding 
algorithm. The baseline algorithm was configured 
to flag an image as 'Fire' if more than 0.5% of its 
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pixels exceeded a temperature threshold optimized 
for high recall on the training set. As shown in Ta-
ble 1, while the baseline method achieved a high 
recall, it suffered from extremely poor precision, 
generating a large number of false alarms. The 
CNN model significantly outperformed the baseline 
across all metrics, most notably increasing preci-
sion from 45.2% to 99.7%, thereby validating the 
superiority of the deep learning approach. 

4. CONCLUSION 

This paper successfully demonstrates the devel-
opment and validation of an AI-powered framework 
for real-time wildfire detection. The main results 
show that our custom-trained Convolutional Neural 
Network achieves exceptional performance, with a 
detection accuracy of 99.2% and a precision of 
99.7%. The fundamental idea of this work is that 
by applying deep learning to thermal imagery, we 
can create a system that is not only highly accu-
rate but also robust, capable of intelligently distin-
guishing the complex thermal signatures of real 
fires from common false positives. This represents 
a significant advancement over traditional thresh-
old-based methods, which are often unreliable. 
The implications for disaster prevention are sub-
stantial. Future work will focus on optimizing the 
model for deployment on low-power edge devices 
for in-field use and integrating this framework into a 
larger, autonomous monitoring network of ground 
and aerial platforms for wide-area surveillance. 
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Abstract 

Traditional fire suppression systems in confined spaces often lack the intelligence to adapt their response to the scale of a fire, lead-
ing to inefficient or excessive use of resources. This paper addresses the problem by proposing a conceptual framework for an 
intelligent fire safety system. The author's contribution is the design of this framework, which uses thermovision to analyze a fire's 
convective flow, and its validation through a Python-based numerical simulation. The principal results of the simulation are twofold: 
first, it demonstrates that analyzing a synthetic thermal image can provide an accurate estimate of a fire's power (Q); second, it 
shows the system's decision logic correctly activating a targeted, proportional response— a single sprinkler for a low-power fire 
versus a full-scale response for a high-power fire. This validates the concept's potential for a faster, more efficient generation of fire 
safety systems. 

 
 
1.  INTRODUCTION 

The effective management of fire safety in con-
fined spaces, such as underground garages or 
industrial facilities, is a persistent engineering chal-
lenge. Current automated fire suppression sys-
tems, while reliable for detection, typically operate 
on a binary, "one-size-fits-all" logic. They are de-
signed to activate a full-scale response upon de-
tecting a fire, regardless of whether it is a small, 
incipient event or a large, rapidly developing blaze. 
This lack of adaptability can lead to the inefficient 
use of resources, unnecessary water damage in 
the case of a minor fire, or a delayed escalation for 
a more serious threat. 

This paper proposes a conceptual solution that 
moves beyond simple detection towards intelligent 
analysis and proportional response. The core of 
this concept is the use of thermovision (thermal 
imaging) not merely to identify the presence of a 
fire, but to analyze the thermal signature of its con-
vective flow in real-time. By processing this rich 
visual data, it becomes possible to estimate key 
characteristics of the fire, such as its power (Q), 
enabling a system that can make an informed de-
cision about the most appropriate level of suppres-
sion [1]. 

Developing and testing such a complex, integrated 
system with physical hardware is a resource-

intensive undertaking. Therefore, numerical simu-
lation presents a powerful and cost-effective first 
step to validate the feasibility of the conceptual 
framework. A well-constructed simulation can 
demonstrate the viability of the "sense-analyze-
react" loop, test the decision logic under various 
conditions, and provide a strong foundation for 
future physical prototyping [2]. 

The objective of this paper is to present this con-
ceptual framework for an intelligent fire suppres-
sion system and to validate its core principles 
through a Python-based numerical simulation. We 
will demonstrate that a simulated system can suc-
cessfully analyse a synthetic thermal image to 
characterize a fire's power and, based on this 
analysis, trigger a proportional and appropriate 
suppression response. 

2. CONCEPT AND MODELLING 

2.1. The conceptual framework 

The proposed intelligent fire suppression system is 
designed around a continuous "sense-analyze-
react" logic loop. The theoretical components of 
this framework are as follows: 

 Thermal Camera: A strategically placed 
thermovision camera acts as the primary 
sensor. Its role is to continuously monitor 
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the protected area and capture real-time 
thermal data. 

 Central Processing Unit (CPU): This unit 
receives the live feed from the thermal 
camera. It runs the core analysis algorithm 
to process the thermal images, estimate 
the fire's power, and execute the decision 
logic. 

 Tiered Suppression Hardware: The system 
employs a multi-level suppression re-
sponse, inspired by the IoT-based smart 
system described in [3]: 

 Tier 1: Fast-Response Sprinkler: A 
single, fast-acting sprinkler located di-
rectly above a high-risk area (e.g., a 
parking space) for targeted, immedi-
ate response to small fires. 

 Tier 2: Main Sprinkler System: The 
conventional, wide-area sprinkler sys-
tem for the entire zone. 

 Tier 3: Water Curtains: A set of high-
flow nozzles designed to create a 
containment barrier, isolating the fire 
and preventing its spread to adjacent 
areas. 

The interaction logic is sequential: the thermal 
camera senses a thermal anomaly. The CPU anal-
yses the image to estimate the fire's power (Q). 
Based on this estimation, the CPU reacts by acti-
vating the appropriate tier of the suppression 
hardware 

2.2. The Python simulation model 

To validate the conceptual framework, a numerical 
simulation was developed in Python. The model 
implements each stage of the "sense-analyse-
react" loop virtually. 

2.2.1. Fire and thermal image generation 

The simulation begins by modelling a fire's convec-
tive jet. The temperature distribution is calculated 
based on established fluid dynamics equations for 
a semi-limited jet impacting a ceiling, as detailed in 
[4], using the fire's power Q (in kW) as the key 
input. This physical model is then used to generate 
a synthetic 2D thermal image (a 256x256 NumPy 
array), where each pixel's value corresponds to a 
temperature. For visualization, these temperature 
arrays are mapped to a standard "Ironbow" color-

map, mimicking the output of a real thermal cam-
era. 

2.2.2. Image analysis and power estimation 

The core of the simulation's "analysis" phase is a 
Python algorithm that processes the synthetic 
thermal image. The algorithm iterates through each 
pixel of the image array and counts the number of 
pixels that exceed a predefined temperature 
threshold of 300°C. This count of "hot pixels" is 
then multiplied by a calibration constant to produce 
an estimated fire power, Q_est. This method pro-
vides a simple yet effective proxy for the energy 
being released by the fire 

2.2.3. Decision logic implementation 

The simulation implements the system's decision-
making process using a straightforward conditional 
logic based on the estimated fire power (Q_est). A 
power threshold of 500 kW was established to 
differentiate between a small, manageable fire and 
a larger, more dangerous one. The implemented 
logic is as follows: 

 If Q_est < 500 kW: The system determines 
the threat is localized and activates the Ti-
er 1 response (single fast-response sprin-
kler). 

 If Q_est >= 500 kW: The system deter-
mines the threat is significant and acti-
vates the Tier 2 and Tier 3 responses 
(main sprinkler system and water cur-
tains). 

2.3. Simulation results and analysis 

The simulation was executed for two distinct sce-
narios to test the system's ability to provide a pro-
portional response. 

 Scenario 1 (Low-Power Fire): An input 
power of Q = 250 kW was used. The simu-
lation generated a localized thermal im-
age, which the analysis algorithm estimat-
ed to have a Q_est below 500 kW. Conse-
quently, the decision logic correctly trig-
gered only the targeted Tier 1 response. 

 Scenario 2 (High-Power Fire): An input 
power of Q = 1500 kW was used. The 
simulation generated a large, intense ther-
mal image. The analysis algorithm's Q_est 
far exceeded the 500 kW threshold, lead-
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ing the decision logic to correctly trigger 
the full Tier 2 and Tier 3 responses. 

The results, visualized on Fig. 1 and Fig. 2, confirm 
that the simulated system successfully translates 
thermal data into an appropriate, tiered suppres-
sion action. This validates the core principle of the 
conceptual framework. 
 

 

Figure 1. Simulation Results for Low-Power Scenario  
(Q = 250 kW), System Response: Tier 1 (Single Sprinkler) 

 

 

Figure 1. Simulation Results for High-Power Scenario (Q = 
1500 kW), System Response: Tier 2 & 3 (Main System & 

Water Curtains) 

3. CONCLUSION 

This paper presented a conceptual framework for 
an intelligent fire suppression system and validated 

its core principles through numerical simulation. 
The key finding from the simulation is that a sys-
tem using thermovision data can successfully ana-
lyze and characterize a fire's power, enabling an 
intelligent, proportional suppression response that 
is more efficient than traditional systems. The fun-
damental idea of this work is that moving from 
simple detection to real-time analysis represents a 
significant step forward for fire safety technology. 
The successful validation of this concept through 
simulation provides a strong justification for future 
work, the next logical step of which is to build and 
test a small-scale physical prototype to confirm 
these results experimentally..  
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Abstract 

An operator method is used to prove the basic statements in the theory of linear differential equations with constant coefficients. The 
differentiation operator is used in the context of the ideas proposed by Heaviside. The presented approach is distinguished by its 
great clarity and makes the proofs easier compared to the classical approach. In the intricate world of optical telecommunications, 
the behavior of light as it traverses complex systems is paramount. To predict and control this behavior with precision, engineers and 
physicists employ a powerful mathematical toolset known as operator methods. These methods provide a concise and elegant way 
to describe the transformations that light undergoes as it interacts with various components of a linear optical system, such as optical 
fibers, polarizers, and filters. 

 
 
1.  INTRODUCTION 

In the intricate world of optical telecommunications, 
the behavior of light as it traverses complex sys-
tems is paramount. To predict and control this 
behavior with precision, engineers and physicists 
employ a powerful mathematical toolset known as 
operator methods. These methods provide a con-
cise and elegant way to describe the transfor-
mations that light undergoes as it interacts with the 
various components of a linear optical system, 
such as optical fibers, polarizers, and filters. The 
state of the light wave can be represented by a 
vector, and each component's effect is described 
by a corresponding operator, allowing for a sys-
tematic analysis of the entire system's output. 

The fundamental behavior of light within these 
systems, such as signal propagation and distortion 
from physical effects like chromatic dispersion, is 
mathematically modeled by linear ordinary and 
partial differential equations, which often have 
constant coefficients. Therefore, the practical chal-
lenge of analyzing a linear optical system is intrin-
sically linked to the mathematical problem of solv-
ing these foundational equations. 

In the training of engineers, operational calculus is 
considered a classic section that is included in the 
curricula for this purpose. Usually, the Laplace 
integral is used for demonstrating how to solve 
linear ordinary differential equations with a con-
stant coefficient. While effective, this approach can 

be inconvenient when building the theory of differ-
ential equations from a foundational perspective. 
This paper revisits the topic using an operator 
method rooted in the form originally proposed by 
Heaviside. The presented approach is distin-
guished by its great clarity and makes the proofs 
easier compared to the classical approach. 

This work uses the apparatus of functional analysis 
to schematically describe the main properties of 
linear ordinary differential equations of the second 
and higher order. The objective is not to give a 
complete description of the topic, but to give an 
idea of a different and non-standard consideration 
of this theory. By doing so, it is noticeable how 
concisely and clearly the statements about the 
main mathematical facts are obtained, demonstrat-
ing the power of the formal operator apparatus for 
solving problems in linear optical systems. 

2.  HOMOGENEOUS EQUATIONS WITH 
CONSTANT COEFFICIENTS 

Let's consider an operator equation of the form: 

(
 

  
   ) (

 

  
   )                 

Let's denote the linear operators: 

 ̂  
 

  
     ̂  
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where    and     are some complex numbers. 
We will look for a solution as a sum of two addends 

   and   , the first of which will interact with the 

operator  ̂  and satisfy the equation, and the se-

cond will interact with the operator  ̂  and the re-

sulting function, interacting with the operator  ̂ , 
will satisfy the equation. The final result for will 
have the form: 

          ̂                       (3) 

where    and    are arbitrary constants. 

The solution of the equation 

(
 

  
   )                           

has the form:  

                (5) 

where   is an arbitrary constant. 

Let the equation be given: 

(
 

  
   )                          

Can be integrated immediately:  

            ,   (7) 

where   is an arbitrary constant. Then, in order for 
the result of the interaction of the first operator to 
nullify the second, it is necessary to satisfy the 
equation: 

(
 

  
   )                          

The final result looks like this:: 

             
 

     
             

where   is an arbitrary constant. Taking into ac-
count the participation of arbitrary constants and 

choosing            , the obtained result 
can be summarized as follows: 

Theorem 1. The function 

                        

is a solution to the operator equation 
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where   and    are arbitrary constants (in case 
that      ). 

It can be observed that since linear operators con-
tain only a first derivative and a constant, they are 
commutative. Indeed: 
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This can also be interpreted as: 

Lemma 1. Let 

 ̂  
 

  
     ̂  

 

  
     

 ̂  ̂     if and only if there exist functions 
  and    such that: 

 ̂      or   ̂     .  

Proof. Indeed, let 

 ̂  ̂     

we assume that 

 ̂       , 

then it follows that 

 ̂     . 

Let's assume that 

 ̂       , 

then it follows that 

 ̂     , 
because: 

 ̂  ̂    ̂  ̂      

By     the identity it is trivial. Conversely, let : 

 ̂     , 
then 
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 ̂ ( ̂   )   ̂    , 

Let   ̂     ,  

Then  ̂ ( ̂   )   ̂      

From the lemma and the linearity of the product of 
operators, the statement can be defined: 

Corollary 1. The solution to the equation  

(
 

  
   ) (

 

  
   )     

has the form 

             
where: 

(
 

  
   )      

(
 

  
   )      

   and    are arbitrary constants. 

Based on the above corollary, a more general the-
orem can be proved: 

Theorem 2. The solution of the operator 
equation: 

 ̂   ̂  ̂      ̂  
 

  
            

is the sum of the solutions of the following   opera-
tor equations multiplied by an arbitrary constant: 

 ̂       ̂         ̂        

Proof. For     is directly proven by the in-
vestigation. Let the statement for     the opera-
tor. Due to the commutativity of operators 

 ̂     ̂     ̂  ̂  (which we will not prove here): 

  ̂   ̂  ̂    ̂     ̂  ̂      

Then,  

 ̂      

is a solution to 

 ̂     ̂  ̂    , 

adding a new linear operator to the product does 
not change the other functions that reset it. Really, 

let's  ̂        it follows from the assumption 
that if 

 ̂     ̂  ̂      

and   must reset  ̂  or  ̂    must reset    ̂  etc. 
From this it follows that the statement is true for 

every   natural number greater than one. 

We consider the operator equation: 

(
 

  
   )

 

                       

Let initially    : 

(
 

  
   ) (

 

  
   )      

The first operator that acts on   (the same applies 
to the others) resets the operator equation for  
             .  

In order for the function     to reach the second 
operator without resetting the first one, it is neces-
sary to multiply by  , then: 

(
 

  
   ) [    (

    

  
      )]   
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   )       

Similarly, it can be considered that if there are   
operators, then the function reaches the    

 
    

      
   to reset it, where   is an arbitrary con-

stant. This leads to the lemma: 

Theorem 3. The function             
               

   

    

      
                     

 

is a solution to the operator equation 

(
 

  
   )

 

      

where    и    ,     are arbitrary constants. 

Each of the functions in the sum of the expression 
for is linearly independent of the others, since, if 
we assume that among them there is a linearly 
dependent one, it would not reach the correspond-
ing sub-operator, but would satisfy the equation 
under the action of a preceding operator. 
 
3.  INHOMOGENEOUS EQUATIONS WITH  

CONSTANT COEFFICIENTS 

Let us consider an operator equation of the form: 
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(
 

  
   ) (

 

  
   )             

where      is an integrable function on the interval 
chosen for  . It is clear that the solution of the ho-
mogeneous equation also satisfies the identity, 
due to the linearity of the operators. Let us set the 
task of finding a particular solution of the inhomo-
geneous equation. This can be done if the follow-
ing two operator equations are solved step by step: 

(
 

  
   )        

(
 

  
   )                              

The first equation has a solution: 

      ∫            
 

 

            

For the second we get: 

      ∫ [         ∫            
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(15) 

We change the order of integration. The final result 
is: 
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]           

 

The inhomogeneous operator equation  

(
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can’t be solved with this formula. We will derive a 
formula that is valid for inhomogeneous linear dif-
ferential equations of this type with constant coeffi-

cients of order  . 

Formally, the solution can be sought in the follow-
ing way, the function:  

  ∫
        

      
              

 

 

      

passing through the operators sequentially, reach-

es the expression after the last operator     , that 
is, equality is reached: 

           

This suggests that the solution to this type of in-
homogeneous equation is: 

  ∫
        

      
               

 

 

        

A special case of this equation is: 

  

   
                               

Taking into account the previous result when 

   , we obtain the well-known formula: 

  ∫
        

      
       

 

 

          

We can approach it formally and write: 

    

 
  

  
 ∫              
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  ∫

        

      
              

 

 

 

(22) 
4. CONCLUSION 

Operator methods allow solving complex problems 
by performing algebraic operations. In the present-
ed work, we use an operator method to illustrate 
the theoretical basis of the theory of ordinary dif-
ferential equations. This proves that these meth-
ods are not only valuable as a tool for calculation, 
but also carry a very deep theoretical meaning [4]. 
Their use in the educational process of future en-
gineers will lead to a clearer understanding of the 
mathematical apparatus and awareness of the 
mathematical features that are often missed in 
practical tasks. 

The theoretical clarity demonstrated by the opera-
tor method is especially relevant to the field of 
linear optical systems. The analysis of crucial phe-
nomena in optical telecommunications, such as 
signal dispersion in fibers and the behavior of light 
passing through polarizers and filters, is fundamen-
tally rooted in the linear differential equations ex-
plored in this work. By providing engineers with a 
more intuitive and foundational understanding of 
these equations, the operator formalism equips 
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them to better predict system performance, diag-
nose signal integrity issues, and design more so-
phisticated optical components. This approach, 
therefore, serves as a vital bridge between abstract 
mathematical theory and the practical challenges 
of advanced optical engineering. 
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Abstract 

The article analyzes the use of asymptotic series in the decomposition of a scalar function. An analogue of the mean value theorem 
for a multidimensional argument is derived. An asymptotic analogue of the theorem to the second degree of decomposition by the 
small parameter is derived. An asymptotic decomposition of a scalar function with a multidimensional argument to the second ap-
proximation is made and used in solving a variational problem. Asymptotic decomposition is used to simplify the complex tempera-
ture map of a fire scene, separating the core fire signature from the background heat. This allows for the reliable determination of key 
fire parameters like location, size, and heat release rate. 

 
 
1.  INTRODUCTION 

To solve nonlinear problems, the decomposition of 
a function into powers of a small parameter is often 
used [1]. Such a series is usually not convergent, 
but it gives a very good approximation for a certain 
time interval, when using its first few terms. In the 
presented work, a study of the decomposition of a 
scalar function of many variables is made. To for-
malize the approach, the argument is taken in the 
form of a column matrix. A rule for differentiation by 
an operator represented by a one-dimensional 
matrix is introduced. This allows, through the 
known properties of asymptotic series, to derive a 
multidimensional analogue of the familiar decom-
positions of one-dimensional functions. Throughout 
the work, it is assumed that the matrix of the argu-
ment is decomposed in an asymptotic series into 
continuous and differentiable functions up to an 
arbitrary order. It is assumed that the reader is 
familiar with the concepts: gradient, Hessian matrix 
and linear operator, and special definitions for this 
are not given in the work. 

When a thermovision (infrared) camera looks at a 
fire, it sees a dynamic and complex temperature 
distribution. This is a scalar function of temperature 
that depends on many variables: spatial coordi-
nates and time. The problem is that the raw ther-
mal image is a jumble of information. It includes 
heat from the flames, hot gases, smoke, and the 
heating of surrounding walls and objects. Directly 
calculating something like heat release rate (HRR) 

from this complex picture is nearly impossible in 
real-time. This is where asymptotic decomposition 
comes in. It allows us to mathematically break 
down the complex temperature function into sim-
pler, more meaningful components. We can treat 
the fire's core as the dominant, "asymptotic" fea-
ture and separate it from everything else. 
 
2.  ESTIMATION OF THE AVERAGE VALUES 

OF A SCALAR FUNCTION WHEN 
EXPANDING BY A SMALL PARAMETER 
COMPARED TO UNITY 
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                            (1) 

 ( ) is a scalar function, continuous with contin-

uous partial derivatives up to and including the 

second order in a given domain  . 

Differentiating a scalar function with respect to a 
vector argument can be done as follows: 
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Let's find a generalized analogue of the mean 
value theorem. To do this, we define the function: 

 ( )   (       )   [   ]  

The magnitude   is a dimensionless small para-
meter. 

The function  ( ) is continuous for   [   ] 

and differentiable inside this interval, then by 
Lagrange's mean value theorem, there exists 

  (   ), such that it is fulfilled: 

 ( )   ( )    (  )   

By returning to the laying and accepting     it is 
obtained: 

 (      )   (  )   

            (       )           ( ) 

The evaluation of the series up to the third term, 
for example, can be done in the following way. 
First, we will find some auxiliary formulas for 
functions of one and two variables, using the ideas 
of [2]. 

Lemma. Let  ( ) is a continuous function of 
one argument, with continuous first derivative at 
[   ] and twice differentiable in (   )  Then 
there exists a number   (   ), such that 

 (   )   ( )  
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Proof.  

Let's put a            We define the 
expression: 

 ( )   ( )  
  ( )

  
(   )   (   )   

We consider the function of  : 
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  ( )
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For this function it is valid:  

 ( )   ( )     

moreover, it is continuous for   [   ] and is 
differentiable inside this interval. Then, it immedi-
ately follows from Rolle's Theorem that there exists 
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Therefore: 
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For     follows: 

 ( )   ( )  
  ( )

  
(   )   

 
   (   (   ))

  
(   )   

by going back to the original variables we obtain 
the desired result. 

We will apply the lemma for a function of two 
variables.  

Theorem. Let  (   ) is continuous at a 
point (     ) with continuous partial derivatives 
up to second order in the vicinity of the point. Let 

(           ) is from this vicinity, then: 
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In the above expression (
 
 
) is a column matrix, 

and  

(  ) is a matrix row. Multiplication is performed 
in the usual way for matrix multiplication. 

Proof. If we put  

 ( )   (           )   [   ], 

this function satisfies the conditions of the lemma 
and we can write: 
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By performing the differentiation we obtain the 
desired formula. 

Let's analyze the function: 

   (           )   (7) 

We will write it as a function of two variables (   ): 
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We develop the function around the point (   )  
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Since we desire accuracy up to the square of the 
small parameter, the last term reduces to  
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3.  DECOMPOSITION OF A SCALAR FUNCTION 
WITH AN N-DIMENSIONAL ARGUMENT IN 
ASYMPTOTIC ORDER AND ITS USE IN 
SOLVING VARIATIONAL PROBLEMS 

Let    ( )   [     )            

We will look at the function:  

   (   ̇    )  ̇  
 

  
           ( ) 

Let's look for a decomposition of the function in 
order of the powers of the small parameter. To do 

this, we first consider the order for    

 ( )    ( )     ( )      ( )    (  ) 

For zero approximation we get: 
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A first approximation of the function has the form: 
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Finally we get: 
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where  

 ̃  
  (     ̇    )

  
  

The second approximation is obtained: 
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where  
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Let us finally write the line in the form: 
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Let's use the obtained formula to derive genera-
lized formulas in the calculus of variations. We limit 
ourselves to first-order accuracy. 
Let the integral be given: 

∫  (   ̇    )   
  

  
  (15) 

We impose additional conditions: 

  (  )    (  )      (16) 

Then, from the formula (14) it follows that: 
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Upon fulfillment of the conditions: 
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The above results are obtained using the funda-
mental lemma of the calculus of variations. 

4. CONCLUSION 

The formulas obtained in the work are accurate to 
the second, at most third degree in the small pa-
rameter. This, of course, does not prevent the for-
malism from being applied to higher approxima-
tions. The mathematical form of such approxima-
tions is becoming increasingly complex, but the 
matrix apparatus would allow their writing in a 
compact form [3]. However, for the needs of ap-
plied mathematics, the limits adopted by us are 
used, so further increase in accuracy can be 

sought possibly for specific problems that require 
this [3,4]. The presented work provides an oppor-
tunity to demonstrate the power of the formal ap-
paratus for solving multidimensional problems. 

The formulas obtained in the work are accurate to 
the second, at most third degree in the small pa-
rameter. This, of course, does not prevent the for-
malism from being applied to higher approxima-
tions. The mathematical form of such approxima-
tions is becoming increasingly complex, but the 
matrix apparatus would allow their writing in a 
compact form [3]. However, for the needs of ap-
plied mathematics, the limits adopted by us are 
used, so further increase in accuracy can be 
sought possibly for specific problems that require 
this [3,4]. The presented work provides an oppor-
tunity to demonstrate the power of the formal ap-
paratus for solving multidimensional problems.  

While a real-time alarm doesn't need a perfect 
model, other applications do. To reconstruct the 
cause and spread of a fire after the event, investi-
gators could apply higher-order approximations. 
These complex models might account for subtle 
factors like airflow turbulence or the specific radia-
tive properties of different materials that were burn-
ing. A physicist studying the fundamental principles 
of combustion would need a highly accurate model 
to compare theoretical predictions with experi-
mental data. When designing a smoke and heat 
exhaust system for a complex building like an air-
port or a tunnel, engineers might use these higher, 
more complex approximations to ensure the design 
is robust. 
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Abstract 

An algorithm was created for the judicial reconstruction of road accidents caused by fires near highways and roads. Numerical simu-
lation allows for a high-precision solution to the question of the cause of such accidents—whether from heat transfer from the fire 
source or from the optical density of the smoke. When determining optical density, an engineering approach for studying optical 
losses in the thermal imaging process is used. As evidence of the research approach, a well-known case from judicial practice was 
resolved. The principal results demonstrated that smoke temperatures at road level were too low to cause vehicle ignition, proving 
that reduced visibility from smoke density was the definitive cause of the accident. 

 
 
1.  INTRODUCTION 

The development of fires in open spaces, such as 
field and forest fires, presents a significant risk to 
the surrounding environment and nearby infra-
structure. A primary environmental factor influenc-
ing a fire's spread and behaviour is the wind, which 
directly affects the direction, speed, and tempera-
ture of the resulting convective currents. The 
smoke generated by these fires poses a major 
hazard to traffic on adjacent roads and highways, 
primarily by drastically reducing visibility. However, 
questions may also arise regarding other potential 
effects, such as impacts on vehicle engines or the 
theoretical risk of ignition from heat transfer. 

While the general behaviour of fires is well under-
stood, there is a clear need for a rapid and precise 
analytical method designed specifically for the 
forensic reconstruction of traffic accidents that 
occur in smoky conditions. In the aftermath of such 
an incident, it is crucial for investigators to be able 
to scientifically determine whether the primary 
cause was heat transfer from the fire or the loss of 
visibility due to smoke density. The analytical ap-
proach presented in this work is built upon estab-
lished theories of turbulent jets, particularly the 
work of G. N. Abramovich [1], and incorporates 
fundamental principles from fire dynamics [2] and 
applied fluid mechanics [3, 4]. These foundational 
concepts provide the basis for the mathematical 
model used to describe the interaction between the 
fire's convective jet and the horizontal wind flow. 

The objective of this paper is to present a 
method to analyze the key parameters of a fire's 
smoke plume—including its trajectory, speed, and 
temperature—based on the fire's power and ambi-
ent wind conditions. The goal is to provide a relia-
ble and accurate tool for judicial investigations, 
allowing for the robust reconstruction of accident 
scenarios and a clear determination of the causa-
tive factors. 
 

2. FORM AND DEVELOPMENT OF THE FIRE 

In their most general form, forest and field fires 
have a paired elliptical shape, with the sharp end 
in the direction of the wind, which determines its 
spread. 

In this direction, the burning is at the highest speed 
and is considered as the front of the fire. On the 
flanks and in the rear of the burning, it decreases 
until the vegetation is completely burnt, respective-
ly until its complete disappearance, leaving un-
burnt wood parts. 

When the wind direction reverses, these smolde-
ring materials can cause rekindling and secondary 
fire outbreaks. 

In field fires (when grass, weeds, small bushes are 
ignited), the fire most often has a band-like charac-
ter, with burning occurring only along the front of 
the fire (Figure. 1). 
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Figure 1. A band-like character of a fire 

These fires can cover large areas and, due to their 
long front, are difficult to control when extinguish-
ing them. They can lead to fumigation of a large 
space, which is a dangerous factor near roads, 
transmission lines, populated areas. Despite the 
fact that the temperature in the smoke is relatively 
low, the smoke reduces visibility, can lead to unde-
sirable effects on the upper respiratory tract, and 
with a prolonged stay in it to poisoning of a lethal 
nature, with higher optical density leads to a de-
crease in oxygen in the air, irregular engine opera-
tion and possible stopping. 

Wind speed also affects the resulting flow configura-
tion in an open fire. The trajectory of the convective 
jet, which arose as a result of the fire, is distorted 
under the interaction of two factors - the power of 
the fire and the dynamic pressure of the wind. 

The high wind speed "sticks" the resulting current 
near the earth's surface. This contributes to the 
intensity of the fire, increasing the speed of move-
ment of the fire front. The main factor in this case 
is the preliminary heating (drying) of the combus-
tible material, its easy ignition and thus the rapid 
increase in the speed of fire propagation along the 
front. 

At low wind speeds, the distortion of the trajectory 
of the convective jet fire is insignificant. This distor-
tion, however, in the case of forest fires, can lead, 
with greater power, to the occurrence of a peak 
fire, which is also an undesirable phenomenon. 

It is known that such fires are difficult to localize 
and extinguish and lead to great damage to the 
forest fund. 

3.  MATHEMATICAL MODEL OF INTERACTION 
OF FIRE WITH AIR FLOW (WIND) 

The form and development of field fires often result 
in a band-like character, with burning occurring 
along a moving front. These fires can cover large 
areas and generate significant smoke, which re-
duces visibility and poses a danger near roads. 
The trajectory of the convective jet of smoke and 
hot gases is distorted by the interaction between 
the fire's power and the dynamic pressure of the 
wind. 

To model this interaction, we use the hypothesis 
described by Abramovich [1], where the distortion 
of the convective jet's trajectory is due to the bal-
ancing of two forces: the pressure difference on 
the front and back sides of the jet and the resultant 
distorting centrifugal force. This approach leads to 
a set of equations that describe the shape and 
properties of the smoke plume. 

The key parameter a in this model integrates the 
fire's power (Q) and the wind's velocity (vw), estab-
lishing the ratio between the momentum of the jet 
and the attacking wind. The final coordinates (x, y) 
of the curved smoke plume can then be deter-
mined by numerically solving the following expres-
sion: 
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     )
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     )

                                             

From this trajectory, the attenuation of the jet's 
velocity (vm) and temperature (ΔTm) along its path 
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(l) can be calculated using the following expres-
sions [1, 3]: 
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)                        

   

   
    

  

 
                         

where v0, ΔT0, and d0 represent the initial velocity, 
temperature difference, and effective diameter of 
the jet, respectively. 

While these equations define the physical charac-
teristics of the plume, the critical factor for traffic 
accidents is often the reduction in visibility caused 
by its optical density. To quantify this, we apply an 
engineering approach derived from the study of 
thermal imaging. The smoke plume is composed of 
airborne solid particles (soot) and gases that ab-
sorb and scatter radiation. The principles used to 
analyze the attenuation of infrared radiation 
through such a medium for thermal imaging can be 
directly applied to assess the optical losses for 
visible light. This allows for a robust calculation of 
the smoke's optical density, providing a scientific 
basis for determining the extent of visibility impair-
ment during an accident. 

These derived relationships provide a complete 
framework for modeling the smoke plume. The 
versatility of this model allows for its application in 
a variety of scenarios beyond simple field fires. 
This researched approach is universal for modeling 
the development of fires in free space, including 
fires occurring in vehicles (cars, trucks, buses), 
where the spread of fire and smoke can be con-
sidered as a convective current [3, 5]. The model 
can also be adapted for incidents involving the 
leakage and spread of harmful gaseous substanc-
es, provided the initial rate of leakage and density 
are known. For any application, the accuracy of the 
model depends on correctly defining the initial 
conditions of the flow. 

4.  MULTIPLICATION OF THE METHOD.  
INITIAL FLOW CONDITIONS 

The considered mathematical model should not be 
accepted only and above all as a method for re-
searching forest and field fires. It can be said that 
the researched approach is universal for modeling 
the development of fires in free space, i.e. in an 
unrestricted environment. 

First of all, its application to the investigation of 
fires occurring in vehicles (cars and trucks, buses, 
etc.) should be mentioned. In this case, the spread 
of fire and smoke is considered as a convective 
current [3], [5], [6]. 

Radiant heat transfer is beyond the capabilities of 
this stage of the model, as it is described in detail 
based on experimental studies in [4]. 

The model, with the dependences obtained in it for 
the shape of the fire (or the smoke from it), speed 
and temperature, allow to determine the impact on 
the neighbouring buildings and facilities surround-
ing it. 

The second application of the model is its use in 
case of leakage and spread of harmful substances 
of a gaseous nature, as well as of the "mist" type, 
smog, etc. 

The requirements to know first of all the rate of 
leakage of the harmful and their initial density. 

In the case of a low-level fire, which is most often 
the case in the meadow, the heat load of 1 linear 
meter is taken at a large front of the fire. 

The initial temperature, resp. density, is deter-
mined according to the relevant literature data 
depending on the burning materials. 

In case of leakage of gaseous harmful substances, 
it is necessary to know the size of the processes 
and their speed of leakage, from which the amount 
of leaked gas is determined. 

Of practical interest is the front of expansion of 
combustion products (smoke and airborne solid 
soot and unburnt particles) or gas. If the condition 
is assumed some initial width of the fire (diameter 
or width of the front), then according to [1]. Each 
combustible substance (grasses, bushes, forest 
vegetation, burning vehicles, etc.) emits a certain 
amount of smoke with a specific density, tempera-
ture and toxicity mixtures. 

5. SAMPLE TEST TO CHECK THE RESULTS 

As an example of the application of the fire model 
presented in the work under field conditions, a 
forensic reconstruction of a real car accident ac-
companied by a human victim is cited. 

The crash involving two cars in a section of high-
way temporarily covered with thick smoke from 
burning grass and bushes near the road. 
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The conditions of the environment, according to 
the data of experts at the time of the accident, are: 
power of the fire Q = 100 kW/m, 3980 С (obtained 
from the burning grasses and low vegetation). The 
ambient temperature t = 80C, with a relative humid-
ity of 40%. Wind from the west at a speed around 
10 m/s, single gusts to 15 m/s. 

Under these conditions, the calculations of the 
forensic reconstruction of the fire and the spread of 
the smoke as a result of it are carried out. The 
main parameters of interest in this case are the 
configuration of the resulting smoke at wind speed 
(5 m/s, 10 m/s, 15 m/s), smoke speed and its tem-
perature at these speeds, shown in Figure. 2, Fig-
ure. 3, and Figure 4.  

 

Figure 2. Smoke at wind speed 

 

 

Figure 3. Smoke speed at these speeds 

The main conclusion is that at these velocities (10 
m/s and 15 m/s) the smoke "lies" almost on the 
surface of the earth. The temperature in it decays 
quickly, taking into account that this is the maxi-
mum trajectory of the current, according to Fig. 2, 
because in fact the smoke plume has stuck to the 
surface of the ground and the temperature near it 
is equal to the temperature of the environment The 

same temperature is also at the tail end of the 
smoke plume. 

 

Figure 4. Smoke temperature at these speeds 

 
These low temperatures cannot, under any cir-
cumstances, cause any object within their range to 
ignite. All this excludes the possibility of a possible 
ignition as a result of a field fire, and any specula-
tion on this matter cannot be the subject of a judi-
cial investigation. 

6. CONCLUSION 

The judical reconstruction of the case study proves 
that in this instance, the cause of the traffic acci-
dent was impaired visibility, not the thermal effects 
of the fire. This result validates the functionality of 
the presented fire analysis method and recom-
mends its use in practice. 

The fundamental strength of this approach lies in 
its dual analysis. By combining a mathematical 
model for the physical plume dynamics with an 
engineering method based on thermal imaging 
principles to assess optical density [7], it is possi-
ble to scientifically differentiate between thermal 
hazards and visibility hazards. This provides a 
comprehensive and robust tool for judicial investi-
gations, ensuring that conclusions are based on 
quantitative analysis rather than speculation.  
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Abstract 

We quantify the combustion behaviour of coniferous forest litter (Pinus sp.), a fuel source characterized by high volatile solids con-
tent (~67%). We link this behaviour to microwave dielectric properties exploitable by low‑power sensor nodes. Litter samples were 
burned in a cubic calorimeter instrumented with thermocouples, while the ignition and flame propagation were monitored via thermal 

imaging (thermovision). A strong inverse relation (R2=0.94) emerges between dielectric permittivity (ε’) and time‑to‑ignition, enabling 
sub‑minute prediction of critical dryness. Dielectric and thermovision data combined provide a viable proxy for hazard thresholds, 

potentially extending detection lead‑times by up to 48 hours when integrated into wireless sensor networks. 

 
 
1.  INTRODUCTION 

The increasing frequency and intensity of wildfires 
represent a growing global challenge, exacerbated 
by climate change and shifting land-use patterns 
[1]. These events pose a significant threat to eco-
systems, human settlements, and infrastructure, 
necessitating the development of more advanced 
and effective early warning systems. While large-
scale monitoring relies on satellite imagery and 
meteorological data, the ignition and initial spread 
of a fire are governed by processes that occur at 
the microscale, within the forest floor fuel bed. The 
composition and condition of this layer, predomi-
nantly composed of forest litter, are critical factors 
that determine the overall fire risk [2]. 

Coniferous forest litter, in particular, constitutes a 
highly flammable fuel source due to its chemical 
composition and physical structure. Its thermo-
physical properties—such as moisture content, 
bulk density, and volatile solids content—directly 
influence its ignitability and combustion behaviour. 
However, traditional early warning systems often 
lack the granularity to monitor these crucial fuel-
level parameters in real-time. This creates a critical 
gap in detection capabilities, as significant chang-
es in fire risk at the ground level can occur rapidly, 
long before they are detectable by remote sensing 
methods. 

To address this gap, a new approach is needed 
that directly links the fundamental properties of the 
fuel to a technical monitoring solution. The objec-
tive of this paper is twofold: first, to perform a de-
tailed thermo-physical characterization of conifer-
ous litter to quantify its combustion behaviour; and 
second, to demonstrate how these properties can 
be correlated with parameters measurable by low-
power sensor nodes. Specifically, we investigate 
the relationship between the fuel's dielectric prop-
erties and its time-to-ignition, monitored via ther-
mocouple arrays and thermal imaging [3]. The 
ultimate goal is to establish a scientifically-
grounded basis for a new generation of in-situ, 
technical-assisted early warning systems capable 
of providing timely and accurate alerts based on 
the actual condition of the forest fuel bed. 

2. EXPERIMENTAL WORK AND RESULTS 

2.1. Materials and Methods 

2.1.1. Fuel Sample Characterization 

Samples of forest floor litter were collected from a 
coniferous stand dominated by Pinus sp [4]. The 
collected material consisted of a heterogeneous 
mix of needles, small twigs, and bark fragments. 
Prior to combustion and dielectric analysis, a base-
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line characterization of the fuel was performed to 
establish its fundamental properties. The results of 
this initial analysis are summarized in Table 1. The 
litter was found to be acidic (pH 4.2) with a high 
fraction of combustible organic material, indicating 
a significant fuel potential. 

TABLE 1. 
Baseline Thermo-Physical Properties of Coniferous Litter 

Parameter   Value  

 Moisture Content (field, %)   13.3 ± 0.8  
 pH   4.2  

 Volatile Solids (% of Total Solids)   67.1 ± 1.2  

 Ash Content (% of Total Solids)   32.9 ± 1.2  

2.1.2. Experimental Setup 

The combustion experiments were conducted in a 
custom-built cubic calorimeter with a side length of 
21 cm. To monitor the temperature evolution dur-
ing the experiments, the setup was instrumented 
with an array of 16 K-type thermocouples. These 
were strategically placed to record temperatures 
both on the surface walls and within the volume of 
the fuel sample. 

In addition to the contact-based thermocouple 
measurements, two non-contact methods were 
employed. First, the entire combustion process 
was monitored using a thermal imaging camera 
(thermovision) in the way originally described in [5]. 
This allowed for the precise spatial identification of 
the ignition point and the real-time tracking of the 
flame front's propagation across the sample sur-
face (Fig. 1). Second, a 10 GHz open-ended coax-
ial probe was embedded within the litter sample to 
continuously measure its complex dielectric permit-
tivity (ε*) [6]. Data from the thermocouple array and 
the dielectric probe were recorded simultaneously 
by a computer-controlled data acquisition system 
at 10-second intervals. 

 

Figure 1. Flame front's propagation across the sample  
surface and thermal imaging 

2.1.3. Experimental Procedure 

For each experimental run, a sample of the conif-
erous litter was conditioned to a specific moisture 
content, ranging from 5% (critically dry) to 25% 
(damp). The conditioned sample was then placed 
in the calorimeter with a standardized bulk density. 
Combustion was initiated using a calibrated heat 
source to ensure repeatability. Throughout the pre-
heating and combustion phases, data from the 
thermocouples, thermal camera, and dielectric 
probe were continuously logged. The "time-to-
ignition" was defined as the time elapsed from the 
activation of the heat source to the first visible sign 
of sustained flaming, as confirmed by the thermal 
imaging data. 

2.2. Results and Discussion 

2.2.1. Combustion Behavior 

The experiments revealed a strong dependence of 
the litter's combustion behaviour on its moisture 
content. For samples with low moisture content 
(e.g., 8%), ignition was rapid, and peak flame tem-
peratures reached 920 ± 15 K, as recorded by the 
thermocouples. The thermal imaging analysis pro-
vided crucial spatial context, visually confirming 
that ignition consistently originated in localized "hot 
spots" that formed on the surface before propagat-
ing rapidly across the fuel bed. As the initial mois-
ture content of the samples increased, both the 
time-to-ignition and the rate of flame spread de-
creased significantly. 

2.2.2. Correlation of Dielectric Properties  
           with Ignition Risk 

The key finding of this study is the strong correla-
tion between the fuel's dielectric properties and its 
propensity for ignition. The real part of the dielec-
tric permittivity (ε′), which is highly sensitive to the 
presence of water, was monitored prior to ignition. 
A strong, linear inverse relationship (R2=0.94) was 
established between the measured ε′ and the time-to-
ignition. This indicates that as the forest litter dries 
and its ε′ value decreases, the time it takes to ignite 
also decreases in a highly predictable manner. 

This relationship demonstrates that the dielectric 
permittivity can serve as a direct and reliable proxy 
for ignition risk. By measuring ε′, one can effective-
ly quantify the "critical dryness" of the fuel bed 
without needing to measure temperature or other 
transient parameters. 
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2.2.3. Implications for Early Warning Systems 

The established correlation forms the scientific 
basis for a new generation of technical-assisted 
early warning systems as showed on Fig. 2. Low-
power microwave sensors, designed to measure ε′, 
can be deployed as sensor nodes within a forest. 
These sensors can monitor the real-time condition 
of the forest litter itself, rather than waiting to de-
tect the byproducts of a fire like smoke or heat. By 
calibrating these sensors with a critical ε′ threshold 
determined from these laboratory experiments, an 
alert can be triggered when the fuel bed reaches a 
dangerously dry state. This approach has the po-
tential to significantly extend detection lead-times-
by up to 48 hours in some scenarios-providing a 
crucial window for preventative action long before 
a fire actually starts [7] even in confined spaces 
[8]. 
 

 

Figure 2. Technical-assisted early warning systems 

3. CONCLUSION 

This study successfully established a quantitative 
link between the dielectric properties of coniferous 
forest litter and its ignition risk. The strong inverse 
correlation (R² = 0.94) between dielectric permittivi-
ty and time-to-ignition proves that microwave sens-
ing is a viable method for directly assessing fuel 
moisture and, by extension, fire hazard. By inte-

grating data from chemical analysis, thermocouple 
arrays, and thermal imaging, we have demonstrat-
ed that a multi-faceted characterization of the fuel 
bed provides a robust foundation for developing 
advanced early warning technologies. The pro-
posed approach, which focuses on monitoring the 
fuel's condition before ignition, represents a para-
digm shift from traditional detection methods and 
offers a significant improvement in wildfire preven-
tion capabilities.  
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Abstract 

We compare the combustion dynamics of deciduous forest litter with coniferous counterparts and assess their detectability. Under 
identical calorimeter conditions, deciduous litter, characterized by a high volatile solids content of over 90%, exhibits 18% lower peak 
temperatures due to moisture flash-evaporation. Ignition delay increases 28% at equal moisture content. These findings imply that 
mixed-litter mapping via low-altitude UHF SAR can refine fuel-hazard models in temperate forests. 

 
 
1.  INTRODUCTION 

The accuracy of wildfire risk assessment and fire 
behavior modeling is critically dependent on the 
precise characterization of forest fuel beds. In 
temperate, mixed-forest environments, the forest 
floor is often a complex mosaic of fuel types, pri-
marily composed of litter from both deciduous 
(broadleaf) and coniferous (needle) trees. These 
litter types possess distinct physical and chemical 
properties—such as packing ratio, surface area-to-
volume ratio, and chemical composition—which 
significantly influence their combustion dynamics 
and overall flammability. 

Despite these differences, current large-scale fuel-
hazard models often simplify this complexity, treat-
ing mixed litter as a single, homogeneous catego-
ry. This generalization can lead to significant inac-
curacies in predicting fire spread and intensity. A 
key challenge is the lack of effective remote sens-
ing techniques capable of differentiating between 
these ground-level fuel types, especially under a 
dense forest canopy. While optical and infrared 
methods have limitations due to canopy obstruc-
tion, the use of lower-frequency radar, which has 
better penetration capabilities, remains a largely 
unexplored avenue for this specific application. 

This research proposes a novel approach for re-
motely classifying fuel types by correlating their 
combustion behaviour with their UHF radar back-
scatter signatures. We hypothesize that the struc-

tural differences between broadleaf deciduous litter 
and needle-like coniferous litter lead to distinct 
moisture evaporation dynamics during the initial 
heating phase of a fire. Specifically, we posit that 
the large surface area of deciduous leaves results 
in a more rapid, explosive "flash-evaporation" of 
moisture, creating a temporary, dense plume of 
water vapor. This transient plume is expected to 
produce a unique and measurable backscatter 
signature when illuminated by a UHF radar signal. 

The objective of this paper is to experimentally 
investigate this hypothesis. We will present a com-
parative analysis of the combustion dynamics and 
the simultaneous UHF radar backscatter meas-
urements for both deciduous and coniferous litter 
under controlled laboratory conditions. The goal is 
to determine if a unique radar signature exists that 
can be used to reliably distinguish between these 
fuel types, thereby providing a new method for 
creating more accurate, high-resolution fuel maps 
to refine fire-hazard models. 
 
2. METHODOLOGY 

2.1. Sample Preparation and Characterization 

Samples of deciduous forest litter, primarily com-
posed of leaves from Quercus robur (English oak) 
and Fagus sylvatica (European beech), were col-
lected from a temperate mixed forest. For compari-
son, samples of coniferous litter from Pinus syl-
vestris (Scots pine) were collected from the same 
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region. All samples were air-dried and then condi-
tioned in a controlled-humidity chamber to achieve 
specific moisture content levels for the experi-
ments. 

A baseline thermo- physical characterization was 
performed on the deciduous litter to establish its 
fundamental properties. The results, summarized 
in Table 1, show a high fuel potential, with volatile 
solids constituting over 90% of the total dry matter, 
even at varying moisture levels. 

TABLE 1. 

Baseline Properties of Deciduous Litter Samples 

Sample  Moisture 
Content (%) 

Volatile Solids  
(% of TS) 

1 10.4 92.1 

2 17.7 90.7 

2.2. Combustion and observation setup 

The combustion experiments were conducted us-
ing a cone calorimeter, which provided a controlled 
heating environment and allowed for the meas-
urement of heat release rates. To measure flame 
temperature, an array of K-type thermocouples 
was positioned within and directly above the litter 
sample bed. 

For visual observation and spatial temperature 
analysis, a FLIR E40 thermal imaging camera was 
positioned with a clear view of the sample surface. 
The thermovision data was used to visually confirm 
the precise moment of ignition and to observe the 
propagation of the flame front across the fuel bed. 
The observation setup is shown on Fig. 1. 

 

Figure 1. Observation setup 

2.3.  Radar measurement and data  
synchronization 

A 450 MHz continuous-wave (CW) radar system 
was used to measure the backscatter from the 
sample during the heating and combustion pro-
cess. The radar antenna was positioned at a fixed 
distance, illuminating the sample area. The system 
was configured to record the intensity (in dB) of the 
backscattered signal over time. 

A key aspect of the experimental design was the 
synchronization of all data streams. The data from 
the thermocouples, the FLIR E40 thermal camera, 
and the UHF radar system were all recorded by a 
central data acquisition unit, which time-stamped 
each measurement. This ensured that the radar 
backscatter signal could be directly correlated with 
the precise temperature and visual state of the 
litter sample at any given moment. 
 
3. RESULTS 

3.1. Comparative combustion dynamics 

The experimental results revealed significant dif-
ferences in the combustion behavior of the two 
litter types. Under identical heating conditions, the 
deciduous litter exhibited an average peak tem-
perature that was 18% lower than that of its conif-
erous counterpart. Furthermore, the time-to-igni-
tion, visually confirmed by the thermovision data, 
was 28% longer for the deciduous samples at 
equivalent moisture content. This increased igni-
tion delay is consistent with the higher moisture 
retention capacity of the broadleaf structure com-
pared to the needle-like structure of the coniferous 
litter. 

3.2. Radar backscatter correlation 

The most significant finding of this study is the 
distinct radar backscatter signature observed for 
each litter type during the pre-ignition heating 
phase. As shown in Fig. 2, while both samples 
showed an increase in backscatter with tempera-
ture, the response from the deciduous litter was 
markedly more pronounced. The data reveals a 
sharp radar backscatter rise of 1.6 dB per 100 K of 
temperature increase for deciduous litter, a rate 
significantly higher than that observed for the co-
niferous samples. This transient peak in backscat-
ter occurred in the moment immediately preceding 
ignition. 
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Figure 2. Radar Backscatter Response Over Time 

3.3. Discussion of mechanism and implications 
for SAR 

We attribute this pronounced backscatter signature 
to the physical process of moisture flash-
evaporation from the deciduous litter. The broad, 
flat structure of the deciduous leaves facilitates a 
rapid, almost explosive release of water vapor 
when subjected to intense heat. This process, 
which was observable as a distinct, transient 
plume in the thermal imagery, creates a temporary, 
localized cloud of dense water vapor. This vapor 
plume is highly reflective to UHF radar waves, 
causing the sharp increase in the measured 
backscatter signal. In contrast, the needle-like 
structure of coniferous litter releases its moisture 
more gradually, resulting in a less dense vapor 
plume and a correspondingly weaker backscatter 
response. 

This distinct, physically-grounded signature has 
significant implications for remote sensing applica-
tions. The findings strongly suggest that low-
altitude UHF Synthetic Aperture Radar (SAR) sys-
tems could be used to differentiate between decid-
uous and coniferous fuel beds. By analyzing the 
backscatter characteristics of the forest floor, it 
would be possible to create high-resolution fuel-
type maps, even under a forest canopy. Such 
maps would represent a substantial improvement 
over current homogeneous models, allowing for 
more accurate and reliable wildfire behavior predic-
tion and enhancing fuel-hazard modeling in tem-
perate, mixed-forest ecosystems. 

4. CONCLUSION 

This study successfully identified and quantified 
distinct differences in the combustion dynamics 
and UHF radar signatures of deciduous versus 
coniferous forest litter. The key finding is that the 
rapid flash-evaporation of moisture from broadleaf 
litter produces a unique and strong radar backscat-
ter signal (1.6 dB per 100 K) that is not present in 
coniferous litter. The importance of this concept 
lies in its direct application to remote sensing; it 
establishes UHF radar as a viable tool for classify-
ing ground-level fuel types, even under a forest 
canopy, thereby addressing a critical gap in current 
fire-hazard modeling. The next logical step for this 
research is to move from controlled laboratory 
experiments to field tests, utilizing an airborne UHF 
SAR system to validate these findings across 
broader, more complex forest environments.  
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Abstract 

Evaluating Bulgaria’s forest-fire prevention and suppression framework is made and a resilient, multi-tier communication architecture 
that combines UAV-LTE relays, TETRA ground nodes, and L-/Ka-band satellite backhaul are proposed. Network simulations show 
average incident response time could drop from 32 min to 14 min with 60 UAV relays and two satellite gateways, achieving link 

availability >99.7 % for wind speeds below 12 m s⁻¹. The phased roadmap aligns national policy with EU digital-forest initiatives. 

 
 
1.  INTRODUCTION 

The effective coordination of multi-agency re-
sponse during large-scale forest fires is a signifi-
cant challenge in Bulgaria, a country characterized 
by mountainous and often remote terrain. The 
success of firefighting operations is critically de-
pendent on the ability of disparate units—including 
the Fire Safety and Civil Protection General Direc-
torate, Forestry Executive Agency, and military 
detachments— to communicate reliably in real-
time. Delays in establishing a common operational 
picture can lead to prolonged incident response 
times, hindering the effectiveness of suppression 
efforts and increasing the risk to both personnel 
and the public. 

This operational challenge is fundamentally rooted 
in a communication gap. The current infrastructure 
often relies on a fragmented collection of legacy 
systems, where different agencies use incompati-
ble radio networks (e.g., VHF/UHF), creating criti-
cal interoperability issues on the ground. For data 
services, first responders are frequently dependent 
on public cellular networks, which are notoriously 
unreliable during a crisis. These networks offer 
limited coverage in remote areas and are highly 
vulnerable to failure, as infrastructure can be dam-
aged by the fire itself or lose power, creating com-
munication blackouts precisely where connectivity 
is most needed. 

To address these limitations, this paper proposes a 
resilient, multi-tier communication architecture 
designed to guarantee connectivity and enable 

high-throughput data sharing. The proposed solu-
tion integrates three key technologies: a unified 
TETRA network for interoperable ground-level 
voice, UAV-LTE relays to create an on-demand 
data network over the fire front, and a satellite 
backhaul for resilient connectivity to central com-
mand. The performance and viability of this hybrid 
architecture are evaluated through detailed net-
work simulation. 

The objective of this paper is to present this inte-
grated architecture and the simulation results that 
validate its effectiveness. We will demonstrate that 
the proposed system can significantly reduce inci-
dent response times and ensure high link availabil-
ity, providing a robust blueprint for modernizing 
Bulgaria's emergency communication capabilities. 
 
2.  MULTI-TIER COMMUNICATION 

ARCHITECTURE 

2.1. Architectural goals 

The proposed architecture is designed to over-
come the identified gaps in current systems by 
meeting three primary objectives. First, it aims to 
reduce the average incident response time to un-
der 15 minutes, ensuring that critical data reaches 
frontline units swiftly. Second, it is designed to 
achieve a link availability of over 99.5%, providing 
a resilient and reliable network even in a diverse 
conditions. Finally, the architecture is intended to 
provide a common operational picture, enabling 
the streaming of real-time video and other sensor 
data from the incident site to command posts. 
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2.2. System components 

The architecture integrates three distinct but inter-
connected communication layers to achieve these 
goals: 

 Layer 1: TETRA Ground Nodes (Voice & 
Low-Speed Data): The foundation of the 
architecture is a network of Terrestrial 
Trunked Radio (TETRA) ground stations. 
This layer provides a resilient, secure, and, 
most importantly, interoperable push-to-
talk voice communication network for all 
responding agencies, eliminating the is-
sues of incompatible legacy radio systems. 

 Layer 2: L-/Ka-band Satellite Backhaul 
(Resilient Connectivity): To ensure the on-
site network is never isolated, the architec-
ture includes two mobile satellite gate-
ways. These terminals provide a guaran-
teed, high-throughput internet connection 
(backhaul) for all data services, operating 
independently of any local terrestrial infra-
structure which may be damaged or una-
vailable. 

 Layer 3: UAV-LTE Relays (Frontline Data 
Network): For high-bandwidth data trans-
mission at the fire front, the system de-
ploys a swarm of 60 Unmanned Aerial Ve-
hicles (UAVs). These UAVs act as flying 
LTE (4G/5G) base stations, creating a dy-
namic and self-healing "data bubble" over 
the incident area. This enables frontline 
units to stream high-definition video and 
access other data-intensive applications. 

2.3. System integration 

The three layers are integrated to form a cohesive 
and resilient hybrid network, as illustrated in the 
block diagram below. Voice communications be-
tween frontline units and the incident command 
post are handled primarily by the robust TETRA 
network. Simultaneously, high-bandwidth data, 
such as real-time video from firefighters helmet 
cameras or UAV-mounted thermal imagers, is 
transmitted via the UAV-LTE network. This data is 
then routed from the UAV swarm to the mobile 
satellite gateways, which transmit it via the satellite 
link to the central command and other stakehold-
ers, thus creating a common operational picture. 
This layered approach ensures that critical voice 
communication is separated from high-bandwidth 

data, maximizing the resilience and performance of 
the entire system. 
 

 

Figure 1. Network-architecture diagram 

 
3.  NETWORK SIMULATION  

AND METHODOLOGY 

3.1. Simulation Environment 

To validate the performance of the proposed archi-
tecture, a detailed network simulation was con-
ducted using NS-3 (Network Simulator 3), a dis-
crete-event simulator widely used in academic 
research for networking protocols. The simulation 
was configured with a high-fidelity digital terrain 
model of the Rila mountain range in Bulgaria, a 
region characteristic of the challenging operational 
environments faced by first responders. This al-
lowed for the realistic modelling of signal propaga-
tion, line-of-sight obstructions, and other radio 
frequency (RF) challenges. 

3.2. Performance metrics 

Two key performance indicators were defined to 
quantify the effectiveness of the architecture: 

 Incident Response Time: This metric was 
calculated as the time elapsed from the ini-
tial alert broadcast to the moment the first 
responding unit at the incident site con-
firms successful receipt of operational vid-
eo data from the command post. This end-
to-end measurement captures the total 
time required to establish a high-band-
width data link. 

 Link Availability: This metric was defined 
as the percentage of time that a stable da-
ta connection of at least 5 Mbps is main-
tained between the frontline UAV-LTE 
network and the incident command post 
via the satellite backhaul. This measures 
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the overall resilience and reliability of the 
data link. 

3.3. Simulation scenarios 

The simulation was run under a defined operation-
al scenario designed to test the system under real-
istic load and environmental conditions. The sce-
nario included the deployment of 60 UAV-LTE 
relays forming a mesh network over the target 
area, supported by two mobile satellite gateways 
positioned at the incident command post. The sim-
ulation also modeled environmental factors, specif-
ically running the tests under conditions with wind 
speeds below 12 m/s, to assess the impact of UAV 
positional stability on network performance 
 
4. RESULTS AND ANALYSIS 

4.1. Response time reduction 

The simulation results demonstrate a dramatic 
improvement in operational efficiency. The average 
incident response time for the proposed architec-
ture was 14 minutes, a significant reduction from 
the baseline average of 32 minutes for current 
systems. This 56% reduction is a direct result of 
the architecture's ability to rapidly deploy a high-
bandwidth data network via the UAV-LTE relays, 
bypassing the delays associated with establishing 
connectivity in areas with poor or non-existent 
cellular coverage. A comparison of these response 
times is illustrated in Fig. 2. 

 

Figure 2. Incident response time comparison 

4.2. Link availability 

The resilience of the proposed network was vali-
dated by the link availability metric. Across all 
simulation runs, the architecture maintained a sta-
ble data connection of over 5 Mbps for more than 
99.7% of the operational time. This high level of 
availability is achieved through the multi-tier de-
sign. The L-/Ka-band satellite backhaul provides a 

robust and reliable primary connection, while the 
self-healing mesh capabilities of the UAV swarm 
ensure that the failure or temporary signal loss of 
individual nodes does not disrupt the overall net-
work integrity. 

4.2. Discussion 

The simulation results confirm that the proposed 
hybrid communication architecture effectively ad-
dresses the key gaps in Bulgaria's current forest-
fire response framework. The substantial reduction 
in response time allows for faster decision-making 
and improved situational awareness from the very 
onset of an incident. The high link availability en-
sures that this critical data flow is maintained 
throughout the operation, even in challenging ter-
rain and environmental conditions. For Bulgarian 
first responders, this translates to enhanced opera-
tional effectiveness, improved safety for frontline 
personnel, and a greater capacity for rapid and 
coordinated action. 
 
5. CONCLUSION 

The network simulations presented in this paper 
validate the proposed multi-tier communication 
architecture as a highly effective solution for mod-
ernizing Bulgaria's forest-fire response capabilities. 
The key findings—a 56% reduction in average 
incident response time and a link availability ex-
ceeding 99.7%—demonstrate a substantial im-
provement over the current framework. The im-
portance of this concept lies in its integrated, resili-
ent design, which guarantees interoperability and 
high-bandwidth data flow in challenging environ-
ments. This hybrid UAV-terrestrial-satellite network 
represents a crucial step forward for Bulgarian 
emergency services. Future work will involve the 
development of a phased implementation road-
map, aligning this national strategy with broader 
EU digital-forest and civil protection initiatives to 
secure funding and ensure cross-border interoper-
ability. 
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