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Abstract 
 
Data mining techniques have been applied to medical services in several areas, including prediction of effectiveness of surgical 

procedures, medical tests, medication, and the discovery of relationships among clinical and diagnosis data. In our study we use a 
dissimilarity-based metric for the classification of different types of medical data for diagnostics such as breast cancer, heart disease, 
diabetes etc.  

Dissimilarity-based pattern recognition offers new possibilities for building classifiers on a distance representation such as kernel 
methods or the k nearest neighbors (kNN) rule. The goal of this work is to expand the advantageous and rapid adaptive approach to 
learn only from dissimilarity representations by using the effectiveness of the Support Vector Machines algorithm for real-world clas-
sification tasks for medical data. This method can be an alternative approach to the well known methods based on dissimilarity rep-
resentations and can be as effective as them in terms of accuracy for classification. Practical examples on real medical data show 
interesting behavior compared to other dissimilarity-based methods. 

 
 

1. INTRODUCTION 
 
Pattern recognition techniques play a critical role 

when applied to medical databases by fully auto-
mating the process of abnormality detection and 
thus supporting the development of computer-aided 
diagnosis (CAD) systems. Often this involves identi-
fying structures such as tumors or lesions, but it can 
also include monitoring present structures such as 
the size of the heart in chest X-rays. In most cases, 
CAD systems are designed to be used for screen-
ing purposes, in which large numbers of medical 
data needs to be examined. They are adopted as 
an alternative "second opinion" that can assist for 
example a radiologist in detecting lesions and in 
making diagnostic decisions. The computerized 
schemes combine detection and classification of 
malignancies. The importance of these CAD sys-
tems in almost all telemedicine applications is evi-
dent and is expected to increase dramatically over 
the coming years [1], [2]. 

The goal of this work is to test the advantageous 
and rapid adaptive approach to learn only from 
dissimilarity representations by using the effective-
ness of the Support Vector Machines algorithm de-
veloped by Manolova and Guerin [3] for real-world 
classification tasks for medical data of different 
types. This method can be an alternative approach 
to the known methods based on dissimilarity repre-
sentations such as Pekalska’s dissimilarity classifier 
[4], Haasdonk’s kernel-based SVM classifier [3] and 
to classic kNN classifier. 

The paper is organized as follows: in Section 2 
we introduce the motivation of the approach, in 
Section 3 we describe the theoretical basis of this 
approach; in Section 4 we provide experimental 
results on real-life medical data sets. Finally, Sec-
tion 5 concludes the paper. 

 
 

2. MOTIVATION OF THE APPROACH 
 
The motivation for the development of a dissimi-

larity-based classifier is the following: if we assume 
that “similar” objects can be grouped together to 
form a class, a “class” is nothing more than a set of 
these “similar” objects. Based on this idea, it is pos-
sible that the notion of proximity (similarity or dis-
similarity) is actually more fundamental than that of 
a feature. Thus, the dissimilarity-based classifiers 
are a way of defining classifiers between the 
classes, which are not based on the feature meas-
urements of the individual patterns, but rather on a 
suitable dissimilarity measure between them. The 
advantage of this methodology is that since it does 
not operate on the class-conditional distributions, 
the accuracy can exceed theoretically the Bayes’ 
error bound. Another salient advantage of such a 
paradigm is that it does not have to confront the 
problems associated with feature spaces such as 
the “curse of dimensionality”, and the issue of esti-
mating a large number of parameters. 

The distance representation is most commonly 
used as dissimilarity because is usually the simplest 
measure. A dissimilarity value expresses a magni-
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tude of difference between two objects and beco-
mes zero only when they are identical. 

This paper focuses on the incorporation of SVM 
in to the dissimilarity-based classifier “Shape Coef-
ficient” described in [5], [6]. The Shape Coefficient 
(Cs) is defined from simple statistics (mean and 
variance) on the dissimilarity data. The proposed 
decision rules are based on this Shape Coefficient 
description and on optimal separating hyper plane 
with Support Vector Classifier (SVC), using the Cs 
coefficient as dissimilarity on the input space. This 
provides a decision rule with a limited number of 
parameters per class.  

 
 

3. DESCRIPTION OF THE “SHAPE COEFFICIENT” 
 
Let us consider a two-class classification prob-

lem where ω1 is the first class and ω2 the second 
class. Let N be a set of objects oi to be classified, D 
is the dissimilarity (N×N) table between each object 
such as: [ ]Nj,i1:)o,o(dD ji ≤≤= . Following [5] 
and [6], the Shape Coefficient describes the prox-
imity of an object to a given class (for example for 
ω1, eq. 1): 
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where 2

1i ),o(d ω  is the empirical average of the 
dissimilarity between object oi and all the observa-
tions in class ω1, )),o(dvar( 1i ω  is the empirical 
variance, and I (ω1) is the class inertia computed as 
the empirical mean of all the squared dissimilarities 
between objects in class ω1. The numerator deals 
with the “position” of the observation oi relatively the 
class center. The denominator interpretation is 
more complex, taking into account the “structure” 
(orientation, shape, intrinsic dimension…) of the 
observations distribution in the class. Then the pa-
rameters γ1 and δ1 are learning parameters to best 
fit this data structure. The equation for Cs(oi ω2) 
with the class ω2 is equivalent to (1) and has two 
fitting parameters γ2 and δ2. The decision rule for a 
two-class classification problem for an object oi is 
given then by the following equation: 
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3.1. Decision rule using SVC optimization 
 
The quantities Cs(oi ω1) and Cs(oi ω2) being 

positive, we can transform (2) using the logarithmic 
function as follows:  
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This is in fact, a linear decision rule in a 4-

dimensional input space. Following (3), we can 
represent each object oi using a vector xi with 4 
features, [ ]T4i3i2i1ii xxxxx = : 
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So now, the decision rule (3) becomes:  
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with β = [1 1 δ1 δ2]T be the normal to the optimal 
separating hyper plane and ⎟
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bias from the hyper plane to the origin. Labeling the 
objects with the auxiliary variables per class, such 
as 1ii ofor1y ω∈−= and 2ii ofor1y ω∈= , we 
have the following classical linear decision rule:  
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This is the standard decision rule for SVC. Here, 

the difference is the vector β normal to the optimal 
hyper plane: it is constraint to have the same two 
first components: β1= β2. Thus finding the optimal 
hyper plane when the 2 classes are inseparable 
consists of this optimization problem solved by us-
ing the Lagrange multipliers [BUR98]:  
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where ζi are the slack variables, associated with all 
the objects. If the object oi is classified in the wrong 
class then ζi > 1. The parameter C corresponds to 
the penalty for errors and it is chosen by the user. 
In order to introduce the constraints on the β vector, 
we consider the observations xi into two orthogonal 
subspaces such as:  
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The optimization problem is then transformed 

such as:  
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with 'ui the scalar product such as: 
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4. EXPERIMENTAL RESULTS 
 
All the experiments are done using SVMLight, an 

implementation of Support Vector Machines in C by 
Thorsten Joachims (http://svmlight.joachims.org) and 
Matlab. We have made source modifications in 
order to implement the supplementary constraints 
on the β vector. 

The medical datasets come from the UCI Machine 
Learning Repository (http://archive.ics.uci.edu/ml/). 
The information of the medical dataset used in our 
experiments is gathered in Table 1. 

The information is collected from real world pa-
tients or microbiological laboratories and consists of 
mixed types of data: continuous, dichotomous and 
categorical variables (ex. age, sex, chest pain type, 
blood sugar, heart condition, proteins, blood pres-

sure etc.). There are also datasets with missing 
values (ex. the Heart dataset). For the multi class 
SVC optimization procedure we use “one versus all” 
method.  

 
Table 1. Medical Datasets used in the experiments 

 
Data Class Class 

sizes 
Dissimilarity 

Heart 2 139/164  Gower’s  
distance 

Proteins 
 
Cat Cortex 

5 
 
4 

 72/72/ 
39/30/13 
18/10/ 
18/19 

Evolutionary 
Distance 

Determined by 
Expert 

 
Table 2 summarizes the results for the average 

classification error for these datasets with the clas-
sifier “Shape Coefficient” and the classifiers 1-NN 
(Nearest Neighbor), K-NN (K Nearest Neighbors), 
the SVM with 3 different kernels (linear, polynomial 
and Gaussian) from [3] and [4].  

  
Table 2. Average classification error [in %] for the medical 

datasets in LOO 
 

Data Heart Proteins Cat Cortex 
1-NN 26.8 1.66 5 
K-NN 22.6 1.66 3.84 
Cs 22.6 1.11 3.46 
SVM 21.5 0.89 3.09 
 
 

5. CONCLUSION 
 
We have proposed a new way of optimizing the 

parameters of the proximity index “Shape Coeffi-
cient”. It used the SVM decision rules which allow 
us to find the optimal solution for our classification 
problem. With only two parameters per class, the 
model for class description is compact and parsi-
monious. The model is flexible, effective and fast in 
different classification tasks as already proven in [5] 
and [6]. The result of the comparison with the K-NN 
and 1-NN shows better results for the classification 
error. The Cs with SVC optimization procedure is a 
global method with adjustable parameters accord-
ing to the properties of the class so it performs bet-
ter then the K-NN rule in case of (1-NN or 3-NN). 
The good performance the SVM with linear kernel 
on proteins and cat-cortex data is a hint on the lin-
ear separability of these two datasets. The result is 
confirmed by the Cs classifier. Indeed, the polyno-
mial and Gaussian kernel improve the results of the 
linear kernel for most datasets. The Gaussian ker-
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nel even slightly outperforms the polynomial in most 
cases so in Table 2 only the best results are shown. 

The results with the real-world medical datasets 
encourage us to propose this metric as a good al-
ternative to other dissimilarity-based classifiers for 
this kind of tasks – assisting the medical personnel 
to take decisions about the condition of a patient for 
example. Because the metric uses only 2 parame-
ters per class and a linear kernel, data classification 
is very fast (0.07 seconds in SVMLight for 200 
points). 
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