
 

LOG-NORMAL SHADOWINGMODEL FOR WIRELESS  
SENSOR NETWORKS 

Zlatan Ganev 
Department of Electrical Engineering, Technical University of Varna, 9010 Varna, Bulgaria,  

E-mail: zganev@gmail.com 

Sava Savov 

Department of Electrical Engineering, Technical University of Varna, 9010 Varna, Bulgaria,  
E-mail: sava.savov12@gmail.com 

 
 
Abstract 
In this paper two cases of propagation are considered: a) two- floor propagation and b) three-floor propagation in one office building. 
Additional losses are caused by radio waves going through ceilings and reflections and diffractions from walls and edges. 

“Log-normal shadowing model” is used here for predicting large-scale coverage for wireless sensor networks. Applying this model 
helps one to estimate the energy capacity of WSN (wireless sensor network), before such systems to be deployed. 

First, we calculate path loss exponent (n) and then standard deviation (σ), assuming Gaussian noise in the channel. Second, we 
estimate the received power (Pr) at given distance (d) and predict the likelihood that the received signal level at this distance will be 
greater than given threshold :Pr[Pr(d) > ]. Finally, we find out the percentage U(γ) of the area with a radius d, where received 
signal will be greater than a certain threshold . 
 
 
1. INTRODUCTION 

Our radio propagation model is derived on a combi-
nation of analytical and empirical methods. The 
empirical approach is based on “curve-fitting” me-
thod applied to measured data. All propagation fac-
tors are taken into consideration, both known and 
unknown, through actual power measurements. Ho-
wever, the validity of an empirical model at certain 
frequency or environment, can only be established 
by proper measurements.  

2. PROPAGATION MODEL 

This is an empirical model that try to approximate 
analytically the results of measurement. The path-
loss function of the distance can be represented in 
the following form [1 - 3] 
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or in logarithmic form [4 - 5] 
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where (d) is the distance, (d0) is the reference dis-
tance, and ( X ) is a Gaussian noise power (in dB). 
Here MMSE (minimum mean square error) estima-

tion about the path-loss exponent (n) is applied and 
the standard deviation (σ) is found.  
The reference distance for indoor propagation mo-
del usually is assumed to be d0 = 1 m, and the path 
loss there in our case is assumed to be 

dBdPL  32)( 0 .  

The sum of squared errors that should be minimi-
zed is [6] 
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where new coefficients 
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are introduced. For the MMSE algorithm S(n) is 
found by the following simple quadratic expression 
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with new defined coefficients  
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(k = 1,2,…,N). Here N is the total number of the 
measurements, while (k=0) is related to the refer-
ence point. The necessary condition for minimum 
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leads to the following equation for the path-loss 
exponent n 
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It can be shown that an appropriate expression for 
the standard deviation is 
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In general, a greater number of measurements are 
needed to reduce σ. 

3. RESULTS FROM SIMULATIONS 

3.1. Calculation of the path loss exponent (n) 
and the standard deviation (σ) using measured 
results 

Here we presented two different best fit lines:  
a) “the two-floor results” of measurements (with 
circles);  
b) “the three-floor results” of measurements (with 
squares).  
The range of measurements is: d = [10–34m]. In 
these experiments the carrier frequency is f = 914 
MHz. 
Both best fit lines (with linear regressions) are 
shown by dashed lines in Fig.1.  

 
Fig. 1. Best fit linear regressions 

More accurate results for the parameters of both 
linear regression lines are: 
a) (two-floor) n1 = 5.32; σ1 = 3.76 dB; 
b) (three-floor) n2 = 5.52; σ2 = 4.36 dB. 
We observe one interesting and expected result 
from these simulations: the power parameter (n) for 
the case of “three-floor” is higher than the same 
parameter for the case of “two-floor”. This event can 
be explained by additional “through-ceiling propaga-
tion”. 

3.2. Statistical data processing of the obtained 
results 

a) two-floor case at distance d = 30m 
a1) estimation of the received power (at d=30m) 
It is given by the following equation [5] 

Pr(d) = –32dB – 10n lg(d/d0)         (11) 

It can be found for this distance the following power 

Pr(d = 30m) = –32dB – 10(5.32)lg(30/1)  
= – 110.58dB 
A Gaussian random variable having zero mean and 
standard deviation σ1 = 3.76 dB could be added to 
this value to simulate random shadowing effects at 
d=30m. 

a2) likelihood prediction of the received signal - to 
be greater than the level “γ“ (here γ = –113 dB). 
The probability that the received signal level will be 
greater than  = –113dB is given by the following 
equation [5] 

Pr[Pr(d) ] = Q  = 

Q = Q(–0.644) = 0.740 = 74% (12) 

where new auxiliary function (for argument z < 0) is 
involved [5]  

Q(z) = 0.5[1 + erf (  )] (13) 

and erf(x) is the “error function” (this special func-
tion is available in Matlab). 
a3) percentage prediction of the area within a d=30 
m radius (that receives signals with a level greater 
than “γ“). 
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The probability that the received signal level will be 
greater than = -113dB is presented by the follow n 
g equation [5] 

U( )=0.5{1+exp(1/b2)[1-erf(1/b)]}   (14) 

where erf(x) is already defined function above and 
the new parameter here is 

b = (10nlge)/(σ ) = 4.345  (15) 

The value obtained by (14) is U = 89.3% (of the 
area that receives coverage above – 113 dB) . 
b) three-floor case at distance d = 26m 
Similar analysis is performed here. 
b1) estimation of the received power (at d = 26m).  
It is given by (11) 

Pr(d = 26m) = –32dB – 10(5.52)lg(26/1)  
= –110.1dB 

A Gaussian random variable having zero mean and 
standard deviation σ2 = 4.36 dB could be added to 
this value to simulate random shadowing effects at 
d=26m. 
b2) likelihood prediction of the received signal - to 
be greater than the level “γ“  (here γ = –116 dB). 
The probability that the received signal level will be 
greater than  = –116 dB is given by (12) 

Pr[Pr(d) ] = Q = 

Q  = Q(-1.352) = 0.912 = 91.2% 

where the function Q(z) is defined by (13). 
b3) percentagepredictionof the area within a d = 26 
m radius (that receives signals with a level greater 
than “γ“). 
The probability that the received signal level will be 
greater than = –116 dB is found by equations 
(14) and (15). 
Here  

b = (10nlge)/(σ  = 2.423, 

and for the percentage is obtained the following va-
lue U = 88.2 % . 
 

4. CONCLUSION 

The log-normal distribution describes the random 
shadowing effects which occur over a large number 
of measurement locations which have the same T-
R (transmitter – receiver) separation, but have dif-
ferent levels of clutter on the propagation path. This 
phenomenon is referred to as “log-normal shadow-
ing model”. This model implies that measured sig-
nal levels at a specific T-R separation have a 
Gaussian (normal) distribution about the distance-
dependent mean, where the measured signal levels 
(received power) have values in dB units. The stan-
dard deviation of the Gaussian distribution that 
describes the shadowing has also units in dB. Thus, 
the random effects of shadowing are easily ac-
counted for the case of Gaussian distribution. 
The closed reference distance d0, the path-loss at 
this distance PL(d0), the path- loss exponent n, and 
the standard deviation σ, statistically describe the 
path-loss model for an arbitrary location having a 
specific T-R separation, and this model may be 
used in computer simulation to provide received 
power levels for random locations in communication 
system design and analysis. 
In practice, the values of n and σ are computed 
from measured data (as described above), using 
linear regression, such that the difference between 
the measured and estimated path losses is mini-
mized in a mean square error sense (MMSE me-
thod) over a wide range of measurement locations 
and T-R separations. 
In our case is visible that the path loss constant 
(parameter n) is bigger for the case in “three-floor'' 
than the case in “two- floor'' example. This can be 
explained by the additional shadowing effects for 
the “three-floor'' example. 
Our “best-fit model” (with linear regression) could 
be applied to variety of scenarios in the area of 
WSN. We can apply this model in different kind of 
environments, with different carrier frequencies and 
distances. 

5. APPENDIX AND ACKNOWLEDGMENTS 

The authors are supported by the Program ”Human 
Resources Development” of the Bulgarian Ministry 
of Youth and Education, Project BG051PO001-
3.3.06-0005, OP 'RCR. 



64                                                                                                                                                                  CEMA’14 conference, Sofia 
References 

[1] H. Karl. A. Willig, “Protocols and architectures for wireless 
sensor networks”, John Wiley & Sons, 2005. 

[2] Azar, Y., Wong, G. N., Wang, K., Mayzus, R., Schulz, J. 
K., Zhao, H., Gutierrez, F., Hwang, D., Rappaport, T. S., 
28 GHz Propagation Measurements for Outdoor Cellular 
Communications Using Steerable Beam Antennas in New 
York City, toappear in the 2013 IEEE International Con-
ference on Communications (ICC), Jun 9-13, 2013. 

[3] Alejandro Martınez-Sala, Jose-Marıa Molina-Garcia-Par-
do, Esteban Egea-Lopez, Javier Vales-Alonso, Leandro 
Juan-Llacer, and Joan Garcıa-Haro, “An Accurate Radio 

Channel Model for Wireless Sensor Networks Simulation”, 
Journal of communications and networks, vol.7, No4, Dec 
2005. 

[4] Claude Oestges, “Propagation Modelling for Wireless 
Sensor Networks”, Report, Catholique Universite de Lou-
vain, 2005. 

[5] T. Rappaport., “Wireless Communications (Principles and 
Practice)”, 2nd ed., Prentice Hall, 2002. 

[6] S. Savov, Z. Ganev, “Indoor Propagation Path Loss Mod-
elling for Wireless Sensor Networks”, ICEST Nis, Serbia, 
Jun 2014. 

 

 
 

  


