PROCEEDINGS

OF INTERNATIONAL CONFERENCE ON
COMMUNICATIONS, ELECTROMAGNETICS AND MEDICAL
APPLICATIONS (CEMA’07)

Organized by:

FACULTY OF COMMUNICATION TECHNIQUE AND TECHNOLOGIES
OF TECHNICAL UNIVERSITY OF SOFIA, BULGARIA

NATIONAL TECHNICAL UNIVERSITY OF ATHENS, GREECE,
SCHOOL OF ELECTRICAL AND COMPUTER ENGINEERING

Sofia, Bulgaria
25th - 27th October, 2007

KING



Edited by Dimiter Tz. Dimitrov
All rights reserved. This book, or parts there of , may not be reproduced in any form or by any

means, electronic or mechanical, including photocoying or any information starage and the
retrieval system now known or to be invented without written permission from the Publisher.

ISBN 978-954-9518-44-3

Printed in Bulgaria



D. Dimitrov

Dear Colleagues,

The preparations for International Conference on ‘Communication, Electro-
magnetics and Medical Applications” CEMA’07 have started. The conference will
take place in Sofia, the capital and the leading scientific and cultural centre of Bul-
garia. The following pages include a variety of information about the subject matter
of the Conference, its program, the terms and conditions of participation and the city
of Sofia. We hope that this information will encourage you to take part in this signifi-
cant event. The final success of the Conference depends heavily upon your active
participation. We hope that this Conference will provide you with full insight into
European progress in Communication, Electromagnetics and Medical Applications.

Extended version of selected papers will be published in the ‘Journal of Ap-
plied Electromagnetism”:

International Scientific Journal edited by the School of Electrical and Computer Engi-
neering, National Technical University of Athens, Greece

On behalf of the International Scientific Committee, we would like to invite
you all to Sofia.

Dimiter Tz. Dimitrov
Conference Chairman
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SCP-RPSC TECHNOLOGY IN THE FEEDER LINES
OF THE LEO,S COMMUNICATION SYSTEMS

Veselin Demirev

Faculty of Communications and Communication Technologies,
TU — Sofia, “KI. Ohridsky” blvd. N8, 1756 — Sofia, Bulgaria,
Phone 3592-965-26-60, E-mail: demirev_v@tu-sofia.bg

Abstract

The space segment of the future
global satellite systems for broadband
communications can be designed in a
number of ways, depending on the or-
bital type of the satellites and the pay-
load technology available on board.
The use of different satellite orbits to
provide complementary services, each
optimised for the particular orbital type,
is certainly feasible. Satellites can be
used to connect with each other and
the ground networks, through the use of
Feeder Lines, Inter — Satellite Links or
Inter-Orbit Links, which when combined
with on-board routing facilities, can be
used to form a network in the sky.

A new principle to realize the receiv-
ing satellite ground systems antennas -
SCP was proposed by the author sev-
eral years ago. The same approach -
RPSC was investigated in transmit
mode. The unique properties of the
SCP-RPSC approach will give a new
support for the future broadband LEO,s
communication systems in the service
feeder lines, intersatellite and interorbit
lines domain. The possible applications
of the SCP-RPSC technology in these
microwave lines of several different
types LEO,s constellations are consid-
ered in the report. A review of the pos-
sible advantages, supported by a criti-
cal analysis, is given too.

The conclusion is that the practical
SCP-RPSC principles implementations
in the feeder lines, intersatellite and
interorbit lines will change the existing
paradigm in the LEO and mixed LEO-
GEO satellite communication business.
Many of the existing problems of the
proposed LEO, MEO and GEO satellite
systems, dealing with the service lines
as frequency and orbital resource shar-
ing, beam pointing, station keeping
characteristics, beam shadowing, etc.,
will be solved successfully.

1. Introduction

A new principle to realize the receiv-
ing satellite ground systems antennas
(Spatial Correlation Processing - SCP)
was proposed in [1, 2, 3]. The same
approach (Random Phase Spread Cod-
ing - RPSC) was investigated in trans-
mit mode [4, 5]. Possible applications of
SCP-RPSC technology in quasi-Geo-
stationary satellite (GEO,s) systems [6],
broadband High Altitude Platform Sys-
tems (HAPS) [7] and telemedicine [8]
were reported by the author too. The
listed areas of SCP-RPSC applications
are in the field of the subscriber lines
and terminals, were the low price and
the abilities for mass production are of
main interest. The unique properties of
the SCP-RPSC approach will give a
new support for the future broadband
Low Earth Orbit satellite (LEO,s) com-
munication systems in the service fee-
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der lines domain. The possible applica-
tions of the SCP-RPSC technology in
the feeder lines of several different ty-
pes LEO,s constellations, using micro-
wave frequency bands, are considered
in the report.

2. The main LEO,s communi-
cation systems architectures

The space segment of the future
global satellite systems for broadband
communications can be designed in a
number of ways, depending on the or-
bital type of the satellites and the pay-
load technology available on board [9].
The use of different satellite orbits to
provide complementary services, each
optimised for the particular orbital type,
is certainly feasible. Satellites can be
used to connect with each other,
through the use of Inter — Satellite Links
(ISL) or Inter-Orbit Links (IOL), which
when combined with on-board routing
facilities, can be used to form a network
in the sky. Fig.1, 2 and 3 shows a set of
several possible Satellite-Personal Com-
munication Network (S-PCN) architec-
tures as identified by European Tele-
communications Standards Institute
(ETSI), concentrating on the use of
LEO,s, which in some cases interwork
with GEO,s. Here, a global coverage
scenario is assumed, whereby a particu-
lar gateway is only able to communicate
with a satellite providing coverage to one
of the parties involved in establishing the
mobile call. In this case, mobile-to-mobile
calls are considered. Establishing a call
between a fixed user and a mobile would
require the mobile to form a connection
with an appropriately located gateway.

In option A in Fig.l transparent
transponders are used in the space
segment and the network relies on the
ground segment Fixed Earth Stations
(FES) to connect gateways. Satellites
do not have the capability to perform
ISLs. This option is used by the existing
CDMA LEO;,s system Global Star.

LEO,. LEO,,

Figure 1. The satellite system architecture
option A

The main problems of the FES-
satellite feeder lines deal with the point-
ing of the high gain satellite antennas to
the tracking FES antennas because of
LEO,s continuous relative movement.
For this reason low gain omnidirectional
antennas are used in the LEO satellites
at the moment. It leads to low feeder
lines link margins and poor frequency
reuse capabilities.

IsL /4
/“SCP-RPSC

LEO,, ‘
LEO,,
< SCP-RPSC
—3

SCP-RPSC ™)
LEO,

MS

Figure 2. The satellite system architecture
option B

Option B in Fig.2 uses ISLs to es-
tablish links with other satellites within
the same orbital configuration. The
ground segment may still perform some
network functions but the need for FES
is reduced. A mobile-to-mobile call may
have delays of varying duration de-
pending on the route chosen through
the ISL backbone. This option is used
by the famous Iridium LEO,s system.
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The main problem of the existing
ISL technology, used by Iridium, deals
with the precise pointing of the narrow
microwave antenna beams (the used
frequencies are in 23 GHz band) and
the need of tracking techniques to sup-
port the ISL work. It imposes very
strong limitations over station keeping
characteristics — about 2 km in cross-
track, 5,7 km in-track and 4,7 km in ra-
dial direction [10]. The option A prob-
lems of the FES-satellite feeder lines,
mentioned above, exist here too.

ISL

g
LEO, 'sCP
LEO,,
- SCP-RPSC

Figure 3. The satellite system architecture
option C

In the final option C in Fig.3, a two-
tier satellite network is formed through
the use of a hybrid constellation. Inter-
connection between LEO satellites is
established through ISL, as in the pre-
vious case, and inter-satellite inter-orbit
links (IOL) (ISL-IOL) via a data relay
geostationary satellite is employed. In
this configuration, the GEO satellite is
directly accessed by an LEO,s. To the
above mentioned problems of the LEO,s
feeder lines and ISL we should add the
similar problems of the pointing of the
IOL narrow antenna beams of the mo-
bile LEO satellites to the fixed GEO
satellite positions.

3. Proposals for SCP-RPSC
Technology Implementations
in LEO,s feeder lines

The unique properties of the SCP-
RPSC technology could be very useful
if it will be implemented in the feeder
lines, ISL and IOL of the future LEO
satellite communication networks. In
the analysis below the considered op-
tions A, B and C are discussed from
SCP-RPSC technology implementation
point of view.

A. Option A

The existing satellite omnidirection-
al antennas of the satellite-FES feeder
lines can be replaced with SCP (up-
link) and RPSC (down-link) with the
following benefits:

SCP (up-link FES-LEO,s):

e The LEO,s receiving antenna sys-
tems will be omnidirectional for the
cooperative FES, but with high fig-
ure of merit G/T.

e The different FES and polarizations
could be selected simply by the use
of specific allocated PN-codes.

e Soft handover between different
FES is feasible because of the
LEO,s movement and multiple beam
forming properties of the SCP tech-
nology.

e Space diversity scheme: one LEO,s
— several FES with possible fre-
guency reuse is feasible too.

RPSC (down-link LEO,s-FES):

e Providing full duplex system with
one simple and cheap transmit-re-
ceive antenna.

e The transmitted random poly-phase
spread signals will not cause sig-
nificant harmful interference to the
conventional FES, using the same
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frequency channels. The interferen-
ce will be similar to that, caused by
the sidelobes of a phased antenna
array with random inter elements
spacing.

e The transmitted random poly-phase
spread signals are uniformly radia-
ted in the space below the LEO,s.
Several FES, equipped with the
same SCP receivers and providing
space diversity, receive them. The
knowledge of the receiving FES
positions for the transmitting LEO,s
IS not necessary.

e Close situated LEO,s could com-
municate with FES, using the same
frequency channel without interfer-
ence. The isolation between the
LEO,s will be provided by their spe-
cific random phase spread coding,
due to their specific random design.

B. Option B

SCP-RPSC feeder lines FES-LEO,s:
the same as option A.
SCP-RPSC ISL feeder lines:

The existing directional antennas of
the ISL feeder lines can be replaced
with SCP (both directions) and RPSC
(both directions) with the following be-
nefits:

e The virtual electronic scanning of
the LEO,s ISL antenna patterns,
typical for SCP-RPSC technology,
will reduce significantly the limita-
tions over station keeping charac-
teristics and increase the satellite
system reliability.

e LEO,s constellations with random
orbits could be implemented inste-
ad the existing deterministic LEO,s
orbits with their specific problems.

C. Option C

SCP-RPSC feeder lines FES-LEO,s:
the same as option A.

SCP-RPSC ISL feeder lines: the same
as option B.
LEO,s-GEO,s IOL feeder lines:

The LEO,s omnidirectional antennas of
the LEO,s — GEO,s IOL can be repla-
ced with SCP (down-link) and RPSC
(up-link) with the following benefits:

SCP (down-link GEO,s-LEO,s).

e The LEO,s receiving antenna sys-
tem will be omnidirectional for the
cooperative GEO,s, but with high
figure of merit G/T.

e The different GEO,s and polariza-
tions could be selected simply by
the use of specific allocated PN-co-
des.

e Soft handover between different
GEO,s is feasible because of the
LEO,s movement and multiple
beam forming properties of the
SCP technology.

e Space diversity scheme: one LEO,s
— several GEO,s with possible fre-
guency reuse is feasible too.

RPSC (up-link LEO,s-GEO,s).

e Providing full duplex system with
one simple and cheap transmit-
receive antenna.

e The transmitted random poly-phase
spread signals will not cause sig-
nificant harmful interference to the
conventional GEO,s, using the sa-
me frequency channels. The inter-
ference will be similar to that, cau-
sed by the sidelobes of a phased
antenna array with random inter
elements spacing.

e The transmitted random poly-phase
spread signals are uniformly ra-
diated in the space above the
LEO,s. Several GEO,s, equipped
with the same SCP receivers and
providing space diversity, receive
them. The knowledge of the recei-
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ving GEO,s positions for the trans-
mitting LEO,s is not necessary.

4. Phased array antennas with
electronic scanning —
problems in space environ-
ment

Some of the above mentioned ex-
isting problems of the LEO,s feeder li-
nes antennas could be solved by
means of phased array antennas with
electronic scanning. According to the
author of the paper it will rise series of
new problems, as follows:

e The radiation hazard of the space
environment is very high for the
electronic components of the un-
protected active phased array an-
tennas. It is not dangerous for the
simple and passive Radial Line Slot
Antennas (RLSA), used by SCP-
RPSC technology.

e The temperature variations of the
outer parts of LEO,s, where the an-
tennas are situated, are in order of
400 deg. Very dangerous for active
antennas too!

e The lack of the gases and humidity
attenuations in space environment
make the choice of W-frequency
band very attractive. Phased array
in this band are unpractible, which
is not the same for random RLSA,
used in SCP-RPSC technology.

5. Conclusion

The practical SCP-RPSC principles
implementations in the feeder lines, in-
tersatellite and interorbit lines will chan-
ge the existing paradigm in the LEO
and mixed LEO-GEO satellite com-
munication business. Many of the exis-
ting problems of the proposed LEO,
MEO and GEO satellite systems, dea-
ling with the service lines as frequency
and orbital resource sharing, beam
pointing, station keeping characteris-

tics, beam shadowing, etc., will be sol-
ved successfully.
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Abstract

There are experimental evidences
that electric and magnetic field, used
simultaneously, can aid nerve regene-
ration and peripheral circulation as well
as blood vessels regeneration and soft
tissue healing.

There is a better analgesic and anti-
phlogistic (anti-inflammatory) results
when using both methods at the same
time. So they are both used when heal-
ing arthritis, suppurative wounds and
proceses.

In spite of that electrotherapy and
magnetotherapy are widely used, there
is not any program (these conclusion is
made after some researches for that
kind of program), used in practice, for
visualization of their both influence of
the humans. That is why the develop-
ment of a software for that kind of visu-
alization could contribute of more effi-
cient use of those methods.

1. Introduction

Nowadays, electrotherapy and mag-
netotherapy are more and more used in
the field of medicine]...].

Electrotherapy is often used[...] in
cases of damaged peripheral nerves,

but it is also worth much in cases of
muscular atrophies after serious bone's
fractures, and some other diseases.
Magnetotherapy is a method that
uses the effect of the magnetic fields for
the purposes of medical treatment. It
uses either constant or low-frequency
magnetic field. One of the most popular
applications of magnetic field is to as-
sist fractured bone repairing and heal-

ing[....].
2. Main text

It is interesting to see the cases
when one electrical and one magnetic
signal have influenced on a charged
particle. Both signals are constant or
low-frequency, and they are independ-
ent at each other. Each of them can
vary in different way within time.

The location of the vectors of inten-

sity of the electric field E(x,y,zt) and
magnetic induction B(x, y, z,t) , when both
fields influence on the charged particle
at the same time is shown on fig.1 in
three-dimensional frame of reference
XYZ.

For the very first moment it is ac-
cepted that the beginning of the frame
of reference is exactly where the char-
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ged particle is situated. Moreover, but
without lessen the size of the examina-
tions, it is accepted that the axes of the
tree-dimensional frame of reference
have a direction so the vector of mag-
netic induction of the magnetic field

B(x, y, z,t) coincide with the Z axis. The
vector of intensity of the electric field
E(x,y,z,t) could be situated in every
place in the space. Gamma (y) is the
angle between E(x,y,z,t) and the Z
axis, and beta () is the angle between
the projection of E(x,y,z,t) in XOY and
the X axis.

Ey

Fig. 1

The components of the vector
E(x,y,z,t) on the X,Y,Z axes of the
frame of reference are E,,E ,E,. A dif-
ferential equation about the movement
of the charged particle could be written

in correspondence of fig.1. Generally
the differential equation is:

d’F(t)

m
dt?

= GE(x y,2.t) + (Y ”xB(x y.2.9)]

1)

Where:

m is the mass of the charged parti-
cle;

q is the electrical charge of the
charged particle;

r is the tangential vector of the tra-
jectory og movement of the charged
particle.

According to fig.1 the components
of the vector of intensity of the electric

field of E(x,y,z,t) are:

‘E X, Y, 2, t)‘smycosﬂ
, = |EC

E, :‘E(x, y,z,t)‘cos;/

E(X,Y,2, t)‘sm ysin B @

The equation (1) could be written
for each of the axes X, Y, Z. As a result
the equation (1) turns out into a system
of differential equations.

dd 2(t) = q[E(x, Y, z,t)sin ycos S +
+B(X y,Z,t) dy(t)]
0] d’y(t) = q[E(X, y,z,t)sinysin B+
dt?
dx (t) 3)
+B(x,y,2,t)—7]
ddi(t) =qE(x,y,z,t)cos y

The system of differential equations
(3) has been written for the general
case when the electric and the magnet-
ic fields are non homogeneous, and
when they are changing slowly (with
low-frequency) into the time. All manner
of mathematical expressions describing
space-temporal configuration of the ex-
ternal low-frequently electrical and
magnetic signals could be used into
these differential equations.

The mostly examined case is when
the charged particle is placed into a
homogeneous electrical and magnetic
field.

It is interesting when there is more
complicated signal that influence upon
the charged patrticle, for example, when
the “external” electrical signal is ampli-
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tude modulated. The algorithm for visu-
alization the influence of the electrical

and magnetic field over the human's
body is on the fig.2

A

y

Input: E, B, fi, f5, 3, km, B, v

A

y

Calculations of E,, E.. Ez,

1, ®y, ®z Blrad], y[rad]

A

y

options = odeset('RelTol',eps
[tt,yy]=oded5(@Fun, [0 0.02]

Create a stock of appropriate options to control the compu-
ting process: eps=1e-3;

,’AbsTol',10*eps);
, [0;0;0;0;0;0], options);

!

A 4

Solving the differential equation 2
[

R

A 4

Solving the differential equation 1
I

A 4

Storing the results
data.mat

into file

A 4

Visuzlization of the results

A 4

Fig. 2
Description of the algorithm

Input is an interface for entering da-
ta. After that into the “Calculation” block
the input data has been used for calcu-
lating Ex, Ey, E;, w1, w2, ws P[rad],
y[rad]. The results of these calculations
are necessary for the execution of the
program. The next stage describes cre-
ating a stock of appropriate options to
control the computing process. This
one includes setting an appropriate ac-
curacy of the calculations, choosing a

solver that gives best results using the
common data for the examined cases,
setting initial values for solving the dif-
ferential equations.

The next “Condition” block defines if
the chosen electrical signal is harmoni-
ous or if it is amplitude modulated. If
f2 = 0, it means that the signal is har-
monious and the program continues
with solving the differential equations 1.
Otherwise the differential equations 2
would be solved. After that the results
from the equations have been stored
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into a file, named data.mat. These re-
sults will be used later as an input data
of another program that calculates and
visualizes the amplitude-frequency spec-
trums of the signals.The last step is
visualization of the results in two- and
tree-dimensional graphics.

For the case when the charged par-
ticle is placed into homogeneous elec-
trical and magnetic fields, the realized
conditions are:

E(t)=E, cosat A E, (X, Y,z) = const
B(t) = B, cosat AB, (x,y,z) =const (4)
B=y=45

where:

E is the amplitude of the electrical
intensity

@, is the circular frequency of in-
tensity of the electrical field;

B is the amplitude of the magnetic
inductions;

@5 is the circular frequency of the
magnetic field;

In that case the system of differen-
tial equations is:

2
m d x2(t) =(g[E,, sinycos Scoswt +
& 5)
+ﬂ8m COS @, t]
d?y(t) L
m e =([E,, sinysin fcosm,t +
+mcosw3t]
dt
d?z(t)
m pre = gE,, cos y cos a;t

The solutions of the system are
shown below in a graphic mode, and
these solutions are calculated using
concrete values of the parameters:

E, =200V.m'];, = 27100[s ']
B, =30[mT],, = 2750[s ]

The components of the trajectory of
the movement of the charged particle
are shown on fig.3 a, b and c. The tra-
jectory of the movement of the charged
particle in 3-D is shown on fig.3 d. It is
obvious, from the system of differential
equations, that the components of the
‘external” electrical signal take part in
all of the equations of the system. .
That is the reason that the electrical
signal influences onto the components
of the X, Y and Z axes of the trajectory
and the speed of the charged particle.lIt
Is also obvious, that the components of
the “external” magnetic signal take part
only into the differential equations for
the X and Y axes, so the magnetic sig-
nal influence onto the components of
the trajectory and speed for X and Y
axes only. The functions that describe
the trajectory and speed over the Z
component are periodic, and they are
defined only by the function that de-
scribes the simple “internal” electrical
harmonious signal.

Another interesting case is when
the “external” electrical signal is ampli-
tude modulated, and the magnetic sig-
nal is harmonious. In that circumstance,
the conditions of influence from the “ex-
ternal” signals over the charged particle
are:

E(t) = E,, (1+ mcos m,t) cos m,t A
AE, (X y,2)=const A B, (X, Y,z)=const A
AB(t)=B,, COSzt A =y =45

(6)

where:

E is the amplitude of the electrical
intensity;

@, is the circular frequency of inten-
sity of the electrical field;

@, is the circular frequency of the
carrier signal when there is an ampli-
tude modulations of the intensity of
electrical field,;
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m is the coefficient of the amplitude
modulation;

B is the amplitude of the magnetic
inductions

@5 is the circular frequency of the
magnetic field,;

In that case the system of differen-
tial equations is:

2
m d x(t) _
dt’
=(g[E,, sinycos f(1+mcos mt)cosw,t + (7)

+ W B,, Cos @, t]
dt

2
A2y _
dt?
=g[E, sinysin S(1+ mcos w,t) cos w,t +

dx(t)

+ ——2C0S

2
m d-z(t) _
dt?
= QE,, cos y(1+ mcos w,t) cos w,t

The solutions of the system are
shown below in a graphic mode, and
these solutions are calculated using
concrete values of the parameters:

E_ =200)V.m]; @, = 27100[s ]
B, =30[mT], @, = 2750[s ']
w, = 274000[s ], m =1

The components of the trajectory of
the movement of the charged particle
are shown on fig.4 a, b and c. The tra-
jectory of the movement of the charged
particle in 3-D is shown on fig.4 d.

This case shows a very complicated
process of amplitude modulation.
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Spectral analysis

The results of the examination in
the frequency area on the “internal” sig-
nals of the system, is shown below. The
calculations of the amplitude-frequency
spectrums are made by some computer
methods.
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Most interesting amplitude-frequen-
cy spectrums are those, when the “ex-
ternal” electrical signal is amplitude mo-
dulated and magnetic signal is low fre-
guency sinusoidal signal. In this case
the amplitude-frequency spectrums of
the reaction of the system are, accord-
ing to X, Y and Z axes (fig.5a, b, c). It's
clear that there are many new compo-
nents in the frequency spectrum in the
“‘internal” electric signals as results of
influence of two low frequency “exter-
nal” signals on the human body.
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Conclusion

As result of the above investigation,
a new method for therapy with simulta-
neously application of low frequency
electrical and magnetic signals is ob-
tained. This method has been checked
in the Medical University of Sofia, Bul-
garia and after its successful applica-
tion, the method has been recommend-
ed in medical therapy.
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Abstract

There are some results about inves-
tigations of low frequency electrical cur-
rents on the human body. An descrip-
tion of influence and space configura-
tion of two independent low frequency
currents on the human body is done in
the paper. The main results of investi-
gation are connected with the case
when one of the electrical signals is
frequency modulated.

1. Introduction

It's well known that the in the case
of low frequency electromagnetic field
it's possible to investigate the electrical
and magnetic field separately [1,2,3]. In
this case the vector of current density

o is connected with intensity of electri-

cal field E by the electrical conduct-
ance of live tissues y .

5(t) = (1) 1)
Usually in the live tissues:
7(x,y,z,t) ~const  (2)

In this case the space configuration

of the current density & is the same as
the space configuration of intensity of

electrical field E [4,5]. So, it's possible
to use the results on investigation of
space configuration of intensity of elec-

trical field E for investigation of space
configuration of of the current density & .

2. Mathematical description

The space disposition of two pairs
of patient’s conductors can be seen on
the fig.1. The two pairs of patient’s con-
ductors are connected to two inde-
pendent low frequency generators of
sinusoidal signals with different fre-
qguencies @, and w,, where:

@, (t) = const A a, (t) # const A

3)
Ay (t) # o,(t) A oy (t) = o,(t)
A B
B A
Fig. 1

The conductors A-A are connected
with the first generator with the output
tension U,(t) and the conductors B-B
are connected with the second genera-
tor with output tension U,(t), where:
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U,(t) =U,, cos mt 4) The components of movement of
U, (t) =U,, cosa, ()t (5) ions on the two axis X and Y are:

AZ

v
<

Fig. 2

In every moment and in every point
in the space between two pairs of pa-
tient’s conductors A-A and B-B there is
an influence of two independent electri-

cal forcesF, and F, on every particle

(ion) with mass m and electrical charge
g. It would be easy for the next calcula-
tion if the ion is in the centre of coordi-
nate system X,Y,Z (fig.2) and one of the

forces F, is on the axis X. The angle
between two forces is « . It’s clear that:

F,(t) =qE, cos (6)
F,(t) = qE, cos at (7)

According to the main equation of
the dynamic and fig.2:

mX = F,(t) + F,(t)cos ®)

my = F, (t)sina

The components of velocity of ions
on the two axis X and Y are:

X = — [ (F,(t) + F,(t) cos )dt
9)
F, (t) sin adt

<l
I
S|~ 3|+

O+ O —

X(t) = EH(\ ﬁl(t)\ + \ﬁz (t)\ cos a)dtdt
m 00
!t (10)
y(t) = % ! ! \ﬁz (t)\sin adtdt

Usually the electrical field between
the two pairs of patient’s conductors is
homogeneity.

E,(h,y,z) = const A E,(X, ,z) = const (11)

Therefore in every point in the
space between the patient's conduc-
tors:

E, (1) =%A E, (1) =% (12)

1 2

where: |,l, are the respective dis-

tance between conductors A-A and B-B
(fig.1).

Equations (12) can be put in the
equations (6) and (7). Then the equa-
tions (6) and (7) can be put in the equa-
tions (8):

2
d ;(=&($COS27Zf1t+
dt m I,

+ % COs « cos 2xf,t) (13)
2

2
d’y _ay, sin « cos 2xf ,t

dt®>  ml,

It's clear that an optimization of the
components of velocity and movement
of ions on the two axis X and Y is pos-
sible by optimization of the value of an-
gle aand values of output tensions
U,(t) and U,(t) of two generators. The-

se components depend to the mass m
and electrical charge of ions, according
to the equation (9) and (10), also. The
ion’s current on the axis X and Y can be
calculated by equations (14) and (15):
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2

. q’s,, U, .
t)=—"(—— 278t
i, (t) - (2;sz sin 27f,t +

U, cos h (14)
—2 5% gy 27£,t)
2111,
2s U, sin
i (=222 % Gromt (15)
27f,ml,
Where:

f, and f, are the frequencies of two
generators;

s, and s are the sections of ion’s
flows on the axis X and Y.

The ions of Na® and CI~ are the
main kind of ions in the human body.
For example the trajectory of ions of
Cl™ can.

be seen on fig.3 in the case of fol-
lowing parameters:

U,,=15,U, =30V,a =45",

f, = 4000[Hz], f, = 4000 — 4100[Hz]

I, =1, =0,08[m]

The output signal of the second gen-

erator is frequency modulated and the
deviation is:Af =100[Hz]. The dimen-

sions on the axis X and Y are [m.107°].

TpaexTopvm Ha ABWXeHWe Ha 3apaja
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Fig. 3

The moment trajectory of the ions
can be seen on fig. 4.
Usually these kind of therapy is used in
medicine in physiotherapy for reducing

TpaekTopus Ha ABWKeHWe Ha 3apaja

of pain. An application of this method in
the case where the pain is in the foot
can be seen on fig.5.

TpaekTopusi Ha ABWKeHne Ha 3apaaa [x(t).y(t)]
1

- 051

Fig. 5
Conclusion

A mathematical description and
computer visualization of movement of
ions in the live tissues is described in
the paper.

The results of investigations can be
used for obtaining of more good effect
in the process of therapy with interfe-
rent currents.
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Abstract

An investigation of simultaneously
influence of two low frequency electrical
signals and one magnetic signals on
the ions in the live tissue is described in
the paper. The results of computer si-
mulation of the movement of ions is
shown. The investigations are in con-
nections with medical application of
electrotherapy (application ointerferent
currents) together with magnetotherapy.

1. Introduction

The clinical results obtained by se-
parate application of interferent currents
and low frequency or permanent mag-
netic field are well known in medicine]...].
Nevertheless the results of investigation
on the movement of ions in the live tissue
provided by influence of external low fre-
qguency electrical or magnetic field are
not known. There are not scientific re-
sults in medicine and in engineering, also
on simultaneously application of low fre-
quency electrical and magnetic field on
the human body. These investigations
are the goal of the present paper.

2. Mathematical description

The two low frequency electrical
field are provided by two independent

generators. The output tensions U, and
U, are on the respective pair patient’s
conductors A-A and B-B (fig.1)

A B

Fig. 1

The space disposition of the vectors
of two electrical forces F, and F, and

the vector of magnetic induction B can
be seen on fig.2.

The ion with masse m and electrical
charge g is situated in the centre of co-
ordinate system X,Y,Z. There are influ-

ence of three forces F,,F,,F, on the ions.

F.(t) = g€, cos oyt (1)

F, (t) = qE,, cos m,t )

F,(t) = a(VxB,, cos ayt) 3)
where:

U, and U,are the tensions on the
two pairs of patient’s conductors;

o, and o, are the frequencies of
the two independent generators;

E,,E, are the intensities of the two
electrical fields;
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Bis the magnetic induction in the
point of particle;

V is the velocity of particle.

fZ
7 |
A |
! —
, B 7
Y |
M n—— L___*
hNE | y’
B~
a S
Fa v
‘/
X
0=M -
y
X
R =TF, )+ ]FR,O+kF, 0 (4) mn8XO e 6=k 0+ R+ R ()
dt X X X X

R (1) =TF,, () + JF,, (1) +kF,, 1) (5)
) =TF,, () + R, ) +kFy, (t)  (6)
where:

i,j,k are the single vectors on the

axis X,Y and Z;

F.F,F, are the components of

F,on the axis X,Y,Z;

F,.. F,,, F,, are the components of

F,on the axis X,Y,Z;
.., Fs,, F;, are the components of

F,on the axis X,Y,Z.
If the superposition can be used:

FO) =RMO+F,0+F®  (7)

The equations (8), (9) and (10) are
the equations of movement of charged
particle under simultaneously influence
of two electrical fields and magnetic
field.

m dzy(t) _ Fy (t) — Fly (t) + Fzy(t) + F3y (t) (9)

m d;igt) = I:z (t) = Flz (t) + FZZ (t) + F32 (t) (10)

where:
x(t), y(t), z(t) are the components of

movement of the charged patrticle.

F, =QE, cos ot
R, =0

(11)
F,=0

F,, = qE, cos a cos m,t
F,, = qE, sin & cos w,t (12)
F,,=0

i J kK
FS :q(\/XB):qu Vy V (13)
B
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where:

0
T dt
_dy@®)

Yoo dt
v - dz(t)
dt

(14)

B, = Bsin £sin y cos m;t

B, =Bcos gsinycosmt  (15)

B, = Bcos y cos w;t

Finaly:

2
m d th) = q(Ulm cos at +
dt I,

+ Yon COS & COS ,t) +
" (16)
dy(t)

+ q[— cosy —

()
d

" —=sinysin B]B cos w;t

1

2
m d yz(t) =q Yan sin cos w,t +
dt l,
+ q[msin yCOS 3 — a7)
dxit) cos y]B cos a,t
d Z(t) = q[dx( )sm psiny —
)(;i ) cos fsin y]Bcos a,t

The investigations have been done
in the case when the signal of the sec-
ond generator is frequency modulated.
The results of computer simulation of
components of movements and velocity
on the three axis X,Y,Z in the case of
ions of Na® can be seen on fig.3. The
parameters for this investigation are:

f, = 4000Hz, f, = 4000 — 4100Hz, B = 0,03mT,
U,=U, =16V,a=30", 3 =60",y = 45°
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1 1
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T T

1
0.012 0.014 0016 0018 0.02

v
S - S )
T— T

e

——————

i

t

1 1 | I 1
0 0.002 0.004 0.006 0.008 0.01
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Fig. 3a. The movement and velocity of Na"™ on X
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3aKoH Ha asuxeHue y=y()
! ! ! ! ! ! ! : !

1 i i i i i i i i
0 0.002 0.004 0.006 0.008 001 0012 0.014 0016 0.018 0.02
t

<10 CropocT v=v({)

4 I 1 I I I I 1 1 1
0 0.002 0.004 0006 0.008 001 0.012 0.014 0016 0018 0.02
t

Fig. 3b. The movement and velocity of Na" on'Y
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Fig. 3c. The movement and velocity of Na* on Z
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TpaekTopusa Ha sapaia

Fig. 3d. The movement of Na*

3. Conclusion

The results of investigations, de-
scribed in the paper are connected with
new method for simultaneously applica-
tion of permanent magnetic field and
low frequency interferent currents.
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Abstract

Visual robots are very popular in this
moment, because of the technological
innovations in the image sensors.
There are many propositions of using
image sensors to control the move-
ments and reactions of a mobile robot.
Such robots can see the space around,
analyze the situations and make deci-
sions for the right direction of move-
ment. The visual robots equipped with
image sensors became autonomous
and are used in many practical cases
as surveillance, services, toys etc.
There are some other cases when it is
necessary a person to control a visual
robot. In such cases the possibilities
are to make this control with some but-
tons or keyboard and transmit the con-
trol signals with wires or wireless to ro-
bot. The goal of this article is to control
the robot from the human eyes move-
ments, which are followed with a cam-
era eye. It is chosen for experiments
Lego Robot, equipped with a camera
eye.

1. Introduction
The visual information can give to

the robots very useful information for
the real and current situation in the ob-

servation space, were the robot is pla-
ced and make the decisions for his
movements [1]. This information can be
processed and then send to the robot
moving system to guaranty the right
control the robot movements in the ob-
served space [2]. This general goal can
be divided to some problems, which
can be solved first separate and then
arranged in a sequence for right execu-
tion. The first problem is to input the
visual information in robot system using
a visual sensor. The second operation
is to process this information for finding
the eye as an object in the image in-
formation. Then it must to find the eye
iris and to calculate camera eye co-
ordinates. The next step is to transform
the camera eye co-ordinates in the ro-
bot co-ordinate system. Finally it is
necessary to interpret the robot co-
ordinates as the specific robot com-
mands for choosing right direction of
robot movements. It is possible and
necessary to add a communication sys-
tem to link the mobile robot system with
computer for distance control of the
mobile robot. All of the mentioned steps
are the goal and the parts of this article
and are presented more clearly in the
Figure 1 as the blocks of an algorithm.
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2. Matlab program for visual
information processing

2.1. Find and tracking the eye iris

Matlab simulation is made to exam-
ine the eye finding, iris of eye fixing,
calculating the iris co-ordinates and eye
movement track.

Input of visual information from the
visual sensor

A 4

Visual information processing for
finding eye as an object in image

A 4

Find the eye iris and calculate
camera eve co-ordinates

Transform the camera eye
co-ordinates in the robot co-ordinate
system.

A

Interpret the robot co-ordinates as
specific robot commands for
choosing right direction of robot
movements.

Communication of the mobile robot
with computer for distance control

Continue

End or
continue?

Figure 1. General view of algorithm

The image is input in real time or is
stored and load in Matlab program as
file in AVI format to use as test of visual
information for human eye movements.
The general view of the input image is
shown in Figure 2.

AEE

¥3/SYS Video For Matlab
Driver Configure  Window

Figure 2. General view of input image

For the simulation, the automatic eye
find is substituted with a simplified
manual specifying of the place of the
eye, shown in Figure 3 and marked with
crosses. The result of eye separating is
shown in Figure 4. Then it is find the iris
of the eye, determining their co-ordina-
tes as a centre of gravity X,Y,, think-

ing iris as a simple circle. In the calcula-
tion are used the common equation for
the centre of gravity for the objects in
an image:
Xg==— D
Zi:lai
DU a xy,
Y, =2 @

9 Zin:l a

Where

X,.Y, are the co-ordinates of the
eye iris;

X;,y; — the current co-ordinates of
image points;

a, — the values of current image
point brightness.
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¥y
=

Figure 3. Manual eye specifying

Figure 4. Result of eye separating

The result of iris eye fixing is shown
in Figure 5 as crossing point of two li-
nes.

Figure 5. Result of eye iris co-ordinates
calculation

The result of iris of eye fixing and
find their co-ordinates is using for eye
movements movement tracking with a
suitable Matlab program. For a presen-
tation of the eye movements tracking, in
the Figure 6 is shown an appropriate
trajectory for some little eye movement,
dominantly in horizontal direction. This
simulate the eye observation of some
objects of interest in the space of hu-
man, to turn the attention of the visual
moving robot in this direction.

Figure 6. The trajectory of some little eye
movements tracking

The information for eye iris move-
ments as co-ordinates is transformed
as robot co-ordinates and then as con-
trol commands to direct the robot
movements in accordance to the hu-
man eye movements. A part of the pro-
gram making this is shown in Figure 7.
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L7 ScriptEd - MindScript editor - Avoider.rex2
File Edit Port Script Special Help

[program Avoider { ~
Hinclude <RCA2 hy
Hinclude <RCA2MLT k>

const BACKTIME =100 /41 second
const TURNTIME =50 /4 0.5 second
const DANCETIME =10 //0.1 second
const AYOIDLIMIT = 4

const TICKTIME =10 441 second

sensol LeftTouch on 1
sensor RightTouch on 2
counter AvoidCount = 01
timer Timer1

event LeftPressed when LeftT ouch. pressed

event RightPressed when RightT ouch pressed
event DontBuaghe when AvoidCount > AVOIDLIMIT
event Tick when Timer! =10 // 1 second

main |
bbs_GlobalRessH[A B C])
pricrity 8

clear Timerl

start Heartbeat

stait AvoidT ouch

stait TooMuch

display AvoidCount

by {

v

Biick: [AOX2 v | Sowce: [scipt v] [~ Download Downioad File L]

™ Auto Clear
Range
r > ™ Auto Run Mew Firmpare J
Open | Chose |  Test | Vaidata | Ewecute | Dowload| Staistics | Info |

Error (0xe1000104) from Ghost: No more items or devices could be found

Figure 7. Robot control program

The steps of preparing and execution
of the robot program are shown in Fig-
ure 8.

Compilation

Prourﬂmmec 4; Pro«mmmel\ dit
make \
BrickOS srec %’

Figure 8. The steps of robot program
preparation

Finally the working block algorithm of
robot control with camera eye and the
general view of the experimental visual
robot system is presented in Figure 9
and Figure 10, respectively.

| Robot RCX
| 08 BrickOS du RCX
| Programme BrickOS

T I Caméra placée sur le Robot

| Tour infrarouge

T | Vision For MATLAB

| Interface Java (communicaiion avec le robot) |
| Programme MATLAB |
| MATLAB |

Figure 9. Workink algorithm of the robot
program

4

Figure 10. The general view of the robot
system

3. Conclusion

A camera eye robot control system is
proposed and present with some exper-
imental results of its practical working. It
iS necessary to say, that this is only a
little step for some more deeply follow-
ing investigations in this direction.
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Abstract

In this paper, a two-dimensional (2-D)
inverse synthetic aperture radar (ISAR)
return signal model, recently proposed
for the interesting case of illuminating a
moving target with stepped frequency
(SF) modulated pulses, is employed to
describe the scattering response of
simulated air-craft targets. Moreover,
we propose an ISAR imaging approach
that consists of a cross-correlation algo-
rithm for range compression and a line-
ar or bilinear time-frequency (TF) trans-
form for azimuth compression.

The proposed approach circumvents
the motion compensation necessity
through averaging of all image frames.
Additionally, simulation results, for sig-
nal-to-noise ratio (SNR) of 20dB and
target orientation angle of 40°, indicate
that the most efficient TF transfor-
mations result in clear ISAR images
and outperform the classical FFT based
azimuth compression.

Introduction

In this paper, a two-dimensional (2-
D) inverse synthetic aperture radar
(ISAR) return signal model, recently
proposed for the case of stepped fre-

guency (SF) modulation [1], is exploited
for realistic description of the scattering
behaviour of the target to be imaged.
Moreover, we propose an ISAR imag-
ing approach that consists of a cross-
correlation algorithm for range com-
pression and a linear or bilinear time-
frequency (TF) transform for azimuth
compression.

The target to be imaged is repre-
sented by a rectangular grid of point
scatterers, with the corresponding scat-
tering intensities describing its geomet-
rical shape. In contrast to the usual as-
sumption in ISAR imaging, that of uni-
form rotational motion of the target
around its mass-center, in this paper
we assume that the target moves along
a rectilinear trajectory at constant
speed, without any rotational motion.
Thus, the inverse synthetic aperture
results from the translational motion of
the target for a short period of time.

The cross-correlation based range
compression technique [1] is applied to
the synthetic 2-D raw data, which are
generated via the employed 2-D SF
ISAR return signal model. The resultant
range profiles constitute the input data
for the TF transform based azimuth
compression technique. For each range
cell, a time history series, with length
equal to the number of SF bursts trans-
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mitted during the coherent processing
interval, is transformed to a range and
instantaneous Doppler image. Further-
more, time sampling leads to a reduced
number of image frames, adequate to
describe the time-varying Doppler fre-
quency shift of each point scatterer of
the target of interest. The final step of
the proposed ISAR imaging approach is
the integration of the retained image
frames, which results in a
superresolution range-Doppler image.

Conventional linear TF transforms,
such as the short-time Fourier trans-
form (STFT), and, more sophisticated
bilinear TF transforms, such as the
pseudo Wigner-Ville distribution (PWVD)
and its smoothed version (SPWVD),
are used in the present study. Low
cross-term interference is a desirable
feature for the bilinear transforms,
which usually exhibit better resolution in
both time and frequency than the linear
transforms. In this paper, we examine
the image focusing efficiency of each
transform.

As a means of assessing the validity
of the proposed ISAR imaging ap-
proach, numerical simulations are car-
ried out for a particular SF ISAR sce-
nario causing unfocusing in case of
FFT based image formation, and high-
resolution ISAR images are generated
for a simulated Mirage 2000 aircraft
geometry. Based on the visual exami-
nation of the obtained ISAR images, we
conclude that the proposed imaging
methodology is very efficient for realis-
tic ISAR scenarios.

This paper is organized as follows. In
Section 2, we briefly describe the em-
ployed 2-D SF ISAR return signal mod-
el. Section 3 includes the mathematical
description of the proposed ISAR imag-
ing approach. Section 4 presents the
simulation results for the examined
ISAR scenario, and, the performance of
the applied TF transformations is eval-
uated in terms of ISAR image resolution
and cross-term interference reduction.

Finally, in Section 5, useful conclusions
are drawn with respect to the present
study.

2. 2-D ISAR Return Signal
Model

It is a common practice to consider
the target to be imaged as an assembly
of point scatterers or distributed scatter-
ing centers [2], an approach which is
widely adopted for high radar frequen-
cies. In this paper, we adopt for simplic-
ity a point scatterer model.

Furthermore, we model the 2-D ISAR
geometry with the object and the ISAR
being placed in separate coordinate
systems. Details with respect to the
geometrical modelling can be found in
[1].

An analytical geometrical model of
the time-domain ISAR return signal for
the case of SF modulation has been
recently proposed [1], and its validity
has been proven for realistic ISAR sce-
narios. In the present study, we employ
this model as an ideal characterization
of the point scattering behaviour of the
target to be imaged.

For the SF ISAR functionality, a se-
ries of bursts of SF pulses is emitted.
Here, we assume that each burst con-
sists of M pulses, to which SF modula-
tion is applied. Moreover, N bursts are
transmitted during the coherent pro-
cessing interval.

The overall ISAR return signal is the
sum of the deterministic data compo-
nent S(p,m) and the random noise

component n(p,m), which is assumed
to be white Gaussian. The following

equations summarize the 2-D SF ISAR
return signal model proposed and thor-
oughly described in [1].

S,(p,m) =S(p,m)+n(p,m) 1)
aij -rect [t_t'l(p)j (2)

b
-exp[ j2m-f. .. ‘(t —t; ( p))]

1 3=

iR

S(p,m) =

1
i=0 j

Il
o
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where
a; denotes the scattering intensity for

the ij ™ point scatterer;

2-R;(p)

tij (p)= —
c

of the ISAR signal backscattered from
the ij ™ point scatterer, for the p™ emit-

ted burst;
R;(p) denotes the magnitude of the

distance vector from the ISAR to the
ij ™ point scatterer of the target;

t=t;.,(p)+(m-1)-T is the dwell time
of the ij ™ point scatterer;

T and T, stand for the pulse and burst
repetition intervals respectively;
forn=T +(m-r)-Af is the received
pulse frequency, appropriately indexed
in order to take into account the recep-
tion time offset of the ISAR signal re-
flected from the ij ™ point scatterer, with
respect to t;.,,(p);

Af is the frequency step of the SF mo-

dulation.
In the above equations, p and m

are the burst and sample indices re-
spectively  (p=LN, m=1M +L(p),
L(p)=| ==L ), while indices i, j de-

termine a particular point scatterer on
the target grid, whose size is 1xJ .

is the round-trip delay

3. Proposed ISAR Imaging
Approach

Range and azimuth compression are
the fundamental procedures performed
by a conventional radar receiver, in or-
der to form a well-focused 2-D ISAR
image.

3.1. Cross-Correlation Based
Range Compression
The cross-correlation based ap-
proach to range compression is real-
ized by cross-correlating each burst of

the received raw data S, (p,m) with a
reference  signal of the form
s, (m)=exp[ j2zf, (M-)T], m=1,M , i.e. a SF
burst starting to be transmitted at t=0.

The result is one range profile for each
received burst.

The cross-correlation based range
compression is mathematically de-

scribed by
A N tM-1 | S (p’m)'

= ' (3)
S(p, nCd) m:znm 'EXp|:—j 2 fm—nccﬁl (m_nccl)T:|
where f ., =f+(m-n,)-Af and n, =1L, +1

(L, =max{L(p)}) is the cross-correlation lag.

3.2. Time-Frequency Transform
Based Azimuth Compression

Our basic goal is the generation of a
clear ISAR image of the moving target.
In order to achieve this goal, a TF
transform with superior resolution and
low cross-term interference is needed.
To apply the TF transform based image
formation, we need a transform special-
ly designed for computing time-varying
spectrum and retrieving instantaneous
Doppler frequency information. Having
achieved a high-resolution time-varying
Doppler spectrum, it is not necessary to
flatten out the distribution of the radar
frequency spectrum and to compensate
for the individual motions of target’s
scatterers [3].

The range profiles, obtained by ran-
ge compression of the received ISAR
signal, constitute the input data for the
TF transform based azimuth compres-
sion technique. For each range cell, a
time history series, with length equal to
the number of SF bursts, is transformed
to a range and instantaneous Doppler
image (image frame).

In our numerical experiments, an av-
eraging of all image frames, produced
from the TF transformation, is carried
out to obtain a high-resolution ISAR (or
range-Doppler) image.
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3.2.1. Linear Transformation

One of the most known linear TF
transforms is the Short Time Fourier
Transform (STFT). STFT is based on
the Fourier transform and its basic idea
is the application of a moving time-
domain window (w(t)). Mathematically

expressed
STFT () = [ s(t")w(r'~t)exp(=jer')dz' (4)

In our simulations, a Hamming win-
dow is applied.

3.2.2. Bilinear Transformations

The most classical bilinear TF trans-
form is the Wigner-Ville Distribution
(WVD) [4]. In the WVD, the time-depen-
dent autocorrelation function is given by
the following equation.

WD) = s+ )5 - )-e0{-jorde 9

Even though the usefulness of the
WVD for signal processing purposes
has been well recognized for a rather
long period, its applications are limited
mainly due to the “cross-term interfer-
ence” problem.

In order to reduce the problem of
cross-term interference, a wide variety
of bilinear TF transforms has been pro-
posed in the literature [3]. Of particular
importance is the Cohen’s class of bi-
linear TF transforms [5]. The TF distri-
butions, according to Cohen, can be
written in a more generalized form,
each using a different two-dimensional
kernel function called the “parameteri-
zation function”.

A member of Cohen’s class is the
Pseudo Wigner-Ville Distribution
(PWVD). Its mathematical definition is
given in [6]

PWVD(t0) = [h()s(t +1' 2)s (=t 12)e ' dt' (6)

It is obvious that the PWVD is a win-
dowed version of WVD. The new pa-

rameter h(t') is a regular window, which

typically results in frequency-domain
smoothing of the WVD [6]. This means
that the interference terms of the basic
Wigner-Ville Distribution, because of
their oscillatory nature, are attenuated
in this new distribution. A Hamming ti-
me-domain window is used in our simu-
lations.

By considering a separable smooth-
ing function [6], we add a degree of
freedom in the PWVD. This smoothing
function is mathematically described by

1I(1, 0) = 9(¢ )H(-w) (7)

where H(w) is the Fourier transform of
a smoothing window h(t). In this way,

we allow for independent control of the
smoothing applied on the WVD, in
both time and frequency. This beco-
mes obvious in the following distribu-
tion

t-t' How-o'")-
SPWVD (1) = H g\(/V (t')cuS C)Odt'a;cz' ®

which is known as the Smoothed Pseu-
do Wigner-Ville distribution (SPWVD)
[5]. The SPWVD allows the smoothing
spreads, At and Aw, to be adjusted in-
dependently. This distribution is charac-
terized by a separable smoothing ker-
nel with two windows, whose effective
lengths independently determine the
time and frequency smoothing spread
[5]. In our simulations, Hamming win-
dows are used for time and frequency
smoothing.

Furthermore, another important form
of bilinear TF transformations is the
Butterworth Distribution (BUD). Its pa-
rameterization function is defined as

NN » Y
w
w, r

(N, M, (U']_, t'1>0)

9)

¢BUD(w,1t'):
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It acts as a 2-D low-pass filter with a target orientation angle .
variably flat passband and narrow tran- @ 40 []
sition region. Thus, it results in simulta- initial carrier frequency
neous reduction of the cross terms and f, 10 [GHz]
preservation of the auto-terms [8]. But- square resolution
terworth distribution is defined as Ar, = Ar, 0.5 [m]
radar bandwidth
' , B 300 [MHz]
S, o exp[-f, &MAM], number of pulses
= e (10) M 64
1 o "™ frequency step
BUD(t,w)=E” -cos(a)/7 -w,) Af 4.6875 [MHz]

' '

S(u+ %)s*(u —%)exp{ —joot’ Ydud?

4. Simulation Results

In our numerical experiments, we
have simulated the 2-D SF ISAR sce-
nario with the specific parameters in-
cluded in Table 1.

For all TF transforms, except for the
STFT, averaging of all generated image
frames is carried out and the resultant
ISAR images are presented below
(Figs. 1-6). The middle image frame is
shown for the STFT case (Fig. 2).

Notice that the image focusing effi-
ciency is significantly increased for the
PWVD, the SPWVD and the BUD,
compared to the conventional FFT
technique.

TABLE 1. 2-D SF ISAR Scenario

Simulation Parameter Parameter
Value
aircraft type Mirage 2000C
aircraft length 15.5 [m]
aircraft wingspan 8.5 [m]
target grid cell dimensions
AX =AY 0.5[m]
“reference” point
coordinates {0, 10} [Km]
{X0(0): Yoo (0}
vector velocity magnitude
vV 300 [m/sec]
vector velocity angle a
180 []

pulse repetition interval
T

26.562 [usec]

burst duration

T, 1.699 [msec]
number of bursts
N 768

5 10 15

25

Figure 1. Reconstructed ISAR image via FFT
based azimuth compression

STFT-middle frame

Figure 2. Reconstructed ISAR image via STFT
based azimuth compression
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WVD-awerage of all frames

30 35 40 45 50

Figure 3. Reconstructed ISAR image via WVD
based azimuth compression

PWVD-average of all frames

30 35 40 45 50

Figure 4. Reconstructed ISAR image via
PWVD based azimuth compression

SPWVD-awerage of all frames

30 35 40 45 50

Figure 5. Reconstructed ISAR image via
SPWVD based azimuth compression

BUD-awerage of all frames

30 35 40 45 50

Figure 6. Reconstructed ISAR image via BUD
based azimuth compression

5. Conclusions

In this paper, we have applied sev-
eral TF transforms for realistic ISAR
imaging. Bilinear transforms result in
quite clear images, while circumventing
the motion compensation necessity. For
the simulated ISAR scenario, PWVD,
SPWVD and BUD transformations have
outperformed the classical FFT based
azimuth compression.
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Abstract

The methods to improve the gene-
rator power transmission to ultrasonic
transducer performance enhancement
are analyzed. This is important in port-
able equipment. Performance is ana-
lyzed using the transducer mathemati-
cal model, obtained from complex im-
pedance measurement results as the
frequency-dependent response. The
matching circuits are analyzed as well
as the transformer matching case. The
matching circuitry type influence has
been evaluated. The performance is
analyzed by P-SPICE simulation. Vari-
ous secondary parameters related to
voltage step-up and available band-
width have been calculated. The pre-
sented configuration can be used for
ultrasonic transducer excitation using
an arbitrary waveform generator output
stage which is important in nonlinear
medical ultrasound studies.

1. Introduction

In the power ultrasound applications
such as the medical therapy, nonlinear
ultrasound and resonant technique
used in nondestructive testing (NDT),
the equipment performance is defined
by the transducer matching. In such
applications the power delivery to the
load is of primary importance. The per-
formance of high resolution techniques

Is also dependant of matching. But here
the transducer time response and
bandwidth are most important.

The electronic circuits, filters and in-
ter-stages design usually aims to match
out the load to a resistive generator,
which maybe the Thevenin equivalent
of some other network, so that the
transfer of power from the source to the
load is maximized over a given fre-
guency band of interest. Variety of pub-
lications dedicated to this problem can
be found [1-3].

The goal of this paper is to analyze
the several standard methods of ultra-
sonic transducer matching to excitation
electronics using various performance
evaluation criteria.

2. Transduction model

In order to evaluate the whole sys-
tem performance, transducer, excitation
electronics and matching circuits’ mod-
els are included. Power delivery from
generator to media is analysed. Simpli-
fied model structure is presented in
Figure 1.

Ultrasonic
transducer

Excitation Matching

generator circuit Media

Figure 1. Transduction model

For model to be accomplished exci-
tation electronics, transducer and ma-
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tching stages have to be simplified to
some extent and be presented as elec-
tronic equivalent model.

2.1. Ultrasonic transducer

Most of the ultrasonic transducer
modeling techniques are based on the
theoretical models. The Mason [4],
Redwood [5], KLM [6] and other require
the knowledge of the transducer’'s ma-
terial properties and physical dimen-
sions. Near the main resonant frequen-
cy piezoelectric ultrasonic transducer
can be replaced by more simple
equivalent circuit, described as Butter-
worth-Van Dyke (BVD) model [1]. (Fi-
gure 1).

Rs Ls Cs

R A B

Co

|
[
Figure 2. BVD model of transducer

We consider BVD as the best lum-
ped parameter equivalent circuit suita-
ble for our purpose since they are fitting
typical piezoelectric converter imped-
ance and are able to represent the
transduction. The capacitance of the
piezoelectric material is represented by
Co. The mechanical system is de-
scribed by a series resonant circuit Ls,
Cs, Rs. Changes in the mechanical
boundary conditions are modeled by
alteration of Rs, and Cs, while changes
of inductance Ls describe the mass of
the mechanical system. The Rg, can be
split [2]:

R, =R, +R,,, (2)

where Ry is the part representing the
losses in piezo-ceramic material and
Rxm- acoustic transmission into media.
Since Ry, is the largest part, the power

supplied to Rs can be considered as the
acoustic emission.

The impedance Zy of the ultrasonic
transducer then can be expressed as:

(Rs+ja)Ls+ : Jl
joC, ) jaC,
Z, = . (@

R, + jol, +- +— 1
Ja)Cs JQ)CO

System for ultrasonic transducer im-
pedance measurement [7] was used to
obtain the complex transducer imped-
ance. Then impedance was approxi-
mated by BVD model. Results are pre-
sented in Figure 3.

15k

10k
: @aasured / : \
\ [Rel
S |Rej

7
c 0 T{{Yﬂ» A = A
N J BVD model | f,’/ \ %
-5k T~ // \ a R
T
-15k

100.0k 150.0k 200.0k 250.0k 300.0k 350.0k 400.0k
f, Hz

Figure 3. Measured impedance approximation
by BVD model

The parameters of BVD model ob-
tained by least mean square fitting to
measured impedance are presented in
Table 1.

Table 1. Transducer parameters

R., Q Cs,pF Ls, mH | Co, pF
5333 21.3 29.8 77.1

From Figure 3 it can be seen that
transducer exhibit serial and parallel
resonance:

1 1
o, = , @, =

5 —(3)
LsCs P L CsCO
*C,+C,
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The series resonance frequency of
such mechanical system is the optimal
point of operation, because the oscilla-
tion magnitude is reaching its maximum
value. At this complex impedance of Lg,
Cs series connection is zero and equiv-
alent transducer circuit is simplified to
parallel connection of Rs and C,.

2.2. Matching circuits

In general two approaches can be
used for matching [8-11]:

e LC circuit(s)

e RF transformer

LC circuit is used to neutralize the
imaginary part of ultrasonic transducer
input impedance and (or) to transform
the impedance.

In LC resonant implementation, as
indicated in [1] the additional inductor
should resonate with clamping capaci-
tor Co in order to remove it from the cir-
cuit (Figure 4).

ol

Figure 4. LC resonant matching

Serial Ls or parallel L, inductance
value then is calculated as:

Ls=Lp="——F—. 4)

In [1] It was indicated that decision
when to use additional inductance in
series or in parallel can be arrived by
solving the transfer coefficient. For se-
rial case it is:

_ PR
* 1+R//R,’ ®)

and for parallel case:

1

K. —
1+Rs-Ry/p?’

(6)

p

were p is characteristic impedance of
resulting resonant tank. From (5) and
(6) it is seen that Ks>K,, when p>Rgy and
Ks<Kp,, when p<Ry. For p=Rq4 case both
solutions are equivalent.

The LC resonant circuit has highest
sensitivity when operating close to me-
chanical resonance. High sensitivity of
LC resonant circuit is serious disad-
vantage [2] since output filter is suitable
only for particular transducer. Due
transducer heating, aging and loading
mechanical resonance is changed. In
order to account for these effects Ls is
chosen to resonate slightly below un-
loaded transducer resonance.

The LLCC resonant implementation
(Figure 5) is similar: resonant frequency
is chosen close to the mechanical res-
onance of ultrasonic transducer.

R, L, C,
f'Y'Y'Y'\_' I o I

Figure 5. LLCC resonant matching

Equation (4) is used for Ls and L,
calculation and Cs is chosen equal C.
In practical operation filter will be de-
tuned, source [2] explains how to con-
trol the peaks position.

The “L” matching [12] is implemented
using by placing two reactive compo-
nents between amplifier and the trans-
ducer (Figure 6).

Figure 6. “L” matching structure
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First, transducer impedance at me-
chanical resonance is converted to se-
rial form:

Rpo R
! 1+(RSCUSCO)2’
R2
Xy =—1F— 1. ()
wsCo b—+ (Rsa’sCO )2J

Then, corresponding reactance are:

2 2

_ Rg+Xg

T QRy+ Xy
Xp =QRr — X1, (8)

where
R X,
Q=+ |21+ 2| |1

Ry Ry - 9)

Taking both Q solutions and swap-
ping source and load positions four
configurations are available.

RF transformer [11,13] is mainly
used for impedance transformation the-
refore capacitive part of the load should
be compensated using additional LC
circuits. The magnetizing transformer
[13] inductance L, is defining the low-
est applicable frequency. In general L,
is chosen that reactance at mechanical
resonance is ten times larger the
source impedance:

_ 10Ry
Ly = . (10)

23

Transformer turns ratio is set:

n= >, (11)

2.3. Excitation electronics

Beside the transducer, also the exci-
tation electronics play an important role
in the system performance [14,15].

The application of the transformer as
impedance matching element allows
considering the push-pull B class ampli-
fier as amplifier output stage [14] (Fi-
gure 7).

R; C;
—
Ly
Driving _
Vhas Vcc

_O
My
IRF510

i

circuit L

0

T_LUA‘NJ_,_T

IRF510

Figure 7. Push-pull output ampllfler

In such setup active elements are
operated at collector/drain voltages of
twice the supply voltage. But the sym-
metrical power delivery and the ability
to use same carrier type transistors ma-
ke it attractive in ultrasonic transducer
excitation. Therefore we will favor this
topology over single-sided drive [15] or
purely active amplifier stage [11].

3. Modeling results

The ultrasonic transducer and excita-
tion generator combined performance
have been studied. Assuming that low
output impedance generator is matched
to high input impedance load, introduc-
tion of the matching circuit should
cause the voltage step-up. The voltage
set-up ratio is proportional to imped-
ances:

Kup = . (12)

Modeling has assumed that excita-
tion generator has pure active output
impedance of Ry=50 Q and transducer
has parameters listed in the Table 1.
Modeling results for transducer clamps
voltage Ut for matching circuits men-
tioned above are presented in Figure 8.
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Figure 8. Transducer voltage Ut

Analysis of results presented indi-
cates that almost all matching circuits
have similar voltage step-up ratio at
mechanical resonance. The only differ-
ence is the voltage behavior beyond the
resonance frequency. Table 2 carries
the voltage step-up ratios obtained for
various matching conditions.

Table 2. Voltage step-up at resonance

Matching circuit Step-up
No maching 0.99
Transfomer 4.9
Transfomer +LCrez 3.1
Transfomer+LLCCrez | 5

“L” matching 5

Notable that for unmatched case the
voltage on transducer clamps is not
changing over frequency. Since power
the matching goal is the maximum
acoustic emission, it is interesting to an-
alyze the voltage on acoustic emission
representing resistor Rs. Graphs on Fig-
ure 9 are demonstrating the voltage Urs
for various matching conditions.

i /
4 |
Transformer
~| +LC resonant i :
L = Transformer
3 +LLCC resonant [—
> R
ML
2
R I | “L" matching
1 No matching Transformer
. —/
100k M
frequency, Hz

Figure 9. Emission representative Ugs

Again, all the matching circuits pro-
duce similar voltage on emission resis-
tor. Only one peak is aside main
(Transformer+LC resonant) resonance.
This circuit is deliberately detuned as
recommended in [2]. Notable, that be-
havior over frequency range is different
for all matching circuits. Therefore po-
wer on Rs was calculated and normal-
ized to its peak. Results of normalized
emission power are presented in Figure
10. After normalization it was expres-
sed in dB.

T I T
-14—| Transformer \
o 2 +LC resonant \ \/ \
© : \
g ° v AN N
g 4 //\ [— \ \
E > : \ \\
o
N EAND7 SRR W
i J i 1T VR
-8 11 Transformer "Lt matching‘ A
+LLCC resonant -\ /f\\ \
7 ; No matching [{ \ Transformer
-10 1 T

T T T T T T
100k 120k 140k 160k 180k 200k 220k 240k 260k 280k 300k
frequency, Hz

Figure 10. Normalised power on Rq

Using results on Figure 10 the -3dB
bandwidth was calculated for various
matching configurations. Results are
presented in Table 3, column labelled B
to indicate the bandwidth in kHz.

Table 3. Bandwidth and energy of Rs

Matching circuit B,kHz | E,J
No maching 27.2 8.24
Transfomer 51.9 370

Transfomer +LCrez 46.6 421
Transfomer+LLCCrez 457 462
“L” matching 32.8 180

It can be seen that transformer intro-
duction in matching circuits has im-
proved bandwidth response. But it is
interesting to combine both bandwidth
performance and the voltage step-up.
Therefore integral of power on Rs was
taken over whole frequency band. The
generator voltage was unity. The result
can be treated as energy which can be
delivered to media (Table 3, row “E”).
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4. Conclusions

Investigation carried out indicates
that if the matching at single frequency
is needed then all matching circuits per-
form the same. But if bandwidth is un-
der consideration transformer introduc-
tion allows for significant bandwidth
increase. If both the power delivered
and the available bandwidth is im-
portant then transformer and resonant
LC or LLCC matching circuits should be
considered.
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Abstract

The ultrasonic data acquisition and
analysis system software concept is
analyzed. Modular software configura-
tion is suggested. It should be capable
to adapt to new hardware configura-
tions. The core-based structure is sug-
gested. External units planned are: ac-
quisition, imaging, processing, analysis
and tools. Acquisition unit is for hard-
ware control, data exchange and com-
munication. Structure is controlled by
separate software and core is only us-
ing the defined DLL module. Imaging
unit is responsible for visualization of
data as line plot A-scan, color coded,
mesh, surface or contour plot of B- or
C-scan, volume rendering. Graphic us-
er interface (GUI) is planned to be two-
fold. One part of GUI resides in core
such as menu, toolbars, views, controls
and status bar management. Remain-
ing parts of GUI are coming together
with external units. Only essential for
the current state controls are displayed
so user is not disrupted by variety of
buttons and whiskers.

1. Introduction

Nowadays many applications are us-
ing ultrasound. It can be used in tech-
nical diagnostics, navigation, security,
or in medical diagnostics and treatment.

Large variety of measurement devic-
es are created for this purpose. How-

ever, market is missing not expensive,
portable, yet sufficiently functional and
flexible ultrasonic measurement system
dedicated for scientific research. Such
system should be configurable and with
possibility to extend and adapt to differ-
ent scientific or commercial applica-
tions.

Hardware of such system is already
under development [1]. This hardware
will need the modern software. The aim
of this publication is to analyze the mo-
dern design techniques and concepts of
software dedicated for data acquisition
and processing. The software consid-
erations for ultrasonic data collection
and evaluation system should be recti-
fied.

2. Software architecture

Currently existing commercial frame-
works with image processing and visu-
alization capabilities [2] include Amira,
Analyze, AVSJ[3], IDL[4], IRIS Explorer,
Matlab [5]. Commercial versions of
VolView [6], and MeVisLab [7] are also
available. But commercially available
frameworks are expensive and not suit-
able for budget application that we tar-
get. In this case we consider that would
be the best to use popular freeware
open source libraries or frameworks
[2,9,10]. It can be MITK, VolView,
MeVisLab or SCIRun [2]. MITK is ori-
ented for end-user applications with
fixed algorithm configurations. VolView
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is the best for non-repetitive end-user
applications based on existing function-
ality. MeVisLab and SCIRun are the
best for creating applications prototypes
using visual data-flow programming.

However all of them can not satisfy
our needs because they have already
defined user interface and limited num-
ber of algorithms and functionality.
Therefore decision was taken to write
our framework on the base of ITK and
VTK libraries using the C++ language
as glue and QT library for GUI (graph-
ical user interface). Suggested tools
hierarchy is in Figure 1.

ITK |VTK
QT

C++

Figure 1. Tools hierarchy

The justification for such decision is:

— libraries are open source therefore
are wanted for budget applications;

— they are multiplatform, permanently
under development and already popular
in academic community so the availabil-
ity of solutions similar to ours is high.

The software architecture structure is
presented in Figure 2.

Ultrasonic
device

Data Signal
acquisition

processing

Visualization

Figure 2. System architecture

The top agent in PAC hierarchy is
Core that is mostly responsible for or-
ganizing connections and data exchan-
ge between different agents. The sub-

agents can be distributed into several
groups: Data acquisition (DA), Signal
processing (SP), Visualization (Vi) and
Controls (Ctrl).

2.1. Core agent

Core is responsible of control of un-
derlying agents and their interaction.
This agent also builds GUI screens and
widgets into composition. The whole
hierarchy of the application is compo-
sed according to Presentation — Ab-
straction — Controller design pattern
where each agent of the hierarchy is
responsible for certain functionality of
the system and is implemented accord-
ing to Model —View - Controller pattern.
All the units are derived from base unit
class single for every agent.

2.2. Data acquisition agent

This agent is responsible for data
acquisition from ultrasonic device. The
structure ultrasonic device is shown in
Figure 3 [11].

> xy JL

Coordinate Exciting
scanner generator

Transducer

Analog pr

Egs

Data
store

Figure 3. Hardware structure

The connection with external hard-
ware is accomplished via USB inter-
face, but the possibility to use other
data collection and control interfaces as
well as other USB device types is fore-
seen. For this purpose software acqui-
sition agent must be derived from base
data acquisition agent class. Hardware
structure is described and DA agent
structure is controlled by separate soft-
ware and Core is only using the defined
DLL module.
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During acquisition process DA agent
work as separate thread in parallel with
other threads. All the data obtained for
the hardware is stored in agent’s data
buffer. We suggest using client — server
computing architecture which separates
a client from a server. Suggested struc-
ture of workflow is presented in Fig. 4.

TCP/IP u
|

S|
|
|
|
|
|
|
|
|
|
|
1

Client

Server US Device

Figure 4. Workflow structure

The data acquisition and signal pro-
cessing agents are located on server
side. The server always takes data from
data acquisition device, makes signal
processing and sends to client by re-
quest.

The visualization and controls agents
can be located at client side. The Core
agent resides both on client side and on
application side since it is responsible
for task synchronization and GUI which
interacts with user.

Such workflow structure allows to be
realized in simple way, when server
and client are in one single process.
Still they work as separate threads but
use common memory. Workflow can be
made more complex, when server and
client threads are working as separate
processes on different computers. Then
number of servers can be increased,
allowing for multiple data source man-
agement (Figure 5).

,l Server 1

N N\
[ Client <—>[Server2

Server 3

Figure 5. Multisource manager

The communication can be done by
using TCP/IP connection increasing the
remote capabilities of the system.

2.3. Signal processing agent

Signal processing agent is responsi-
ble for signal processing. Notable that
thanks to template based data interface
signals supplied for the same pro-
cessing routine can be 1D, 2D 3D-
dimensional. It can be wused as
standalone processing unit with individ-
ual data input and output nodes and
parameters node. Or, single SP units
can be combined to create more com-
plicated processing branches (Figure
6).

Parameters Parameters Parameters

{}@@

Input§>{ SP1 ﬁ>[ SP2 ﬁ>[ SP3 E> Output

Figure 6. Chaining of signal processing units by
forced execution

Every unit has one or more inputs
and outputs and one or several para-
meter inputs. Several units can be com-
bined into serial or split branch. Every
unit has its own GUI for parameters and
can be stored in separate DLL file. Sa-
me is applicable for all agents.

The execution of split branches is
complicated. By default it is processed
forward. But execution on request prin-
ciple can be applied. Such approach is
extremely useful if algorithm has a lot of
branches and is time time-consuming.
Then unit should be made of two parts:
processing and run manager (Figure 7).

Parameters
Jr Jbr JLU
Input§>{ SP ﬁ>{ SP E>{ SP J#>OUIDUt
4 4 4
4—[ Run H Run H Run }Beq“e“

Figure 7. Signal processing unit chain with
requested execution
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Chained units can pass the pro-
cessing request up to the desired
branch, so whole tree update is not
necessary. Here we present the exam-
ple from the ITK library:

filter2->SetInput( filter1->GetOutput() )
filter3-> Setlnput( filter2->GetOutput() )
filter3-> Update()

Predicted units for SP agent:

— FFT

— Filters;

— Arithmetic operations;

— Morphological operations;

— Cross-correlation processing;
— Radon transformation;

— Segmentation (thresholding);
— Averaging (moving average);
— Wavelet processing;

— Color coding;

— Detector (peak, min, max);

— Geometry measurement.

2.4. Visualization agent

Visualization agent is responsible for
data imaging. Since data can be of dif-
ferent dimensionality, it is necessary to
have the corresponding imaging possi-
bilities. The most popular imaging mo-
des are presented in Figure 8.

A-scan

X —
B-max Plot X
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B-scan X
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\ ——
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v
¢ S

C-max Plot@max along Z
C-avg Plot@mean along Z
C-thk Plot@thickness Z

X-max Plot@max along g % Y-max Plot@max along Z

B-max Plot Y

o

X-avg Plot@mean along Z Y-max Plot@mean along Z
X-thk Plot@thickness Z Y-max Plot@thickness Z

Figure 8. Possible imaging modes

In general visualization can be grou-
ped in 1D, 2D and 3D modes. The 1D
imaging example is an A-scan (Figure
9).

010

0.00

Amplitude, V

0D . . . )
66.0 665 67.0 675 8
Time, us

Figure 9. Line plot of received signal (A-scan)

The two most popular 2D imaging mo-
des are B-scan (Figure 10) and C-scan
(Figure 11).

Figure 10. B-scan of 3 reflectors

Another subdivision of 2D images
can be grouped into:

— color coded,;

— grey scale;

— mesh;

— surface lighting;

— contour plot;

— or can be a combination of
mentionned above.

In general 2D images can be ob-
tained also from other sources such as
line scan or matrix optical cameras, X-
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ray devices. Software should be capa-
ble of multiple data source data fusion
both coordinate and imaging sense.

Figure 11. C-scan of 3 reflectors

The most attractive imaging mode is
3D (Figure 12 [12]).

Figure 12. 3D-scan

3D scan is volume visualization and
needs more processing time. Now with
new computer performance, 3D image
processing and visualization becomes
more and more popular.

There are two types of 3D visualiza-
tion:

— segmentation;

— volume rendering.

Segmentation is the application of
synthetic geometric primitives which are
obtained from thresholded volume ob-
jects.

Volume rendering is more realistic,
but more difficult for human eye percep-
tion. Very often a combination of seg-
mentation and volume rendering is
used.

In our software 1D, 2D and 3D visu-
alization will be realized as screen
agent derived from base screen agent
class.

2.5. Controls agent

Controls agent is responsible for set-
ting and passing the parameters to
units. These tools are planned into new
software:

— image navigation;

— distance, angle measurement;

— algorithm execution;

— absolute coordinates measurement;

— subvolume selection.

3. Conclusions

The described software architecture
allows for budget and fast software de-
velopment for ultrasonic data acquisi-
tion system. Flexible software configu-
rability is embedded. Such architecture
allows connecting another type of data
acquisition equipment such as optical,
infrared cameras, X-raying devices etc.

Simple software configuration can be
easily grown for more complex tasks.
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Abstract

Reverberation is an important sound
wave propagation process, which pro-
voke the different human perceptions of
the original sounds. It is very important
for the students and other people learn-
ing acoustic to understand the rever-
beration phenomena in natural and arti-
ficial occasions.

Matlab is good instrument for doing
reverberation simulation in all kinds of
aspects: testing the different methods
mathematically describing the rever-
beration, subjective perception and
evaluation of each method etc.

The goal of this paper is to present
the structure of programs for simulation
of reverberation, that are build in
Matlab. The steps, which each student
can make, in order to follow the simula-
tion algorithm and to understand the
characteristics and applications of artifi-
cial reverberation are shown. Some
graphical and visualization means to
improve the sound wave human per-
ception are also presented.

1. Introduction

The phenomena “reverberation” ex-
ists in the concert halls recording rooms
or in the other places, where the music
or other sounds are played [1]. It is very
important to know the sound wave
propagation in such halls. If there are
no walls or other objects, the sound
waves consist only off the direct wave

from the source. But this is an unreal
situation. There are always reflected
sound waves, which are added with
direct waves. Therefore the resulting
sound wave in each point of the hall is
a sum from direct sound wave and an
infinite number of reflected sound
waves from walls, objects etc.

In a general case it is impossible to
know, to calculate or to predict the am-
plitude and phase of the resulting
sound wave in an arbitrary point in a
hall. But there are some models and
algorithms, which give the possibilities
to present the sound wave image in a
hall with some admissible tolerances
and errors, respectively [2]. To teach
students of these methods and algo-
rithms is very usefully and necessary.
The students learn the mathematical
representation of each method for re-
verberation modeling. The work with a
real programming system gives them
the ability for practical simulation of dif-
ferent hall reverberation situation. The
students can also better understand the
reverberation methods, estimating the
sound quality.

The other reason to teach the stu-
dent of algorithms for reverberations is
that the knowledge of these methods let
the students realize many special ef-
fects using an artificial reverberation
system in a concert hall. This is very
important for the sound producers and
sound operators.
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2. Matlab simulation of
reverberation algorithms

2.1. Reverberation algorithm

Figure 1 presents a possible rever-
beration algorithm [3].

The input signal is first put to a Pre-
delay block. After that it is necessary to
have a Multitap delay line with a set of
n-outputs Tap 1L, Tap 1R, Tap 2L, Tap
2R, ..., Tap nL, Tap nR for left and right
stereo sound channels, respectively.

The important parts of each the re-
verberation algorithm are the blocks of
all-pas and comb filters (EQ filters) for
recirculation of the early reflections.

The reverberation output (Reverb
output) is a mixed sound signal from
the early reflections (amplified) and late
decay.

It is shown in Fig.1, that in the algo-
rithms, for an extension of the decay
time it is necessary to have a Feedback
path (Fig. 2).

Armplilude

High fraquency decay
Ir most real reoms, the high
b LT fraquarcies will desay taster than
X \ ha kow fraquancies

Ipikse m,
such 88 a (N
Pandlap T

Initial Earty

Delay Reflestions Latar Danza Raflections

Figure 2. Decay time

2.2. Filters representation

In the reverberation algorithm, which
is present in Figure.1l the blocks of the
filters are present. Some of them are
low pass, other — all pas filters. All of
them use the output of the Multitap de-
lay line. Its transfer function can be writ-
ten as:

H(z)=z* 1)

The low pass filter transfer function is
given by the expression:

H)= -2 @)

The low pass filters are used to
simulate the air absorption. The gain of
the filter is:

gzz_m{zﬁ;ZJ_J(CO{ZE;:J_J_l @

The low pass filter block diagram
used in the Matlab Simulation of the
reverberation algorithm is shown in
Figure 3.

» Our

DELAY

Figure 3. Low-pass filter

2.3. Matlab simulation

All of the blocks presented in algo-
rithm of Figure 1 are simulated with
Matlab.

There are two ways to make this
simulation: as a Matlab program or as a
Simulink block diagram representation.
Each of these methods has some ad-
vantages.

The simulation of the reverberation
algorithm as a program allows the stu-
dents to understand each step of the
algorithm precisely, making the pro-
gram by themselves.

Simulink representation of reverbera-
tion algorithm is useful in other direction
— there it is possible to make quick
changes and to analyze the results with
the help of the embedded visualization.
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3. Conclusion

In the conclusion, it could be summa-
rized that the proposed Matlab simula-
tion of reverberation algorithms in this
paper provides a good tools for practi-
cal education of the students learning
acoustics, for the reverberation is an
important part of this course.
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Abstract

This work provides a approach to
evaluate coverage and performance of
WIMAX based metropolitan and cellular
systems, comprising the most appropri-
ate coverage models currently available
(Hata, Walfisch-lkegami and Stanford
University Interim model) and the key
system attributes defined in the IEEE
802.16 standard. Coverage and perfor-
mance estimates are provided, based
on real world operation, in accordance
to the current European regulatory
rules, which respectively handles oper-
ation in licensed 3.5 GHz band. For
dimensioning single base station
WIMAX system, the worst case CNR is
relevant parameter. For cellular WiMAX
network, interference generated by co-
channel cells that utilize the same fre-
guency channel must be considered.

The main contribution of this paper is
coverage and performance evaluation
of WIMAX systems, assuming ideal
transmission power control.

1. Introduction

WIMAX or IEEE 802.16 is a radio
access technology that offers perfor-
mances similar to wired xDSL systems.
Different deployment concepts are fo-
reseen for WIMAX networks. They can
cover metropolitan or isolated areas,
private campus networks, and remote

neighbourhoods. Even more WIMAX
can be deployed as a cellular network
that offers ever-present broadband ser-
vices over large geographic regions to
mobile subscribers.

Detailed procedures for coverage
prediction and performance evaluation
of IEEE 802.16 networks are not yet
clearly stated in the literature for gen-
eral operation conditions. This situation
is result of lack of appropriate coverage
prediction models that comply with op-
eration frequencies requirements of
WIMAX, especially for frequencies ran-
ging from 2 GHz up to 6 GHz.

Coverage and performance predic-
tions for metropolitan and cellular sys-
tems based on 802.16 standard is in
the focus of our work. For these purpo-
ses, we are using different path loss
propagation models (like Hata,
Walfisch-lkegami and SUI). These
models are suitable for modelling dif-
ferent LOS and NLOS operation sce-
narios, despite the fact that they are
inherited from techniques for radio net-
work planning for earlier mobile and
wireless systems.

The remaining of this document is
organised as follows: Section 2 pre-
sents key features of the IEEE 802.16
standard and the major aspects of the
technology. Section 3 describes the co-
verage and performance evaluation of
WIMAX wireless networks, based on
appropriate propagation models, as
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well as on analytical formulas for the
OFDM receiver sensitivity and maxi-
mum data transmission rate. In Section
4, some basic concepts on WIMAX cel-
lular system dimensioning and deploy-
ment are explained. Section 5 conclu-
des the paper.

2. OFDM and IEEE 802.16
technology

Basic architecture of IEEE 802.16
based wireless networks comprises Ba-
se Station (BS) and Subscriber Station
(SS), operating in Point — to — Multipoint
mode. BS coordinates medium access
control and SS provides network ac-
cess to the subscriber via a wireless
link to the BS. IEEE 802.16 systems
can operate in different LOS or NOLS
environments. The first step to enable
NLOS propagation is to reduce the car-
rier frequency below 11 GHz. Further-
more, by using appropriate techniques,
we can take advantage on multipath
that appears at the lower frequencies.

The key technique that enables
NLOS operation of WiMAX is Orthogo-
nal Frequency Division Multiplexing
(OFDM). OFDM operation consists of
multiplexing information on N narrow-
band sub-channels, each modulated by
a set of orthogonal sub-carriers.

The OFDM scheme specified in the
IEEE 802.16 standard is presented in
Figure 1. The OFDM symbol is com-
posed of a useful symbol interval (Tb)
and the guard interval (Tg), named Cy-
clic Prefix (CP). The resulting symbol
duration is Ts = Tb + Tg, (Figure 1a).

OFDM spectrum consists of different
types of sub-carriers (Figure 1c). Only
data sub-carriers are employed for data
transmission. Other sub-carrier are
used for channel estimation and and
inclusion of guard bands between
groups of sub-carriers.

In addition to OFDM multiplexing,
adaptive modulation is adopted in the
IEEE 802.16 standard. Depending on

the signal-to-noise ratio (SNR) at the
receiver, the SS and the BS negotiate
the most appropriate modulation sche-
me, among the available options
(BPSK, QPSK, 16 QAM and 64 QAM).
Adopted modulation and coding sche-
mes, defined in the IEEE 802.16 stand-
ard, along with the required SNR are
listed in Table 1.

N Subcarriers

|
- . i N |
-~ II il i i it II

|

Guard Band Data Carrier DC Carrier P\\oti)_arrier Guard Band
/ / ~
/ i l’f \ ‘ =z \3
/ 4 "
m A
Channel
()
Figure 1. OFDM technique in IEEE 802.16:

(a) symbol structure; (b) orthogonal subcarriers;
(c) data, DC and pilot subcarriers.

Coding schemes defined in the IEEE 802.16

standard, along with required SNR
Modulation Coding SNR
BPSK 1/2 6.4
1/2 9.4
QPSK 3/4 11.2
1/2 16.4
16-QAM 3/4 18.2
2/3 22.7
64-QAM Y 24.4

3. Coverage and performance
prediction of single BS WiMAX
system

Coverage and performances of any
wireless system are closely related to
propagation loses in wireless environ-
ment. Propagation loss estimation is a
key factor in wireless network planning.
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Link budget calculation (see equation 1)

defines maximum propagation loss tol-

erated by system in the specific scenar-

0.

_ PT 'GBs 'Gss
LT

P

r

(1)

P is received power, Pt is transmis-
sion power, Ggs and Gss are BS and
SS antenna gains, and Ly is total sys-
tem loss including radio propagation
loss PL, cable losses and fading mar-
gin.

Signal to (Noise + Interference) ra-
tion is defined by:

SNR = i (2
Py + Int

where Py = kTWF is thermal noise
power at the receiver with effective
channel bandwidth W, noise figure F, at
temperature T in Kelvin. k = 1.38 x 10
J/K is Boltzmann’s constant. Int is a
interference caused by the neighbour-
ing BSs, and in the single BS scenario
Int=0.

Having in mind required SNR for
modulation formats defined by the IEEE
802.16 standard, we can calculate re-
ceiver sensitivity Py,min as:

P

r,min = SNRtarget (kTWF+ Int) (3)

Taking into considerations the Euro-
pean regulations about maximum EIRP
in the 3.5 GHz band, and using appro-
priate formula (model) for path loss
propagation, we can evaluate coverage
for WIMAX system. We are using three
different path loss propagation models
Hata, Walfisch — Ikegami and SUI, for
different deployment arrays: urban,
sub-urban and rural.

Having in mind that OFDM scheme
in IEEE 802.16 standard does not allo-
cate the entire channel bandwidth for
information transmission, the effective
bandwidth W can be computed as:

Wzr'BWJBOOO-M (4)
8000 N

where n is the sampling factor and BW
is the channel bandwidth in Hz, Nysed
are data carriers and Nge7 are all avail-
able sub-carriers,

Finally, receiver sensitivity for OFDM
can be calculated as:

F)rmin :SNRtarget k-rF“nB\NJSOOONLJSEd (5)
’ 8000

FFT

Parameters, specified by IEEE 802.16d
standard, that we are going to use in
our calculations are listed in Table 2.

Table 2. OFDM Parameters, According To
IEEE 802.16 Standard

Parameter | OFDM value

Nused 192

NFFT 256

G 1/4, 1/8, 1/16 and 1/32

n 8/7, for BW a multiple of 1.75
MHz

In order to compare WiMAX system be-
haviour in different deployment environ-
ments, we used three widely adopted
path loss models:

- Hata model-for urban arrays:

L =46.3+339log f -13.82log h, —a(h,,) (6)
+(44.9-6.55logh,)logd +C,,
where

a(h.) =3.2(log11.75h,,)*> —4.97 dB
_|0dB  for medium sized city
M~ 13dB for metropolitan centers

f is a carrier frequency hy and h, are
BS and SS antenna heights respective-
ly.

- Walfisch-lkegamimodel-for suburban
arrays:

42.64+20log( f.)+26log(d) f d <dc

L= 142,64+ 20l0g( f,) + 26l0g(d) if g » .

+40log(d /d,)

(6)
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where dc = 4hh/AD is the break-
point distance, with h; and h, being
the transmit and receive antenna
heights, respectively.

- SUI model for rural arrays:

L=A+10y Iog(di] +AL, +AL,  (7)

where:
o=100m, A=20log(47d/1)
J/Z(a_bhb +C/hb)

f
AL, =6log| ——
' g(zoooj

—10.8Iog[2j for terrain TypesA and B

h
- 20l —
OQEZJ

Parameters a, b and c specifies differ-
ent type of terrain, where WiIMAX sys-
tem is planed to be deployed. They are
listed in Table 3.

AL, =
for terrain TypeC

Table 3. SUI model parameters

Parameter | Terrain A | Terrain B Terrain A
Mountains Hills Flat Terrain
a 4.6 4 3.6
b 0.0075 0.0065 0.005
c 12.6 17.1 20

For detailed coverage and perfor-
mance evaluation we have assumed
SS antenna height h, = 3 meters, BS
antenna heights h; = 30 meters, carrier
frequency f; = 3.5 GHz band this brak-
ing distance dc = 4200 meters.

Table 4. Estimated Uplink/Downlink
Coverage Radius In Km
BW=7 MHZ, Pt =30 dBm, GBsz Gss: 3dBi

Radius |BPSK|QPSK 16-0AM | 64-OAM
km] |12 |12 |34 |12 |34 |23 |34
W- 249 | 1.9 | 1.62 | 1.02 | 0.87 | 0.58 | 0.50
Hata 1.2 |0.98| 087|062 055|041 | 037
SUI= | 086 |0.73] 0.67 | 0.5 | 0.46 | 0.36 | 0.33
Type2 | & 73 0. 510 : :

By using equations (1) - (7), considera-
tion the maximum BS and SS transmis-

sion of 30 dBm, channel bandwidth 7
MHZ, antenna gains of 3dBi, we can
evaluate maximal distance between BS
and SS, and maximum achievable data
rate trough the radio interface. Results
from the evaluation are presented in
Table 4 Table 5 and Figure 2, Figure 3.
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Figure 2. SNR, Bit Rate and Modulation
Switching point dependence on BS-SS distance
for W-I path loss model
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Figure 3. Bit Rate dependence on cyclic prefix
duration and BS to SS distance for W-I path
loss model.

From the presented result, it is clear
that maximum data rate approximately
35 Mbps can be achieved with 64-QAM
modulation format and % coding rate.
But this modulation scheme provides
worst coverage. When increasing the
distance between BS and SS, level of
SNR at the receiver site is decreasing.
At certain point, SNR becomes to low to
support ongoing modulation format.
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Table 5. Maximum transmission data rates
trough IEEE 802.16 Air Interface in Mbps

BPSK| QPSK 16-QAM 64-QAM

G 1/2 1/2 3/4 1/2 3/4 2/3 3/4

1/4 2.4 4.8 7.2 9.6 | 144 | 25.6 | 28.8

1/8 | 2.66 | 5.33 8 10.66 | 16 |28.44| 32

1/16 | 2.82 | 5.64 | 8.47 | 11.29 | 16.94 | 30.11 | 33.88

1/32 | 290 | 5.81 | 8.72 | 11.63 | 17.45 | 31.03 | 34.90
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Figure 4. Comparison of SNR and modulation
switching points dependence on BS-SS
distance for Hata and SUI path loss models
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Figure 5. Comparison of achieved bit rate for
different path loss models

The system is trying to maintain the
connection so it switches on lower mo-
dulation format with lower data rates. At
some distance SNR becomes so low
(< 6.4 dB), that BS can’t provide any
service to the SS.

Figures 4 and 5 provide comparison
of behaviour of WiIiMAX system in dif-
ferent deployment environments in the

mean of coverage areas and supported
bit. Severe propagation conditions de-
creases SNR and supported data rates
more quickly with the distance, present-
ing smaller coverage arrays.

According to this analysis, coverage
array of WiIMAX system in NLOS sce-
narios is:

- 2.5 km according to Walfisch —

Ikegami model

- 1.2 km for Hata propagation

model and

- 0.86 km for SUI model.

4. Dimensioning Cellular
WiIMAX

In order to cover grate geographical
regions, with limiter number of radio
channels, wireless systems are orga-
nized in cells. To avoid interference in
cellular networks, cells are organized
into clusters, assigning unique frequent-
cy for each cell in the cluster (Figure 6).

Figure 7. Co-channel interfering cells

BSs and SSs from the co-channel
cells introduce interference into system.
In order to minimize interference, we
have adopted ideal power control, mea-
ning that transmission power at each
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SS is set to minimal value satisfying
required Signal to (Noise + Interferen-
ce) Ration (SNIR), at the receiver site
at its own BS. Maximum transmission
power is limited to 30 dBm.

Two interfering co-channel cells are
presented in Figure 7. The cell of inter-
est have BS with coordinates (Xo, Yo),
and co-channel cell that generates in-
terference with BS located at (0, 0). Zo-
nes in the cell supporting different
modulation formats are represented
with different colours, starting with
BPSK at the cell boundary, up to 64-
QPSK at the centre of the cell. Distance
between co-channel interfering cells
depends on cluster size. Mean uplink
interference level at the BS located at
(Xo, Yo) can be calculated averaging
received signal from users located at
co-channel cell.

We will assume that user located at
(x, y) transmits with power sufficient to
satisfy SNIR at BS located at (O, 0).

_ SNRy,g¢ - L(X, y)-(Py +6-Int)
e GBS 'Gss

(8)

SNRuarget IS required signal to noise
ratio, Ggs and Gss are BS and SS an-
tennas gain, L(x,y) is path loss between
SS and its own BS located at (0, 0), Py
is thermal noise power ant Int is aver-
aged interference from one of six co-
channel cells in the first tire.

Received power or interference that
user located at (x, y) causes at ob-
served BS, located at (Xo, Yo), IS:

o _Proy "Ges Bss
R,(X=X0,Y=Y¥5) L(X - XOI y-— yo) (9)
— SNR, s - (Py +6- Int).L(L(X'y))
X — Xo’ y-— yo

Averaging received signal power
from users located in co-channel cell,
we can obtain mean interference from
one co-channel cell in uplink.

nt= cell area”PR (xx,.y_y,dydx  (10)

Using equations (8-10) we have eva-
luated influence of neighbouring cells
on maximum coverage in uplink direc-
tion that one cell can provide. Results
from this evaluation are presented in
Figure 8.

Coverage prediction for downlink can
be made by using similar method. In
downlink case, BSs from neighbouring
cells are interference originators.
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Figure 8. Coverage predictions in uplink
direction for WiMAX cellular system with cluster
order 3and 4
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Figure 9. Coverage predictions in downlink
direction for WiMAX cellular system with cluster
order 3 and 4

We have assumed worst case sce-
nario where BS are transmitting with
maximum allowed transmission power.
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Results from the downlink analysis are
presented in Figure 9.

It is obvious that interference from
the neighbouring cells isn’t negligible.
For systems with smaller cluster sizes
interference will cause significant re-
duction of cell coverage.

5. Conclusion

This work covers evaluation of cov-
erage and performances of WIMAX
system. During this evaluation we came
to several important conclusions. Per-
formances and coverage of metropoli-
tan or cellular WiMAX systems depends
on propagation conditions and path lo-
ses introduced by the radio environ-
ment.

By using several propagation models
and assuming maximum transmission
power of 30 dBm we have obtained
single BS coverage in NLOS operation
mode. For suburban environments ma-
ximal coverage of 2.5 km was calculat-
ed and maximum data rate of 35 Mbps
for users near to BS.

The analysis of cellular WiIMAX sys-
tem shows that interference in both up-
link and downlink can cause significant
reduction of cell coverage. This prob-
lem can be solved by organizing cells
into higher order clusters, consuming

more non-overlapping channels from li-
mited frequency spectrum.
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Abstract

802.11 wireless LANs continue to
gain market momentum. Now, with this
growing adoption of 802.11 wireless
LANs, security has become a focal
point regarding the decision to deploy a
wireless LAN.

In this paper we analyze the wireless
LAN throughput using different security
protocols. While defining the right se-
curity layout, theoretical throughput of
channel was calculated and compared
to practical rates of wireless local area
network channel, using different safety
layouts.

This paper also addresses the diffe-
rent issues related to the security pro-
tocols currently used in WLAN IEEE
802.11 and demonstrates how these
issues affect the final results of the ex-
periments conducted. The results show
that within the same access point range
the security adds moderate degradation
on the throughput that may affect some
applications over both infrastructure
and ad hoc WLANSs.

1. Introduction

Over recent years, the market for
wireless communications has experien-
ced considerable growth. Wireless tech-
nologies have found an important place
and popularity in business, the com-
puter industry and medical clinics [1-2].

Unlike its wired network counterpart,
where the data remains in the cables
connecting the end devices, the trans-
mission in a wireless network takes the
form of broadcast radio frequency (RF)
signals, which uses the open air as a
medium for its movements. Hence the
broadcast nature of WLAN introduces a
greater risk from intruders who may
gain unauthorized access to, or even
corrupt, the transmitted data [3].

Since applying security to wireless
networks is a very new yet an active
area, intensive research was recently
devoted to clarify remaining ambigui-
ties, to identify limitations and difficul-
ties, to propose solutions and to im-
prove the performance of these net-
works[4].

2. WLAN security protocols

To defend the WLAN from the above
listed security threats, and others, there
are considerable number of security
protocols that in the market today. Due
to the limited size of this paper, we will
discuss only the Wired Equivalent Pri-
vacy (WEP) and WPA IPsec VPN, which
is considered as the industry standard
for WLAN security.

WEP was the original native security
mechanism for WLAN developed by
IEEE members in order to provide se-
curity through a 802.11 network. WEP
allows a person to set up a 40 or 128-
bit security key that is shared between
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a mobile device and an access point.
This key will encrypt all of the informa-
tion that is transmitted on the network;
however, in order for it to be effective, it
must be configuration into all devices
that connects to a wireless network
through the access point [4-5]. WEP
uses theRC4 as its underplaying algo-
rithm. RC4 is a symmetric algorithm.

WPA enables 802.1x/EAP authenti-
cation along with Temporal Key Integ-
rity Protocol (TKIP) encryption that is
based on RC4. The components of WPA
include:

WPA delivers a greatly enhanced en-
cryption scheme called Temporal Key
Integrity Protocol (TKIP). TKIP increa-
ses the key from 40 to 128 bits, and
relies on dynamically generated ses-
sion keys. 802.11i or WPA2 also pro-
vides a new encryption scheme called
Advanced Encryption Standard (AES).
AES enables security between worksta-
tions, and uses an algorithm that em-
ploys variable keys of 128, 192, or 256
bits [ 4 ].

A VPN creates a “tunnel” between
each remote site and the host site al-
lowing for communication. A VPN ser-
ver is needed at the host site to termi-
nate the “tunnel” as well as to provide
the authentication and encryption. All
traffic passing through the “tunnel” is
encrypted. The more significant differ-
ence being, the traffic is protected by
robust encryption techniques. Many
times the encryption technique is IP-
Sec, which is considered secure by
government standards.

3. WLAN 802.11 throughput
measurement

The objective of this research was
How do different security mechanisms
affect the performance (throughput).

3.1. Experimental configuration

The tested network structure is pre-
sented in Figure 1.

DSL modem (—w

Intel PRO Wiceless ¥IANT6103 Rhive 111
802.11big Fast Ethernet Adupter
IxChariot 6.0 10°100 Mbivs
[xChariot § 4

Figure 1. Tested network structure

The experiment were based upon
Windows XP (clients). The measure-
ment are used with IxChariot software
equipment, SNR~69 dB. The measure-
ment time of every case was 600 sec.

3.2. WEP, WPA measurement

For comparison our results, we used
3 case: non coding channel, WEP 128-
bits key and WPA. The results are pre-
sented in figures 2-3.
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Figure 2. Throughput measurement using non
coding and WEP 128-bit key channel
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Figures 2-3 indicate that using all 3
case we got the similar result:

e the maximum channel throughput
is 5.06 Mbps;

e the average channel throughput is
4.49 Mbps.

3.3. IPsec VPN tunnel measure-
ment

The tested network structure is pre-
sented in Figure 4.

DSL

A -OQJP:.PPTP Py ]

e 1\\‘0
\EE“'@
) -y

H02.11b

IEEE §02.3 - 104100 Mbitis

Intel FRO Wircless

! VIAVTA105 Rhine 111

_80;. I1big Fast Ethernet Adapter
I¥Chariot 104100 Mbit's
[sChariot

Figure 4. Tested network structure using VPN
IPsec protocol

In this scenarios we used 1 and 2
VPN tunnels. The results are presented
in Figure 5.
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Figure 5. Throughput measurement using non
coding and IPsec protocol

Comparison with results presented in
the figures 2-3, we can see that in this
case throughput decrease (2.2 time)
than non coding channel throughput.
This is due to the fact that encryption

operations performed by these proto-
cols increase the amount of data trans-
mitted and slow down the rate of data
being sent or received.

4. Theoretical WLAN
throughput calculation

In order to determine the throughput
of the system it is necessary to analyze
the MAC layer of the IEEE 802.11b sys-
tem. A data packet consists of over-
head (preamble and header) and the
data portion. The time to transmit this
packet is shown below [ 6 ]:

T =DIFS+0OH +%+SIFS +ACK , (1)

where OH — overhead; M - data (bits); r
— rate (bps).

DIFS, SIFS as well as ACK frame
are considered here because they are
necessary to ensure a correct reception
of packet.

The average time for a correct
transmission to be received is given by

Taver:T+(1_ p)ilplT’ (2)

where p — the probability of a packet
being received in error (PER), it is cal-
culated by formula

PER =1-(1-PR, )", 3)

where N — number pf bits in the packet,
Prer - the probability of bit error.
The Py is calculated [ 7 ]:

m+1 M-1
S

ber T ok 1| & 14 m+mer

. (4)

where M =%-2k - k is a number of bits

in the symbol and T = 2E, :

m
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Then throughput is

M
C=?(1— PER). (5)

MAC frame parameters: SIFS= 10us,
DIFS = 50us, ACK = 112 us, packet
size= 1500 bytes.

The graphs for the throughput for
four different rates are presented Figure
6.
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Figure 6. Theoretical throughput of the 802.11

From the figure 6 we can observe
the efficiency of each data rate versus
distance.11Mbps gives best throughput
for the first 20 meters and throughput is
4.7Mbps.

5. Conclusions

The theoretical calculation and ex-
perimental throughput measurement re-
sults present that throughput decreases
when security protocol WEP WPA and
IPsec are enabled. Using WEP or WPA
security protocol the theoretical differ
from measurement throughput very
small, but if we use VPN IPsec, the
throughput decrease 2.2 time.
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Abstract

In this paper certain aspects are
considered of the motion in live tissues
of ions under influence of an electro-
magnetic field. Some results of com-
puter simulation of space configuration
of low frequency magnetic field around
the human body is presented, also.

Introduction

The problem that presents itself is
that of solving the equations of motions
given in relativistic form, namely

d [ my()

dt l_|\7(t2|2
" el

The problem becomes, in principle,
straightforward if it be assumed thatE ,
B appearing in the right-hand side of (1)
is a given field; the difficulties are then
of purely technical kind that can also
arise in traditional particle mechanical
forces. The assumption is often a legi-
timate approximation, and the most of
the work presented here is in this con-
text. In fact, however, the charge itself
also contributes to the electromagnetic
field, and its contribution depends on its
motion. The inclusion of this “self-force”
presents quite fundamental difficulties
because of the infinities associated with
the concept of a point charge. Attempts
to describe the motion of an electron

1=€e[E@®)+WBM] (1)

can perhaps be classified in terms of
the following alternatives (a) abandon
the idea that the electron is a point
charge, and give it some intrnal structu-
re; (b) introduse into classical mathe-
matical framework some formalism that
succeeds in discarding the infinites; (c)
abandon the idea that the electron can
be described in any fundamental way
by classical theory, and insist that ap-
peal be made to quantum laws. The
procedure (b) has been given a good
deal of attention, and has led to an
equation of motion which at least in cer-
tain contexts is acceptable theoretically
and is in general agreement with prac-
tice. A derivation of this equation is gi-
ven later in paper. Any discussion of
alternatives(a) and (c) is outside the
scope of this paper.

1. Equation of motion

In attempting to solve (1) it may help-
ful to make use of the associated en-
ergy equation

d, mc? o
E( 0 2)ZEE.V (2)
Vv
1_C72

If the electric field is purely static, so
that E = —gradg, this gives

+egp=constant. (3)
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In the important special case 1 -

. B porta Pe _ L==mv’+eV.A—egp, (7

E=0=V=const. Since a time-varying 2

magnetic field cannot exist without an
associated electric field. When

v = const V is along the principal
normal to the trajectory and of magni-
tude

\% , where Py is the principal ra-
p
dius of curvature; hence

m,v
p, = = . @

eBsing (1—V%2)

where 6 is the angle between B and v
,commonly called the pitch angle.

Often it is not necessary to take ac-
count of relativistic effects, and the
eguations of motions and energy equa-
tion can then taken as

m? =e[E(t)+V(t)xB(t)] (5)
i(1 mv(t)’) = eE¥ (6)
dt "2 T

It may be noted that in the case
E=0,

Where the field is purely magne-
tostatic, the relativistic equations are
the same as the non-relativistic, except
only that m in the latter is replaced by
the constant

mO

i-7)

It is well known that the equations of
motion can be cast into two alternative
forms, familiar in classical mechanics
as Lagrangian and Hamiltonian forms.
In the present calculations no extensive
use is made of these forms, but it is
convenient to state theme here. In the
non-relativistic treatment the usual form
of Lagrange's equations is equivalent
to (5) if the Lagrangian is taken as

where

¢ is scalar potentials of the electro-
magnetic field

A is vector potentials of the electro-
magnetic fields.

Likewise the usual form of Hamilton’s
equations is equivalent to (5) if the
Hamiltonian is taken as

H=_t (p-ch)l+es, (8)
2m

where
P=mv+eA
is generalized momentum.

To recapture the relativistic equation
(1) the Llagrangian has to be

2

L = -m,c? (1—"—2] revA-es.  (9)
C

The corresponding relativistic Hamil-
tonian is

H= c\/{mozc2 +(r§ _eA)Z)}.+e¢,
whit
p=— __LeA.  (10)

-]

in what follows consideration is given
first to exact solution of (5) for some
simple special cases, starting with uni-
form and constant

E(x,y,z,t) = const A B(x, y, z,t) = const

2. Non-relativistic motion
in simple in live tissues

2.1. Uniform static fields

When both Eand B constant in ti-
me and uniform in space, that is,
each vector always and everywhere
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has the same magnitude and same
direction, the full solution in the non-
relativistic approximation is easily
obtained.

First it is noted that in a uniform
electrostatic field E, with no magnet-
ic field, the particle simply travels in
a straight line with constant acceler-
ation e E /m.

Next, motion in a uniform magneto-
static field B ,with no electric field, is
considered. The speed v is then con-
stant; so is v,,since the force is at right

angles to B ,and so also therefore is the

—

magnitude v, of V, ,where suffices [J
and 1 are used to denote components
parallel and perpendicular to B .Now for
motion perpendicular to B the force is
ev, B at right angles to

Vv, since the acceleration at right an-
gles to V is v/ p,where p is radius of
curvature of the projection of the path
on to a plane perpendicular to B .it fol-

lows that

p="2t (11)

which is constant. Of corse,(11) is just a
special case of the non-relativistic form

of (4), with p,sin*6=p,vsind=v, .

The general motion is therefore an
arbitrary constant velocity along B, su-
perposed on circular motion perpen-

dicular to B described with constant
angular velocity

Q=eB/m. (12)

It is readily checked that a poitively
charged particle spirals in the sense of
a left-handed screw about the magnetic
field direction, a negatively charged
particle in a right-handed sense.

The expression Q and p are com-

monly called the (angular) gyro (or Lar-
mor) frequency and radius. In this non-

relativistic approximation Q is inde-
pendent of the energy of the patrticle;
for an electron in the earth’s magnetic
field of, say, B=0.05mT it is about 8.8

x10°radsec™.But p is proportional to

the square root of the energy; for a 10
eV electron in a field of B=0.05mT it is
about 0.21 m.

If E and B are both present, and
each is constant and uniform, the mo-
tion can be obtained in following way.

Along B there is con stant acceleration
eE /m.Perpendicular to B, the equa-
tion of motion (5) is

E +0xB=0 (13)
giving, for motion perpendicular to B,

ExB

u= 52

(14)

In (13) it is convenient to single out
the velocity G explicitly by writing

U, =0+V (15)

say. The substitution of (16) into (13)
then gives

mv, =ev, xB (16)

and this equation for
what would obtain for

E=0.

is precisely

v,
V,in the case

3. Sourses of low frequency
magnetic field in medical
therapy

Usually the above description of ion’s
movement is useful in medical therapy
for visualization and optimization of pa-
rameters of medical apparatus. The low
frequency magnetic field is provided by
coils. A girdle coil is applied usually (fig.
1).
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Fig. 1

Fig. 2

The human body is in the girdle coll
during the procedure. The space distri-
bution of the module of magnetic induc-
tion in the coil can be seen on the fig. 2.

i\

Conclusion

The general motion can therefore be
visualized simply by observing that the
additional motion arising from the elec-

tric field E is a constant acceleration
eE, /m along B, and a constant veloc-
ity perpendicular to both E and B, in
the sense of a right-handle screw from
E to B, of magnitude E, /B.
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Abstract

In this paper the case is presented in
which there is no electric field,and in
wich the magnetic field is constant in
time and everywhere has the same di-
rection but no necessarily the same
magnitude. A motion of ions in live tis-
sues is observed..

1. Introduction

Vector of electric field E=0,in rec-
tangular Cartesian coordinates

B =[0,0,B(x, y)] (1)

say, where the requirement divB en-
sures that B cannot depend on z.

Unless B is uniform curl B does van-
ish and there is a current density asso-
ciated with the field.

2. Motion of ions in
uni-dirctional magnetic field

Clearly now both vand v, and so

therefore is
v, = ‘,(vf +v§) : (2)

Furthermore, the projection of the
path of the particle on the x y-plane has
radius of curvature

mv,
P(x.Y) =5~ 3)

The curvature of the projected path
is therefore a constant multiple of the
magnetic induction. This fact can lead
to a general appreciation of the nature
of the path ,and could be used for accu-
rate computation.

To investigate the possibility of an
analytic solution it is noted that the
equation of motion are

v, =Qu,, v, =-Qv,, (4)

where the local giro-frequency
Q=eB/m (5)

is now a function of x and y ,and only
motion in the x y-plane need be consid-
ered, with v, =v.

Since equations (6) can be written

dv, o dVy B

dy Tdx

Q.  (8)

it is clear that a solution by quadratures
is possible if Q depends on only one of
x or y. For if it be supposed that B is
independent of y, say, the second
equation of (5) gives

v, = —_[Q(x)dx, (7)

so that v, =,/(v* -v}) is a known func-

tion of x, and t is given in terms of x by
a further integration. Alternatively, the
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path can be determined directly from
the fact that

. M)

dx Vx (V2 —VZ)

is a known function of x.

The same results follow readily from
the Lagrangian formulation. The vector
potential

A =[0,A(x),0]
corresponds to magnetic induction

5=00,%),
dx

and Lagrangian formulation reads
L =1m(>'<2 +Y° +27 )+ eyA(x),
2

the y-coordinate is ignorable and corre-
sponding Lagrange equation has first
integral

a_y
aVy
that is
mv, +eA = consyant , (8)

which is the same as (6).
The example leading to the most el-
ementary analytic details seems to be

constant

For if mu=constAux,=const are

chosen as the respective constants in
(8) and (9), then these equations give

v, =-Uu(1-x,/x), (10)

form which (7) can evidently be inte-
grated in terms of elementary functions.
Without pursuing the details, the topol-
ogy of the path can be ascertained from

the fact that vj cannot exceed the con-
stant v®. Stated algebraically

(v —uz)(x+%j(x—%] >0. (11)

Since (9) is symmetric in x, and the
particle cannot cross the plane x=0,
there is no loss of generality in confin-
ing attention to positive values of x. let it
also be assumed that ux,>0 corre-

sponding to a magnetic field in the posi-
tive z-direction. Then if |ul<v, (11)

shows that the path goes to infinity and
that

ux
X > 0 .

; (19)

V+u
if also u>0(implayng x, >0) then (19)
is less than X,, the value of x for which
v, vanishes. If |u|>v,u must be posi-

tive, and the patrticle is confined to the
range

UX UX
0 <x<—2; (20)
u+v u-—v

this range contains x=x,, where v, van-

ishes.

Another comparatively simple exam-
ple of some interest is that in which the
magnetic field varies linearly with x. If,
say.

Q= it” X, (21)
X

Then (6) can be written

v :U—sz (15)
Xo

where u is an arbitrary constant and the
constant X, can be taken as positive.
The solution of (7) can be expressed in
terms of elliptic integrals, but again the
general picture is most easily obtained
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from the fact that vj cannot exceed Vv’.
For this now reads

PRV TR B

V—Uu)X; V+U) X

which shows that three cases can be
distinguished as follows. If |u| <V, then

x? < % X (17)

and the patrticle is confined between the

two planes x=:+,[[ (v+u)/|u[]x,; if, also,

u>0, the range of x includes =x,, the
values of x for which v, vanishes.

Suppose, now, that instead of being
a function of x only the field is a func-

tion only of r = (x2 + y2) , that is, there

is cylindrical symmetry about the z-axis.
To conclude this sub-section it is noted
that this is a second case where solu-
tion by quadratures is possible, and a
specific example is considered.
In cylindrical polar coordinates r,8,z,
with
B=[0,0,B(r)] (22)

the equation of motion in the @-direc-
tion is

1d, ;.
——(r'6)=-9r,
r dt( )
giving
V, =rf = —%IrQ(r)dr . (23)
Then

22 2 2 2
re=v =v°—v,

is a known function of r, and t is given
in terms of r by a further integration. Or
again, the equation of the path is given
directly by integrating

o v,

T T2
rJvi-v;

(24)

For the Lagrangian formulation the
vector potential in cylindrical polar co-
ordinates can be taken as

A=[0,A(r),0] , (25)
where
B = 1d (rA) . (26)
rdr
Then

1 . .
L = Zm(r? +r262 + 22) + eA(r)ré),
2m(r +rle*+1 )+e (r)r

so that @ is ignorable and

oL
— =const,
00

which is readily seen to be identical
with (23).

An example for which the analytic
details are elementary is A = constant.

If the constant is written as
A= mu = const , then
e
Q=ulr, (27)
and (23) gives
Vo =—u(l-ry/r1), (28)

where u can be taken positive, but r,

may be positive or negative. The analy-
sis is evidently virtually the same as
that in the first example considered in
this sub-section, which was based on

equation (10).The requirement that v’

cannot exceed the constant v? shows
that there are three types of path.

3. Application of low
frequency magnetic field
in medicine

The motions of ions under perma-
nent or low frequency magnetic field is
used often in medicine for treatment of
knee. (fig. 1). The low frequency mag-
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netic field in this case is provided by
two inductors.

........

Fig. 1
Conclusion

The conclusion exemplifies the main
results and the fundamental ideas pre-
sented in the paper. It should allow to
fully recognize the goals of the presen-
tation. In the conclusion, papers con-
cerning educational activities should in-
clude an opening to the education
community.
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The present paper aims at present-
ing the process of designing the simula-
tion model of 802.16 Networks and Inves-
tigation of Bandwidth Request Mecha-
nisms under Point-to-Multipoint Mode.

In response to BWA need, the IEEE
802 committee set up a working group
to develop such standard- IEEE 802.16.
Later, an industrial association, the
Worldwide Interoperability for Micro-
wave Access (WIMAX) Forum, was
formed to promote the 802.16 standard.

WIMAX specifies interoperable air in-
terfaces from 2 to 66 GHz with a com-
mon medium access control — MAC
layer (fig.1).

Upper layer ¢ | IP | | Ethernet | e | ATM |

&

Service-specific convergence sublayer
MAC Layar WAL carmrnan part sublaysr
Security sublayer
¥
Transmmission convargance sublayer

F 3
FHY layer PHY layer

¥

Fig. 1

The 802.16 WIMAX air interface sup-
ports two operational modes: a manda-

tory point to multipoint- PMP mode and
an optional mesh mode. In PMP mode,
a centralized BS controls all communi-
cations among the SSs and the BS,
whereas in the mesh mode, SSs can
also serve as routers by cooperative
access control in a distributed manner.

WIMAX ANDBW-REQ
MECHANISMS

Under the PMP architecture, all
transmissions between the BS and SSs
are coordinated by the BS. The
TDMA/TDD frame structure is illus-
trated in Fig. 2; it consists of a downlink
subframe for transmission from the BS
to SSs and an uplink subframe for
transmissions in the reverse direction.
The Tx/Rx transition gap (TTG) and the
Rx/Tx transition gap (RTG) are speci-
fied between the downlink and uplink
subframes, and between the uplink and
following downlink subframes in the
next frame duration to allow SS termi-
nals to turn around from reception to
transmission and vice versa. In the
downlink subframe, both the downlink
MAP (DL-MAP) and uplink MAP (UL-
MAP) messages are transmitted, which
comprise the bandwidth allocations for
data transmission in both downlink and
uplink directions, respectively.

Moreover, the lengths of uplink and
downlink subframes are determined
dynamically by the BS and are broad-
cast to the SSs through UL-MAP and
DL-MAP messages at the beginning of
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each frame. Therefore, each SS knows
when and how long to receive data
from and transmit data to BS The
bandwidth allocated to each direction
can be tuned dynamically to match the
traffic in the corresponding directi-
on.This means that if an SS needs so-
me amount of bandwidth, it makes a
reservation with the BS by sending a

s

request. On accepting the request from
an SS, the BS scheduler should deter-
mine and grant it a transmission oppor-
tunity in time slots by using some
scheduling algorithms, which should
take into account the requirements from
all authorized SSs and the available
channel resources.
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Two main methods are suggested in
the WIMAX standard to offer transmis-
sion opportunities for SSs to send their
bandwidth request (BW-REQ) messa-
ges: centralized polling and contention-
based random access. In the first case
each SS station is only allowed to send
its request when it is polled by the BS.

MODELING POLLING-BASED
BW-REQ MECHANISMS

No specific polling algorithms are de-
fined in the standard. The following
simple round-robin polling scheme is
considered for the analysis: Each of K
slots is assigned equally to all of the n
stations in the system. In most cases, n
is larger than K.

If K>n, the system will be very lightly
loaded, and there are more slots than
the total number of SSs in the system.
All the SSs will be able to send BW-
REQs within a frame. The Maximum

Fig. 2

delay can be easily determined, i.e.,
one frame duration.

The Q-scheme includes N queues,
which is serviced by one server, and a
synchronizing process switching bet-
ween polling and vacation periods.
Compared to model described here, the
Contention-Free Period (CFP) and
Contention Period (CP) correspond to
the polling period and vacation period,
respectively. The ON-OFF model is as-
sumed to be the source for each of the
N queues.

On MAC layer is developing the fol-
lowing processes: The queues filled
with a continuous bit stream when the
source is in the ON state; The synchro-
nizing process schedules transmission
opportunities among all queues during
polling periods; A vacation can occur at
arbitrary points within a polling cycle,
even it can occur multiple times within
one polling cycle.
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The initial conditions for wireless net-
work are given bellow:
e Number of sources- N;
e Superframe length -Ts;
e Minimum fraction allocated to va-
cation period- 6;
e Maximum vacation stretch-

VSmax ;
e Parameters for CP stretch;
e SSrate;

e Service rate.

The modelling process aims at get-
ting the following results, when prelimi-
naries given at hand simulation condi-
tions are available: Maximum and aver-
age time for delay from the access (the
time from coming of BW-REQs till their
transmitting).

PERFORMANCE ANALYSIS
OF BW-REQ MECHANISMS

In this section we investigate the
polling BW-REQ mechanism, by using
the proposed model above under error-

free channel condition. For the WIiMAX
PHY layer, 256- carrier OFDM and 5
MHz bandwidth are chosen. The frame
duration is set to 2.5 ms. In the follow-
ing plots the arrival rates {1/1000,
1/500, 1/250, 1/167, 1/125} are chosen
and axe is denoted by [1[]
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Abstract

The mobile telemetry system of bio-
logical parameters serves for reading
and wireless data transfer of measured
values of selected biological parame-
ters to an outlying computer.

This article is focused on ZigBee net-
works solution used in this project and
using of dry textile electrodes for ECG
measurement.

ZigBee communication is not so of-
ten used in biotelemetry branch even if
it has many advantages contrary to
other commercial wireless personal net-
works solutions. There are used two dif-
ferent hardware ZigBee solutions.

ECG measurement is realized by
designed bio amplifier. Measured data
are sampled and filtered in ZigBee mo-
dule. Dry Textile electrodes are based
on polyanilin. These electodes were
tested in our laboratory and used in this
telemetry project

1. Introduction

In the present time the health te-
lemetry systems forge an integral part
of our everyday lives. Comparatively in
the near future embedded systems will
ward over our lives and health.

It was created function prototype of
wireless biomedical (and any other) da-
ta transmission and data analysis sys-

tem. System transfers data about race
vehicle drivers condition and some ad-
ditional data about ride. These drivers’
signals are collected: SpO2, pulse, ECG,
and body temperature. Besides these
signals data about acceleration of vehi-
cle in X and Y axis (front-back, left-
right) and air temperature is measured.

ZigBee Radio

a2 m%d T ded

Figure 1. Designed telemetry system

Akcelerometry.

There is realized bipolar one lead
ECG measurement using designed bio
amplifier. There is used special new ty-
pe of textile electrodes, which were de-
signed and tested in our laboratory with
cooperation of Czech Academy of sci-
ence.

The SpO2, body and outside tempe-
rature is measured by OEM SpO2 mo-
dule ChipOx. These measured biome-
dical data are transmitted by ZigBee
technology to module, which provides
next data transmission to remote PC.

For data transmission between this
module and remote PC are used radio
modems. Transmitted data are in PC
visualized and saved for next analysis.
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2. Materials and methods

Data transmission is ZigBee based.
ZigBee is a standard for wireless data
transmission. It is based on the
IEEE802.15.4 standard for WPANS (wi-
reless personal area networks). It is
aimed to applications where extended
battery life (15 + 40 mA when transmit-
ting — depends on chip producer) is
needed and only low data rate (in kBps)
is required. Bands available for ZigBee
are 868MHz and 2.4GHz (Europe). De-
vices available are either modem like
when they only retransmit data they
receive (XBee) or equipped by pro-
grammable MCU where user can cre-
ate own applications.

2.1. PAN4551/4555

SIP PAN4551 is based on the Free-
scale's first generation ZigBee transcie-
ver MC13193 and 8-bit MCU. PAN4555
is based on 2nd generation Freescale
SiC MC13213. Both two are fully pro-
grammable and with full support for the
SimpleMAC and the 802.15.4MAC. Da-
ta transmission band is placed in 2.4
GHz and divided into 16 channels.
Power consumption is about 28 + 40
mMA during transmission (receive or
send). It predetermines it to be battery
powered.

2.2. XBee

The XBee/XBee-Pro is MaxStream's
modem based on the the ZigBee stan-
dard. Unlike PAN4551/4555, XBee is
not fully programmable. Its idea is to be
a wireless UART replacement or an
universal ZigBee transmitter (comman-
ded by some control device) participat-
ing in the 802.15.4 networks.

2.3. Pulse oximetry

Pletysmograph OEM module ChipOX
measures the non-invasive saturation

by oxygen (Sp0O2), plethysmogram, pul-
se rate, body temperature and tempera-
ture of surroundings.

3. ECG measurement

3.1. ECG electrode treatment

A great problem occurs at ECG
measurement. The medical instrument
should be transportable and that's why
the electrodes has to be part to not to
manipulation illimitability. The problem
rises how to create the electrodes
which can by only put on the skin and
not to be stickered by conducting stick
or gel (dry electrode). Resulting this is
clear that for constructing kind of the
electrode should be no metal and gel.
For the construction of this kind elec-
trode the same principles were used as
in common electrode. So the interface
skin - electrolyte (gel) — metal. Instead
electrolyte there was used aterial re-
ferred to as conducting polymer (Figure
2).

Charge transmission occurs with the
help of alternating structure single bond
and double bond and by the charge
carrier furred similar to dosed opera-
tion.

Figure 2. Thin film of polyanilinu with thickness
100nm on lab dish

From that reason the polyamide is
suitable matter for making dry bio po-
tential electrode.

Conducting polymers are composed
of long repeated constitutional group of
chain. Common polymers like polyety-
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len or polyvinylchloride are non-
conducting and they are usually use as
an insulating material. There has how-
ever been group of polymers which
chemically conducting is. Examples inc-
lude polyacetylene, polypyrrol, polythio-
fen, polyfenilen or poly (p-fenylen-vini-
len).

rotonovany pernigranilin Pernigranilinova baze

OO+ = D0~
<] "

Figure 3. Forms of polyaniline

Their conductivity is 4 S.cm-1 is suf-
ficient because they are settled in thin
film form with thickness 100nm.

A production this type of electrode
takes apx. 15 minutes and there is also
a need for another 12 hours of desicca-
tion. The production is very cheap and
easy to attach for single use. For manu-
facturing the electrodes we can use it
with advantages that weren't registered
any toxic or irritable character. We can
qualify it as harmless. The other advan-
tage is to utilization of the material can
be manufacture electrode on any mat-
ter to resisted acidic medium. Textile
materials are fine to use it for elec-
trodes and that is why the electrodes on
Velcro fastener were made. Both side
of Velcro fastener is covered by poly-
anilin.

3.1.2. ECG electrode tests

During a testing on three leads ECG
were found of that manufactured elec-
trodes are well usability. The measure-
ment were done on ECG being short
(pectoral) bipolar placement gained by
bioamplifier g.BSamp, 16 channels from

g.tec medical engineering GmbH and
digitalized by A/D card NI DAQPad-
6052E. The results were measured with
common stick electrodes on computer
at the same time. The result was
mathematically compared and results
were very good.

Electrodes were mounted on flexible
t-shirt made on elastics fiber. Adher-
ence pressure was too small to well
connect skin with electrode and that is
why the great interference voltage
arose. Consequently were added the
elastic belt on thoraxes to improve ad-
herence pressure of the electrodes Fig-
ure 5.

Figure 4. Distribution of ECG electrodes on the
T- shirt

Out of signal record we can clearly
see the changing level of a signal same
direction constituent and also extend of
a signals amplitude which is very inter-
esting. This could be explained by the
person who breathed in the moment
and the tissue capacity under the elec-
trode reduced. The signal could get into
smaller tissue capacity. On the next
picture there is a signals amplitude life
cycle signified and its same direction
component Figure 6. In the same time
you can see low-frequency breathing
caused by impedance changes.

4. Network design

IEEE 802.15.4 standard network was
chosen because of cooperation with
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XBee. XBee can participate in 802.15.4
star networks as an end device or a
coordinator or in peer-to-peer networks.
Because the structure of communica-
tion is mostly from data-gathering no-
des to the storage and analysis device
(computer in this case), star network
was chosen (one PAN coordinator and
two end devices). But in fact the peer-
to-peer network can be used too.

Parameters of the network are: non-
beacon, no security, acknowledge, logi-
cal channel is one of 13-23 selected by
PAN on its startup (the one with the
least energy / the preset one). Address-
ing is 16-bit in default but the coordina-
tor handles also 64-bit (device serial
number). Coordinator's PAN ID is pre-
set.

The coordinator allows end device
association by comparing with its table
of granted devices (table of serial num-
bers) non-granted devices is refused
automatically. End devices have the
same table of granted coordinators so it
cannot happen that device will associ-
ate to different coordinator.

J =

i (€]
ECG node “ighes

(1) @ | %
Em é PAN coordinator
Chip{)x node

Radio modem

Figure 5. Zigbee Network Topology

Main data flow is from the ECG node
(it has to transmit huge amount of sam-
pled and filtered analog data) it trans-
mits approximately everyl0Oms and
total amount is about 600B per second.
Second node (ChipOx) with XBee sends
significantly lower amount of data - at
about 200 Bytes per second.

The PAN coordinator translates all
the data and retransmits them to the
PC.

5. Network realization

As can be see from network struc-
ture, network consists of three nodes.
The first one is the PAN coordinator.

The PAN coordinator used is
PAN4551. It was necessary to use
PAN4551 because the coordinator has
to handle communication with the PC
initialization/de-initialization of end de-
vices translate incoming packets, rec-
ognize devices. It is created as FFD
without support for beaconed networks
and without security. Program part is
modified Freescale Beekit's output. Pa-
ckets send to a PC have the same for-
mat as in the past project — original
visualization can be used.

5.1. ChipOx Node

ChipOx node is based on the XBee.
XBee here has the only obligation — to
transmit incoming coded data from the
ChipOx and send them to the coordina-
tor. Communication from the coordina-
tor to this device is direct because Chi-
pOx does not know periodical polling
(without sleep).

Figure 6. ChipOx node PCB
5.2. ECG node

ECG node uses PAN4551. PAN4551
is advantageous because it has 10bit
ADC and can be programmed to buffer
data and do some filtration. It samples
data every 1ms and filters them before
sending (or samples data every 2ms
but without filtering). The only suitable
filter for a biomedical signal and that
sampling speed (combined with 8-bit
processor) is a FIR filter.
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This FIR filter (Hamming window) is
a low-pass filter with cutoff frequency
150Hz and cuts undesired high fre-
quencies and is used to downsample
data to the half frequency. This filter
had to be quantized to the 16bit binary
unsigned fixed-point with range of 0 to
~1 (— shifted 16bits right). This was the
only way for the 8-bit architecture to
handle calculations at so high frequen-
cies.

Filter calculations can be divided in
8bit multiplications and 16bit additions
(8bit and carry). To speed up calcula-
tions some additions can be removed
(results in calculation error — but maxi-
mally error of 2). Whole filtering con-
sumes from at about 10% of MCU time
(11th order filter and downsampling) to
5% (7th order filter and downsampling)
— for MCU bus frequency of 16 MHz.

The data is buffered for 0.4 second.
Filtering was used due to “bottleneck”
of the radio-modem

Conclusions

The biomedical data transmission
system was successfully created using
IEEE 802.15.4 standard cooperating
with XBee.

There we used OEM modules for
pulse oxymetry measurement and de-
signed bioamplifiers for ECG measure-
ment. There were used ECG dry textile
electrodes.

Designed telemetry system were
used for monitoring base life function of
pilot of race vehicle powered by hydro-
gen

From so far acquired results of ex-
periments we are able to observe that
polyamides are suitable material for bio-
potential electrodes construction. But
there is a need now to concentrate on
measuring and monitoring of parame-
ters long term firmness both an electro-
technical and a mechanical.
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Abstract. FEzpressions of the form sincz,
(sinz/x)" or (sinz)/x may occur in engineer-
ing problems, for instance in signal processing
or communications. Using Z-Transform tech-
niques, it can be shown that the locations and
amplitudes of the extrema of the sinc function,
when expressed under the form of series expan-
sions, can be calculated very fastly through a
straightforward recursion formula. Moreover,
very simple accurate algebraic expressions can
be derived for evaluating these locations and
amplitudes.
sion formulae and algebraic expressions can
be obtained for the locations and amplitudes
of the extrema of (sinz/x)", and of those of
(sin?z)/x as well.

Using a similar approach, recur-

I. INTRODUCTION

The sinz/z function (Fig. 1la) plays a key
role in the fields of signal processing and com-
munications [1, 2], so its properties have been
extensively studied. Its Fourier transform, the
rectangular function, is also widely used. On
the other hand, the convolution operator and
its counterpart regarding the Fourier Trans-
form, the product operator, are of great impor-
tance. This paper presents the computation of
the extrema of the function (sinx/z)", where
r is a positive integer. This function can be
viewed as the result of the Fourier transform
of a product of r identical rectangular pulses.
A useful case is that of the function (sinx/x)?
(Fig. 1b) which represents the Fourier trans-
form of a triangular function.
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Fig. la. sinz/x

For example, a window is frequently used in
the time domain to limit the duration of a sig-
nal before calculating its Discrete Fourier Tran-
form. Many kinds of windows can be consid-
ered. Generally, the window is chosen with

a smooth return to zero at its ends, in order
to avoid discontinuity between two successive
replicas of the periodized signal. This leads
to enhanced properties of its Discrete Fourier
Transform. The well known rectangular win-
dow does not satisfy this criterion, but its
multiple convolutions do. The smoothness at
the ends of the so-called polynomial windows
[3] increases with the number of convolutions.
So the frequential properties of a polynomial
window, which corresponds to the convolution
of r rectangular windows of duration 7', are
given by its Fourier Transform proportional to
(sinz/x)", with x = aTf. In particular, the
triangular window and the parabolic window
are relative to r = 2 and r = 3, respectively.
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Fig. 1b. (sinz/z)?

The (sinz/z)" function may appear in other
applications, for instance when studying ran-
dom processes [4]. In the case of a simple
random binary wave, with pulses of amplitude
+A and —A and duration T, the autocorre-
lation function has a triangular waveform and
the expression of the power spectral density ,
is A’T(sinz/z)", with z = nT'f.

In this paper, it will also be presented the
computation of the extrema of the function y =
(sin? z)/x, which can also be written y = sinx
(sinz/z) (Fig. 2). Such an expression may
be encountered in signal processing or commu-
nications problems, and also in other fields of
physics or engineering.

0.7}
0.6}
0.5}
0.4}
0.3}

3

Fig. 2. y = (sin’z)/x
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For example, if we consider the signal
A(MI((t—0/2)/0)+ T1((t+60/2)/0)) (with T1(t) =
1if |t| < 1/2 and 0 if |[t| > 1/2), i.e. the sum
of two rectangular pulses symmetrical towards
the origin (or the convolution of a rectangular
pulse AII(t/0) by two Dirac impulses §(t —0/2)
and 0(t+0/2) symmetrical towards the origin),
its Fourier transform is expressed as follows :

2§ Afsin®(m f0) /(7 f6).

II. EXTREMA OF (sinx/x)"

11.1. FEquation

It is clear that the zeros of the function
(sinz/x)" are at £km (k = 1,2,...) and the
global maximum, which equals 1, is at x = 0.
The minima of (sinz/z)" for an even r are
at £kr (k = 1,2,...) and equal 0. But the
local extrema (sinz/x)" for any r are not at
T =E(2m+1)7/2 (m =1,2,...). Their loca-
tions x,, are, for all r, the solutions of

(1)

Once the z,, obtained, the extrema amplitudes
Ym,r can be deduced from

r =tanx

(2)

'
Ym,r = COS' Tpp

OF Y = (—1)™ (14 a2,) 2.

In some applications, accurate determination
of the extrema is needed [5]. In [5], a closed-
form approximation and a recursion formula
were proposed to determine the locations of
the local extrema, with a good accuracy. In a
more recent paper [6], methods were presented
and used for the computation of both the lo-
cations and the amplitudes of the sinz/x func-
tion’s extrema. Especially, series expansions
were introduced to express the extrema loca-
tions and amplitudes, as well as simple alge-
braic approximations, allowing to reach an ex-
cellent accuracy. These results were extended
to the function (sinz/x)" in [7]. In particular,
it was shown how to compute the coefficients
of the ¥, , series expansions and give approxi-
mate algebraic expressions for y, ..

I1.2. Locations of the extrema
I11.2.1. Series expansion

Let us denote e,, = I, — x,, the differ-
ence between each exact extremum location z,,

and its nearest odd multiple of 7/2, i.e. Zp,.
Then let us write e, under the form of a se-
ries expansion in successive powers of (Z,) 1:
em = Y o0 (#,)™™.  Therefrom the ex-
pansion coefficients of the extrema locations

Ty = S0 2" (#,)”" can be immediately
deduced : z;,! = &, 27, = —el (n > 0).

We show now that using basic z-Transform
techniques allows to derive the coefficients of
the expansions. Changing Z,, into z,, for this
purpose and leaving out the index m for the
coeflicients are independent of m, eqn 1 takes
the form

(3)

tane =
zZ—e€

The first derivative can be expressed as

de 1
&= T Gep @

A second derivation leads to

d%e de o de
(z =)o —2()" + 2 (5)

If F(z) and G(z) denote the z-transforms of
fn anf g, respectively (f, — F(z) and G(z) —
gn), note the following inverse z-transforms :
2 VF(2) « fo_1, —z%ﬁz) —nfp, F(2)G(z) —
>0 fign—j = 250 fn—i9;-

Interpreting eqn 5 by wusing basic z-
Transform properties allows the straightfor-
ward computation of the expansion coefficients
of e through the following relation (where n in

e™ denotes an upper index)

=0

" 1

n(n —1)
TR aad(2n—j — 1)eleniTL,
n >3, n odd

e

(6)

e"=0,n2>0,n even

with e! = 1. Therefore the expansion of z,
begins as follows

11.2.2. Algebraic approrimation

By limiting this expansion, simple closed-
form approximations are obtained for z,,. Ta-
ble 1 shows the values obtained for x1, xo, =3
using the successive terms of the series expan-
sion (the table starts with x,, ~ Z,, at rank



CEMA’07 Conference, Sofia

p=20(n=2p—1)). It can be observed for
example that after only two ranks, the maxi-
mum relative error of the very simple algebraic
approximation x,, ~ T, — (T,) ! — %(a":m)_3
is 8.96x10° and it occurs for m = 1. The rel-
ative error is less than 3.86x107° for the other
values of m. This very simple formula gives

results comparable to those of eqn 1 in [5].

Table 1. Successive values for x1, xs2, 3

T
4.712388980

T2
7.853981634

z3
10.99557429

4.500182390

7.726657680

10.90462861

4.493811716

7.725281614

10.90412712

4.493438770

7.725252614

10.90412173

4.493411825

7.725251859

10.90412166

R || oo | ol

4.493409458

7.725251837

10.90412166

By limiting this expansion, simple closed-
form approximations are obtained for yp, ;.

Table 2 shows the wvalues obtained for
y}, y%, yé using the successive terms
of the series expansion (the table starts

with ym1 =~ (=1)"(&,)"? at rank
p = 0 (n = 2p+1). It can be ob-
served for example that after only two

ranks, the maximum relative error of the

simple algebraic approximation ym1
(=)™ [(Em) "+ 5(Zm) 7 + 53 (Em) ] is
7.34x10~° and it occurs for m = 1. The

relative error is less than 3.31x10~% for the
other values of m.

Table 2. Successive values for yi, y3, yi

11.53. Amplitudes of the extrema
11.5.1. Series expansion

Using the same approach as for the lo-
cations, the extrema themselves can be di-
rectly calculated. From eqn 1, their ampli-
tudes are Ym, = (—1)""sin" e,,. Assuming
that ym, can be expanded under the form
Y = (—1)™ Y25y ()", and chang:
ing Z, into z,, eqns 3 and 4 lead to the simple
following equation (m is omitted as above)

d‘yr‘
—(z—e) P

(8)
Interpreting eqn 8 by using basic z-Transform
properties allows here the straightforward
computation of the expansion coefficients of
(—=1)™ Y, through the following relation
(where n in y' or ™ denotes an upper index)

:T|yr|

1 , .
n o _ n—1 . n—j—1
Yme = 0 2= J€TTY,
n>r, (n—r)even

=0,n>0,(n<r, (n—r)odd)

9)
Y.

with y;, . = 1. Therefore the expansion of Y, ,
begins as follows, for » = 1 and r = 2 as exam-
ples

= (=1 (7. )1+ L1z )3
R S AR LD
Ym2 = (im)72 +~(-%m)74 + .. (11>

E(@m) T+ 3L (@) B+

II1.3.2. Algebraic approximation

p yi Ya Y3

0 | —0.2122065908 | 0.1273239545 | —0.09094568177
1 | —0.2169845959 | 0.1283560036 | —0.09132179296
9 | —0.2172176874 | 0.1283741288 | —0.09132516305
3| —0.2172324632 | 0.1283745424 | —0.09132520229
4 | —0.2172335359 | 0.1283745532 | —0.09132520282
0o | —0.2172336282 | 0.1283745535 | —0.09132520282

Table 3 shows the values obtained for y2, y3,
y2 using the successive terms of the series ex-
pansion (the table starts with ym o >~ (Z,) 7>
at rank p = 0 (n = 2p+2)). It can be observed
for example that after only two ranks, the max-
imum relative error of the simple algebraic ap-
proximation ym 2 = (&m) 2+ (&m) 143 () °
is 1.95x10™* and it occurs for m = 1. The rel-
ative error is less than 8.91x1076 for the other
values of m.

Table 3. Successive values for y?, y3, y3

yi Y Y3

0.04503163717

0.01621138938

0.008271117032

0.04705948552

0.01647419853

0.008339528409

0.04718124196

0.01647987920

0.008340282860

0.04718974044

0.01648002194

0.008340292533

0.04719039121

0.01648002587

0.008340292669

R || ofro| =l

0.04719044923

0.01648002599

0.008340292671

III. EXTREMA OF (sin? z)/z

1I1.1. Equation

It is clear that the zeros of the function y

are at £km (k =

0,1,2,...).

But the extrema

are not at &, = £(2m+ 1)7/2 (m = 1,2,...).
Their locations x,, are the solutions of

tanx = 2z

(12)
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Once the z,, obtained, the extrema amplitudes
Ym can be deduced from

4.,

T 1+ 422, (13)

Ym

In some applications, accurate determination
of the extrema locations and amplitudes may
be needed, as for the sinz/z function [5]. In
[6], methods were presented for the computa-
tion of both the locations and the amplitudes
of the sinx/x function’s extrema. Especially,
series expansions were introduced to express
the extrema locations and amplitudes, as well
as simple algebraic approximations, allowing to
reach an excellent accuracy. In this paper, we
exploit similar ideas to obtain analog results
for the function (sin?x)/z. We show how to
compute the coefficients of the x,, and y,, se-
ries expansions and give approximate algebraic
expressions for x,, and yp,.

As the function y is symmetric towards the
origin, we will consider > 0 in the following.

II1.2. Locations of the extrema
II1.2.1. Series expansion

Let us denote e,, = %, — x,, the differ-
ence between each exact extremum location .,
and its nearest odd multiple of 7/2, i.e. Zp,.
Then let us write e,, under the form of a se-
ries expansion in successive powers of (Z,)7!:
em = Y40 e (#,)™™  Therefrom the ex-
pansion coefficients of the extrema locations
T = S0 2" (#,)”" can be immediately
deduced : z,,! = &y, 27, = —€?, (n > 0).

We show now that using basic z-Transform
techniques allows to derive the coefficients of
the expansions. Changing %, into z,, for this
purpose and leaving out the index m for the
coefficients are independent of m, eqn 12 takes

the form

tane = (14)

2(z—e)
Calculating the first derivative of e leads to

de
1—4(z—e)?] — =2 15
[1-4( )] - (15)
Interpreting eqn 15 by wusing basic z-
Transform properties allows the straightfor-
ward computation of the expansion coefficients
of e through the following relation (where n in

e™ denotes an upper index)

-2 2 . .
en = n4n en? 4 - E}:& jeden—1=i
S8 [Chooeter ] (n -2 et
(16)
if n odd (n > 3) with e! =1/2, and " = 0, if
n even. Therefore the expansion of x,, begins
as follows

1
n

2
o B (E) D — B (Em) T —
I11.2.2. Algebraic approximation

By limiting this expansion, simple closed-
form approximations are obtained for z,,. Ta-
ble 4 shows the values obtained for xq, x1, T2
using the successive terms of the series expan-
sion; the table starts with z,, ~ Z,, at rank
p =0 (n=2p—1). It can be observed for
example that after only two ranks, the relative
error of the very simple algebraic approxima-
tion @y o Tp — 5(Fm) L — 2 (Tm) P is less
than 2.85x1072, 1.70x10™° and 7.56x1077, for
m = 0, 1 and 2 respectively. On the other
hand, a relative error of less than 1076 is ob-
tained after 21, 3 and 2 ranks, for m = 0, 1
and 2 respectively. So, apart the case m = 0,
the convergence is very fast. The relatively low
convergence of the series expansion for m = 0 is
mainly due to the fact that g = 7/2 presents
a value not much higher than 1, unlike Z,, for
m > 0. It can be observed that very simple
algebraic approximations offer accurate results
for a,, except to some extend for m = 0.

Table 4. Successive values for xg, x1, T2

p To 91 4]

0 | 1.570796327 | 4.712388980 | 7.853981634
1 | 1.252486441 | 4.606285685 | 7.790319657
2 | 1.198733883 | 4.604294850 | 7.789889636
3 | 1.180652258 | 4.604220440 | 7.789883850
4 | 1.173062329 | 4.604216969 | 7.789883753
oo | 1.165561185 | 4.604216777 | 7.789883751

1I1.3. Amplitudes of the extrema
111.3.1. Series expansion

Using the same approach, the extrema them-
selves can be directly calculated. From eqn
12, their amplitudes are y,, = 4x,,/(1 + 422,).
Assuming that y,,, can be expanded under the
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form gy, = >0y (Z,,) ", and changing Z,

into zp,, eqns 14 and 15 lead to the simple fol-
lowing equation (m is omitted as above)

(1—@)3/-‘!-2(2—6)@:0

1
dz dz (18)

Interpreting eqn 18 by using basic z-Transform
properties allows here the straightforward com-
putation of the expansion coefficients of y,,
through the following relation (where n in y"
or e” denotes an upper index)

no__ n__ n—1 I TN (B S o | J
y" = 2ne ijo (n—1—j)e (y’ +2¢7)
(19)

if n odd with y!, = 1, and y? = 0, if n even.
Therefore the expansion of y,, begins as follows
Ym = (jm)_l + i(:‘i"m,)_3 + 4_78 T
-+ 555 (Fm) " + g0 (Fm)
II11.3.2. Algebraic approximation

By limiting this expansion, simple closed-
form approximations are obtained for y,,. Ta-
ble 5 shows the values obtained for o, y1, y2
using the successive terms of the series expan-
sion; the table starts with y, ~ (#,,) ! at rank
p=0(n=2p+1). It can be observed for ex-
ample that after only two ranks, the maximum
relative error of the simple algebraic approxi-
mation ym = (Zp) 1+ 3(Em) > + 45 (EFm) s
less than 1.14x1072, 1.09x10~%and 4.99x1077,
for m = 0, 1 and 2 respectively. On the other
hand, a relative error of less than 107% is ob-
tained after 17, 3 and 2 ranks, for m = 0, 1
and 2 respectively. So, apart the case m = 0,
the convergence is very fast. The relatively low
convergence of the series expansion for m = 0 is
mainly due to the fact that g = 7/2 presents
a value not much higher than 1, unlike Z,, for
m > 0. It can be observed that very simple
algebraic approximations offer accurate results
for ym, except to some extend for m = 0.

Table 5. Successive values for yo, Y1, y2

Yo

Y1

Y2

0.6366197724

0.2122065908

0.1273239545

0.7011228412

0.2145955933

0.1278399790

0.7163724049

0.2146583487

0.1278448589

0.7212725914

0.2146605893

0.1278449216

0.7231305518

0.2146606837

0.1278449226

R || o o) = | o

0.7246113538

0.2146606884

0.1278449226

IV. CONCLUSION

Methods for the computation of the extrema
of the function (sinz/z)" and the functionn
(sin?z)/x have been presented. In both cases,
the extrema locations and amplitudes are ex-
pressed under the form of series expansions. By
exploiting Z-transform techniques, it is shown
that the expansions coefficients can be ob-
tained through straightforward recursive rela-
tions which can be easily implemented on a
computer or a DSP. Very simple algebraic ex-
pressions are derived which give accurate values
of the extrema locations and amplitudes, using
only a very few coefficients - except, as far as
(sin?z)/x is concerned, in the case of the first
extremum.

For (sinz/x)" as well as for (sin®z)/x, both
methods (recursive relations and algebraic ex-
pressions) can be useful for various applications
in different domains such as signal processing
and communications, but also in other fields of
physics or engineering.
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INTRODUCTION

With planning software a time-efficient and careful
preoperative planning of surgical interventionpdassible.
Digital planning helps to fulfill the risen requirents to
the documentation of operational interventions e t
future. In addition the X-Ray foils in the courskdigital
X-ray units and screen-supported finding statioflsever
more disappeatr.

In this paper on the basis of modiCAS-Planning the
modules are described, which should be presenirgical
planning software.

modiCAS® is a software framework, which supports
the different steps of a surgical interference reoperative
planning over intraoperative navigation up to a
mechatronic assistant system. By the modular and
universal approach, which is pursued with the mé@&C
project, it is possible to use the software forplening of
many different surgical interferences. The curremdin
point of research lies in the hip endoprothetics.

COMPOSITOIN OF A PLANNING SOFTWARE

The planning software of the modiCAS project is
modular developed. The central component contains
graphic user interface and visualization. In ordeensure
a fast and simple planning process, user-definattfleavs
can be defined.

For communication with picture servers a DICOM -
interface is implemented. Over this interface graplata
will be loaded from a PACS system. Although finidhe
plannings will be send to the PACS system through t
interface. ModiCAS-Planning supports  different
modalities. With the hip and knee endoprothetics
radiographs presents the state of the art.

In the planning process it is necessary to measure
distances to put on lines or measure angles. These
functions are realized in the module of planningeots.
This module could be extended by new planning dbjet
it is required.

Beside the planning objects also models of the
implants are needed. These models can be presehe in
form of 2D- or 3D-Daten. Due to the large number of
implants it is useful to administer the implantalat a data
base. This data base illustrates likewise deperdenc
between the individual implants.

Depending upon task and the preoperative existing

graphic data for the time of planning not all nesceg
informations are available to provide an optimanpiing.
For this reason it is meaningful to complete plagni
intraoperativ. The necessary interfaces to nawgati
systems or intraoperativ existing picture-givinggedures
must be created.

GOALS

It is our next goal to design a software framewfunk
online discussion of medical plannings based on our
existing framework. The users of this system shdugd
able to make a surgical planning at different |lmret and
to discuss their planning with other users via tele
communication systems.

It is new that a whole planning of a surgical
intervention will be the base for a discussion. sBRrQ
solutions allows it to discuss only 2D or 3D imag@éth
the new solution each member of the discussion doun
should be able to modify the discussed planningherdnd
visible to all other users.

CONCLUSIONS

In future digital planning will become ever more
important. For an optimal work routine planning gnams
can be attached to PACS of systems.

For the acceptability it is important that the phign
need no longer time as when he makes a conventional
planning.

In order to reduce the expenditure of time furtlsemi
automatically assistant functions offers a muchnpsing
starting point.

Further advantages arise as a result of the better
documentation in the quality management and with
forensic aspects.
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