
 
 
 
 
 
 
 
 

 
PROCEEDINGS 

 
OF 4TH  INTERNATIONAL CONFERENCE ON 

COMMUNICATIONS, ELECTROMAGNETICS AND MEDICAL  
APPLICATIONS (CEMA’09) 

  
 

Organized by: 

FACULTY OF TELECOMMUNICATIONS  
TECHNICAL UNIVERSITY OF SOFIA, BULGARIA 

NATIONAL TECHNICAL UNIVERSITY OF ATHENS, GREECE,  
SCHOOL OF ELECTRICAL AND COMPUTER ENGINEERING 

 

 

 

NATIONAL TECHNICAL  
UNIVERSITY OF ATHENS, 

GREECE 

 

SCHOOL OF ELECTRICAL  
AND COMPUTER  
ENGINEERING 

 
 

Sofia, Bulgaria 
8th – 10th October, 2009 

 
 
 
 
 

KING 



 II

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Edited by Prof. Dr. Eng. Dimiter Tz. Dimitrov 

All rights reserved. This book, or parts there of, may not be reproduced in any form or by any means, 
electronic or mechanical, including photocoying or any information starage and the retrieval system now 
known or to be invented without written permission from the Publisher. 

ISBN 978-954-9518-63-4  
 
Printed in Bulgaria  
 

 



 III

 

 

 

 

 

 

 

 

 

 
 

D. Dimitrov 
 
 
 
 
Dear Colleagues, 
 

It’s my privilege to thanks to all of you for your contributions submitted at 4th regular In-
ternational Conference on ‘Communication, Electromagnetic and Medical Applications’ CEMA’09. 
This is one conference which should help future collaboration between engineering, especially 
communication technologies and medicine. This is an important scientific event not only in Balkan 
region, but in Europe, also. The International Conference on Communication, Electromagnetism 
and Medical Application CEMA’09 is dedicated to all essential aspects of the development of 
global information and communication technologies and their impact for medicine. The objective 
of Conference is to bring together lecturers, researchers and practitioners from different countries, 
working on the field of communication, electromagnetism and medical applications, computer 
simulation of electromagnetic field, in order to exchange information and bring new contribution 
to this important field of engineering design and application in medicine. The Conference will 
bring you the latest ideas and development of the tools for the above mentioned scientific areas 
directly from their inventors. The objective of the Conference is also to bring together the academic 
community, researchers and practitioners working in the field of Communication, Electromagnetic 
and Medical Applications, not only from all over Europe, but  also from America and Asia,  in or-
der to exchange information and present new scientific and technical contributions. Many well 
known scientists took part in conference preparation as members of International Scientific Com-
mittee or/and as reviewers of submitted paper/. I would like to thanks to all of them for their ef-
forts, for their suggestions and advices.  

 
On behalf of the International Scientific Committee, I would like to wish you successful 

presentations of your papers, successful discussions and new collaborations for your future scien-
tific investigations. Engineering and medicine should provide high level of live for all people. 
 
 
 

Dimiter Tz. Dimitrov 
Conference Chairman 
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Abstract 

 
The approximation functions of the far-field pattern (FFP) of the light emitting diodes (LED) used in LED video displays have 

been investigated. The simplicity of an approximation function and ease of analytical handling have been targeted. Four candidate 
approximation functions were identified and the approximation performance evaluation criteria were analyzed. The relative intensity 
approximation root mean square (RMS) error and relative half power beam angle error have been selected. The influence of the 
angles range used in approximation was analyzed. The final performance evaluation is done on eight batches of LEDs sample. 
These LED samples have been chosen to represent the variety of the FFP shapes, the main colors and the range of the most popu-
lar viewing angles were used in LED displays design. The approximation by Gaussian function with DC offset performed the best. 

 
 

1. INTRODUCTION 

 
The light emitting diode (LED) application in 

video displays has proven a reasonable alternative 
when a large area of a high brightness imaging is 
required [1]. LED directional properties among the 
other LED parameters define the image quality at 
various viewing angles [2, 3]. The far-field pattern 
(FFP) [4] is used to determine the spatial directivity 
properties. The measurement is usually performed 
by measuring the intensity I distribution over the 

observation angles Θ, say I(Θ). A numerical pa-
rameters, such as: the peak emission direction 

Θpeak and a half power beam angle 2Θ0.5, where 
the source's relative intensity is dropping to the half 
of the peak emission can be obtained from the FFP 

using the measured I(Θ). 
The FFP of the real LED can be treated as a 

sum of an ideal LED FFP and a clutter created by 
sidewall emissions, reflection distortions, tinting, 
etc. The LEDs used in video displays have wide 

2Θ0.5 angles. Here the main portion of FFP is cre-
ated by focusing lens. In addition, these LEDs usu-
ally are tinted. Then such LED FFP can be ap-
proximated by a simple function [4]. The intention is 
to use this expression in LED directivity in-situ 
measurement system [5] without dismantling the 
LEDs from the tile. The goal of this paper was to 
establish a numerical approximation performance 
evaluation criterion, to provide the comparison and 
to indicate the best candidate function for FFP ap-
proximation. 

2. THE APPROXIMATION FUNCTIONS 

 
The polynomial fit could be the first candidate for 

any approximation. The second order polynomial fit 
for FFP approximation was suggested. The LED 

intensity at some angle Θ is a parabolic function of 
a form  

                      2
210 )()( ΘaΘaaΘI ++= ,              (1) 

 

where a0, a1, a2 are polynomial coefficients. Obtain-

ing the equation for I(Θpeak) and solving for a half of 
it, the viewing angle is 
 

                      
2

20
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5.0 2

82
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aaa
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−
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The publication [4] presents the cos in power (g-
1) function as a candidate for LED FFP approxima-
tion. A point light source is usually assumed in lu-
minous intensity measurements. The intensity I 
angular distribution can be approximated as: 

 

                  1
max )cos()( −−= g

peak
ΘΘIΘI , (3) 

 

where g is a coefficient, proportional to viewing 

angle 2Θ0.5. Solving (3) for 2Θ0.5 it can be obtained 
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Gaussian approximation is most often used in 

RF antenna pattern approximation [6] as an ideal-
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ized pattern of an antenna having a smooth main-
lobe with no sidelobes: 
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Ambient light during the measurement process 
under some circumstances can not be completely 
removed and the DC offset occurs. Then the Gaus-
sian with DC offset IOff can be used for approxima-
tion: 
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The half power beam angle in (6) is evaluated after 
removing the DC component of the FFP. This prop-
erty is useful if DC offset occurs due to the ambient 
light. But in case the offset is a property of LED 
then the half power angle will have a large system-
atic error. The half power angle has a notation with 

the index R (2Θ0.5R) to distinguish from the conven-
tional result. Then the corrected half power angle is: 
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The candidate search was limited by four func-

tions mentioned above.  
The LEDs used in video screens usually have 

elliptical directivity diagram, i.e. vertical and hori-
zontal directivity differ. The amount of possible hori-
zontal and vertical angles combinations is large. 
The analysis can be greatly simplified if only the 
one dimensional approximation is used. The ana-
lyzed approximation functions can be easily con-
verted into two dimensional by multiplying the hori-

zontal IH(ΘH) and vertical IV(ΘV) diagram approxi-
mation functions: 

 
                 ( ) ( ) ( )VVHHVHD III Θ⋅Θ=ΘΘ ,2 . (8) 

 
Then analysis was concentrated on 1D approxi-

mation functions. 
 

3. EVALUATION CRITERIA 

 
The relative value of the intensity approximation 

error root mean square (RMS) is suggested as 
maximum likeness criterion 
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where I(Θ) is the original FFP, ( )ΘI
~

 is the ap-

proximating function, Θ1 and Θ2 are the boundary 
values of the approximation range. The batch of 40 
blue LEDs with specified 70 degrees horizontal 
angle has been used for analysis. Results obtained 
by applying this criterion are presented in Figure 1. 
Relative intensity approximation error is presented 
as a box-and-whisker plot. The box encloses 50% 
of the data (the interquartile range, IQR), a line in 
the box represents the median; mean is shown as a 
square. The whiskers are of 1.5 IQR and the stars 
represent the minima and maxima of the data. 
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Fig. 1. Intensity approximation error δRMS vs.  
approximation functions 

 
The performance of various approximation func-

tions is clearly distinguishable. Application of the 
Gaussian function possesses the lowest intensity 
approximation error reaching 2.5%. The parabolic 
function approximation has the worst performance 
(12%). 

It would be good to have some numerical per-
formance values that are related to the parameters 

of LED directivity. Therefore, the analysis of  Θpeak 

and 2Θ0.5 values obtained from approximation was 
suggested.  

The initial investigation has been carried out on 

Θpeak values before the approximation and after the 
approximation. The same LEDs’ batch as in Fig.2 
has been used for the experiments. It is interesting 
to point out that peak emission direction obtained 
from the approximation function is following the 
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values obtained from the original FFP. The results 

indicated that mean values of Θpeak have a similar 
variance for all approximation types. The explana-
tion is that LEDs dedicated for professional LED 
display have been used. Those LEDs are tinted, so 
FFP is quite smooth and it makes no sense to ana-

lyze the Θpeak values. 
The same analysis can be applied on half power 

angle of 2Θ0.5. The absolute error of 2Θ0.5 was 

calculated as a difference between 2Θ0.5A angles 

obtained from the approximation and 2Θ0.5O of 
original FFP: 
                      

OA
ΘΘ 5.05.05.0Θ2 22 −=ε .            (10) 

 

The results when 2Θ0.5 error analysis criterion is 
applied on the same batch as above are presented 
in Figure 2. 
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Fig. 2. Half power angle error ε2Θ0.5 for various  
approximation functions 

 

There is a difference in angle 2Θ0.5 errors ob-
tained for Gaussian approximation using (7) - 

2Θ0.5R (labeled as “Gaussian”) and corrected ac-

cording (8) - 2Θ0.5 (labeled as “GaussianCor”). The 
analysis of initial approximation performance study 
has indicated that the parabolic function has the 
worst accuracy. The parabolic function is not able to 
bend up (Figure1) at the lower end of the FFP 
curve. The result can be different if other approxi-
mation range is used. In order to verify whether this 
assumption is correct the approximation perform-
ance for various approximation ranges was investi-
gated. 

 
4. RANGE INFLUENCE 

 
The same batch of blue LEDs has been used for 

the analysis. The relative intensity approximation 

error  RMSδ mean has been calculated at every 

approximation range. The approximation range has 

been varied from 75o (slightly above 2Θ0.5) up to 
reasonable maximum of 175o (slightly below 180o). 
Graphs in (Figure 3) indicate that the intensity ap-
proximation error is increasing when range is in-
creased. The increase is moderated only for both 
Gaussian approximations.  
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Fig. 3. Intensity approximation error  RMSδ mean  

versus range 

 

The maximum error of Θpeak has been investi-

gated varying the approximation range. The Θpeak 
error has quite negligible decrease with the range 
(maximum 0.6o change for the worst case of para-
bolic approximation). The Gaussian approximation 

is exhibiting the lowest Θpeak error variation with the 
range. 

The similar analysis was done for the maximum 

error of 2Θ0.5 (12). The same approximation range 
has been used. The results are presented in Fig. 4. 
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Again, only the Gaussian approximations are 

able to maintain the performance within a moderate 
range. The results of Figure5 indicate that uncor-
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rected 2Θ0.5R for Gaussian approximation is ap-
proaching but not reaching the corrected value 

2Θ0.5 when the range is wide. Gaussian approxima-

tion angle 2Θ0.5R has a different physical meaning. 
Therefore, it was decided to use the corrected an-

gle 2Θ0.5 (obtained using (8) for further approxima-
tion performance analysis of Gaussian with offset. 
Almost all the curves in Figure5 have a minimum. 
The reason can be that this minimum is the point 
where the low intensity area approximation is per-
forming with a maximum of efficiency. It was con-
cluded that it makes no sense to use the approxi-

mation range much wider than 2Θ0.5 since there is 
no essential data beyond this range. For further 
analysis it was decided to use the range of 170% of 

2Θ0.5 (the last minimum position in Figure 4).  
 

5. FINAL EVALUATION 

 
We are aware that presented above analysis 

has covered only one type of LED. The LEDs of va-

rious FFP shape, color, and 2Θ0.5 value should be 
investigated for more extensive final approximation 
performance evaluation. The LEDs (Table 1) have 
been chosen to represent the different FFP shapes, 
the main colors, and the range of most popular 
angles.  

 

Table 1. LEDs used in investigation 
 

Notation Specified 

2Θ0.0,5, deg 

Color Batch size 

BrGH 110 green 20 

SBORH 110 red 20 

Z2BH 70 blue 37 

GrbGH 70 green 20 

BrGV 45 green 20 

Z2BV 40 blue 37 

GrbGV 40 green 20 

SBORV 45 red 22 

 
The representative batches have been approxi-

mated by all the candidate functions. The obtained 
approximations have been analyzed using the rela-
tive intensity approximation RMS error mean RMSδ  

and a half power angle error mean 5.02Θδ . All LEDs 

have been measured with goniometer by 0.9o angu-
lar step in ±90o range with resulting 200 data 
points. Further data processing has been done 
using MATLAB. To make the decision on the ap-

proximation range, the 2Θ0.5 angle has been meas-

ured on original FFP the first. Then this 2Θ0.5 angle 
was used for approximation range decision. Every 

FFP has produced the relative intensity approxima-

tion error δRMS and the relative viewing angle ap-

proximation error δ2Θ0.5. The mean values for these 
errors have been calculated after processing the 
whole batch. The results of obtained means of rela-

tive approximation error δRMS and viewing angle 

approximation error δ2Θ0.5 for all Table 1 LEDs are 
presented in Figure 5 and Figure 6.  
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Fig. 6. Error  Θ 5.02δ , % of 2Θ0.5 

 
Results indicate that Gaussian approximation 

with DC offset has the best performance: majority of 

errors for Gaussian δRMS results are below 5%, and 

of 2Θ0.5 error δ2Θ0.5 is well below 5% limit. It is in-
teresting to point out that the cos in power (g-1) 
function presented better results for the large angle 
(>90o) LEDs. Nevertheless, the individual FFP ap-
proximation analysis indicates that cos in power (g-
1) function is getting unstable and the results start 
to vary significantly at large angles: coefficient g is 
close to 1 at a large angle so floating point accuracy 
influence increases.  

The research presented in [7] investigated the 
performance of approximation when FFP original 
data is corrupted by the noise. The original FFP 
was added with an additive white Gaussian noise 
(AWGN) and then the approximation has been ap-
plied. The resulting intensity approximation error 
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was calculated. The average error graph is pre-
sented in Figure 7.  
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Fig. 7. Relative intensity approximation error  Θ 5.02δ   

vs. noise 

 
It is interesting to point out that even high poly-

nomial orders possess the approximation error 
higher that Gaussian approximation. Experiments 
also indicate that only second order of polynomial 
has lower than Gaussian standard deviation of ob-

tained 2Θ0.5 angles. We think that increasing the 
polynomial order also increases the sensitivity for 
noise. 

 

6. CONCLUSIONS 

 
The relative intensity approximation RMS error 

δRMS and viewing angle 2Θ0.5 error ε2Θ0.5 have 
been assigned as the approximation performance 
evaluation criteria. The approximation using the 
Gaussian with DC offset function performed the 
best among four candidate functions evaluated. The 

intensity approximation error  RMSδ and 2Θ0.5 error  
 Θ 5.02δ are below 5% limit. Such precision we con-

sider as sufficient. Therefore we indicate the Gaus-
sian with DC offset function as the best candidate 
for LED FFP approximation if simple analytical form 
is needed. 
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Abstract 

 
The probing signals with multiband losses correlation properties were analyzed. We raise the idea that it is not necessary to 

have a complete signal spectrum for operation: “rake” type signal covering wide bandwidth could perform better than single band of 
the “rake”. 

Linear frequency modulated (chirp) type signals were chosen for investigation. The choice of chirp signals was justified by the 
need for easy controllable frequency response spectrum shape and content. Performance of simple linear-frequency-modulated 
chirp signals was investigated. Signals were passed thorough the various rake type filters and correlation function performance 
investigated.  

We present the variation of these correlation function parameters: RF and envelope mainlobe beam width and sidelobes level in 
time domain, equivalent bandwidth, envelope equivalent bandwidth, envelope bandwidth and central weight frequency.  

 
 
1. INTRODUCTION 
 

The time domain processing is essential in SO-
NAR, RADAR and non destructive testing (NDT) 
systems. Positioning and navigation systems find its 
use in a variety of applications. Location estimation 
is also essential in imaging systems used for NDT 
[1]. This can be simplified to time-of-flight (ToF) 
value estimation. The frequency response of the 
probing signal is defining the correlation properties 
of the signal received [2,3]. But electrical imped-
ance of the transmission channel [4], losses in 
propagation media [5] alter the frequency content 
received: the output of matched filter (correlation 
function) will change accordingly [6,7]. Numerous 
publications present the spectral response for such 
case [2-7]. Especially in telecommunications such 
signal types prevail: those are addressed as “rake” 
or “comb” filter or spectrum. But usually, especially 
in NDT, operation is chosen to avoid the high at-
tenuation areas and concentrate the operation in 
one complete frequency band. We suggest using a 
complete signal spectrum. The aim of investigation 
was to investigate whether operation of “rake” type 
signal covering wide bandwidth can perform better 
than single band of the “rake” and what is the per-
formance compared with complete, lossless spec-
trum signal. 

 

2. THE ToF ESTIMATION  
 

We have located three ToF estimation techni-
ques [8,9,10]: the direct correlation maximization 
(DCM), the L2 norm minimization (L2M) and the L1 
norm minimization (L1M). The DCM technique is 
using the position of peak value of cross-correlation 
function RDC for signal arrival position (so the ToF) 
estimate: 

                   [ ])(maxarg τDCDC RToF = , (1) 

where RDC is: 

                  ( ) ( ) ( )dttstsR RTDC ττ −⋅= ∫
∞

∞−

. (2) 

 

The L2M is using the minima of position of L2-
norm of received signal and reference signal sub-
traction: 

                    ( )[ ]{ }τ2minarg2 LToFL = , (3) 

where L2 is: 

                  ( ) ( ) ( )[ ]∫
∞

∞−

−−= dttstsL TR
22 ττ . (4) 

 

The L1M uses the average magnitude difference 
function of received signal and reference signal: 
 

                     ( )[ ]{ }τ1minarg1 LToFL = , (5) 

where L1 is: 

                    ( ) ( ) ( )∫
∞

∞−

−−= dttstsL TR ττ1 .  (6) 
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The direct correlation technique theoretical ana-
lysis on ToF estimation variance is broad [2,3,8-14]. 
Therefore it has been chosen for this analysis. 

As suggested in [11] and [12] the ToF estimation 
can be done by the direct correlation maximization 
to find and estimate of the true position of signal 
arrival. The variance of ToF standard deviation is 
[7]: 

                  ( )

0

2
2

1

N

E
F

TOFstd

e

CRLB

π
≥ , (7) 

 

where E is signal sT(t) energy, Fe is effective band-
width of the signal. The effective signal bandwidth 
can be calculated as: 
 

                              2
0

22 fFe += β , (8) 

 
where β is the envelope bandwidth and f0 is the 
center frequency: 

( ) ( )

E

dffSff∫
∞

∞−

−

=

22
0

2β ,  

( )

2

2

2

2
0

E

dffSf

f














=
∫
∞

∞− . (9) 

 
The envelope bandwidth β is also defining the 

resolution because it is directly related to the signal 
duration after its compression in matched filter. 

 
3. SPECTRUM SPREAD 
 

As (7) suggests, the reduction of random errors is 
possible by maximizing the signal energy, reducing 
the noise level and increasing the effective signal 
bandwidth. Once noise level has some physical limit 
it is more feasible to increase the energy and the 
bandwidth. If spread spectrum signals are used, both 
long duration and wide bandwidth are achieved.  

But use of wideband excitation signals is limited 
by multi-band losses, usually occurring in imaging 
or navigation systems. The ultra-wideband (UWB) 
radar should avoid certain bands; also there is a 
particle absorption in the propagation media 
(ground penetrating radar) or atmosphere. This 
creates multi-band losses. Similar losses exist in ul-
trasonic NDT: when layered ultrasound composites 
are inspected, those posses certain multiple posi-
tive and negative resonances due to wave interac-
tion between the layers. Same can be addressed to 
fiber composite materials [18,19]. Also, in case of 
multi-transducer measurements some frequency re-
gions might not be covered.  

Multi-band losses in radar, sonar or ultrasonic 
NDT can create “rake” type signal. Instead of avoid-
ing of wideband signal use, we want to exploit its 
advantages and apply on channel with multi-band 
losses. First, possible spectral spread techniques 
have to be investigated.  

Several techniques can be applied to spread the 
signal spectrum: phase manipulated pseudo-noise 
sequences [6,7,15], chirp [4,16] and arbitrary wave-
form excitation [17]. 

Phase manipulated sequences (Figure 1) make 
the excitation task easer since square waves can 
be used for signal generation: the hardware is less 
complex because power amplifier is replaced with 
high speed switch.  

 

 
Fig. 1. Phase manipulated sequence 

 
Application of the orthogonal coded sequences 

allows to easy separate the probing channels [15] 
so simultaneous surrounding area scanning with 
several ranging channels can be done. 

The problem is that the resulting signal band-
width is predicted by the smallest chip (Figure 1) 
duration. If integer number of half-periods must be 
used for chip this is a disadvantage since then the 
bandwidth adjustment step is discrete. Another dis-
advantage is that it’s impossible to shape the signal 
spectrum in the arbitrary way. 

Application of the arbitrary waveform produces 
any shape of amplitude and phasing spectrum and 
correlation function [15]. But this technique requires 
complicated excitation hardware. There are at-
tempts to use some approximation using only lim-
ited number or excitation levels: in [7] a quinary 
excitation method is reported for linear frequency 
modulation windowing implementation. 

A frequency spreading using a carrier frequency 
modulation [4,16] frequently is addressed as chirp 
signal (Figure 2).  
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We suggest using chirp signals for excitation. 
Chirp signal excitation offers any spectral shape 
and easy excitation circuit and looks an attractive 
solution: in [2] the combination of chirp signals and 
wideband micromachined capacitance (CMUT) 
transducers application in air-coupled ultrasound is 
reported; in [4] a nonlinear frequency modulation of 
square wave signal is used in order to match the 
signal spectrum to ultrasonic transducer spectral 
response shape; in [16] chirp spectrum is wider 
than transducer bandwidth.  

If nonlinear chirp signals are used, this would al-
low skipping the loss-bands and still using wide-
band inspection. 

 
4. NUMERICAL EXPERIMENT 

 
Here we aimed to investigate correlation proper-

ties of signals with multi-band losses. Linear fre-
quency modulation chirp was produced and signal 
passed through rake filter (Figure 3). Rake filter was 
constructed by using serially connected elliptical 
notch filters. Resulting signal with multi-band losses 
we assume to use for excitation. Therefore this 
signal was used for analysis.  

 

Chirp
generator Rake filter

Correlator
Hilbert

envelope

RF
correlation

function

Envelope of
correlation

function  

Fig. 3. Experiment diagram 

 
The effective bandwidth Fe, envelope bandwidth 

β and the center frequency f0 were calculated using 
discrete case of the equations (7), (8) and (9) pre-
sented in [3]. Signal with multi-band losses was 
used for autocorrelation function calculation. This 
function was treated as RF correlation function. The 
RF (before envelope extraction) autocorrelation 
function central lobe width at zero crossing level 

was measured and noted as τ0. It should corre-
spond to 2/f0. The autocorrelation function envelope 
was calculated using Hilbert transform and central 
lobe width at -6dB level was obtained. If should 
correspond to envelope bandwidth as 1/ β. 

Four types of investigations have been carried 
out: i) when total stopband width was held constant, 
minimum and maximum frequencies were kept 
constant, but number of rake tooth varied; ii) when 

stopband width was varied, minimum and maximum 
frequencies and rake tooth number were kept con-
stant; iii) same as above, but with single tooth; iv) 
when stopband was constant, but stopband tooth 
position in frequency domain varied. 

 
4.1. Constant total bandwidth but variable tooth  
        number 

 
The aim of this investigation was to decide how 

the shape of the frequency response affects the 
correlation function. Number of notch tooth was 
varied, start and stop frequencies remained the 
same (Figure 4) in such way that and the center 
frequency f0 was not affected. 
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Fig. 4. Spectrum for variable tooth number, const. f0  

 
As expected, since f0 was fixed there was no 

variation in RF correlation function central lobe 
width (Figure 5). There was a variation in sidelobes 
level: for tooth number above one in rake filter 
sidelobes were at acceptable level. 
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Fig. 5. RF correlation function for variable tooth number, 
const. f0  

 
Almost the same result was noted on envelope: for 
the case of single tooth envelope’s mainlobe width 
was narrower than for multiple tooth. This can be 
explained by larger amount of energy being deviat-
ed from f0 so the resulting increase of β (Fig. 6). 
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Fig. 6. Correlation function envelope for variable tooth  
number, const. f0  
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4.2. Constant start and stop frequencies, center  
        frequency and tooth number but variable  
        bandwidth 

 
The aim of this investigation was to check 

whether larger amount of energy being deviated 
from f0 is resulting in increase of envelope band-
width β. There was only one notch tooth but band-
width was varied, start and stop frequencies re-
mained the same (Figure 7) in such way that and 
the center frequency f0 was not affected. 
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Fig. 7. Spectrum for variable bandwidth, const. f0  
and tooth number 

 
Results confirmed the assumption: despite in-

crease of stopband, envelope bandwidth was in-
creasing (bottom grey line in Figure 8) 
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Fig. 8. Envelope bandwidth β , effective bandwidth Fe,  
and center f0 

 
4.3.  Constant start and stop frequencies  

and tooth number but variable bandwidth 
 
The aim of this investigation was to decide how 

the amount of stopband affects the correlation func-
tion. Number of notch tooth was kept constant but 
stopband increased, start and stop frequencies 
remained the same so that center frequency f0 was 
not affected (Figure 9). 
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Fig. 9. Spectrum for variable stopband, const. f0  
and tooth number 

As expected, since f0 was fixed there was no varia-
tion in RF correlation function central lobe width 
(Figure 10). Odd result was noted on envelope: 
envelope’s mainlobe width was narrower for larger 
stopband (Figure 11). 
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Fig. 10. RF correlation function for variable stopband,  
const. f0 and tooth 

 
This can be explained by shorter signal in time, 
resulting in shorter effective duration, since after 
passing the chirp through rake filter the correspond-
ing positions in time are attenuated. 
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Fig. 11. Correlation function envelope vs. stopband, const. f0 

 
4.4.  Constant start and stop frequencies and 

tooth number but variable tooth position 
 
The aim of this investigation was to decide how 

the center frequency f0 variation affects the correla-
tion function. Number of notch tooth, envelope 
bandwidth β and stopband was kept constant, start 
and stop frequencies remained the same but tooth 
position was varied in such way that and the center 
frequency f0 was affected (Figure 12). 
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Fig. 12. Spectrum for variable f0, const. stopband,  
β and tooth number 

 
As expected, since f0 was varied, there was si-

milar variation in RF correlation function central lo-
be width. The rest of function remained unaffected: 
envelope mainlobe, sidelobes varied very slightly. 
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6. CONCLUSIONS 
 
Multi-band losses in radar, sonar or ultrasonic 

NDT create “rake” type media filter. Chirp signal 
posses the ability to easily modify the excitation 
signals spectrum and energy. Application of such 
signals would allow skipping the lossy bands and 
still using wideband inspection in order to get high 
resolution. 

ToF measurement and resolution related proper-
ties have been investigated. Experiments show that 
even significant losses within “rake” allow maintain-
ing essential wideband properties of the signal. A 
multi-band loss (“rake”) is affecting the sidelobes, 
but mainlobe performance remains and in some 
cases is even improved. 
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Abstract 

 
Complex impedance measurement methods are widely described, but the information on what the uncertainty of the measure-

ment in case of complex result is scarce. 
In this article we will investigate two techniques of I-V method: the I-V differential and I-V single ended. Both of them are based 

on “voltage divider”. Complex value measurement uncertainty analysis is presented based on theoretical measurement setup analy-
sis and complex sensitivity functions. Real and imaginary uncertainty components are presented in complex impedance plane.  

 

 

1. INTRODUCTION 

 
The complex circuit impedance is widely used in 

electromagnetic and ultrasound applications. Im-
pedance variation over frequency range is receiving 
greater attention nowadays. Because of wideband 
nature of measurements, impedance is varying in 
wide range. In addition, impedance variance is in 
complex plane. Usually it is undesirable to have 
jumps in impedance measurements (in case of 
hysteretic analysis or nonlinear circuits). Therefore 
it is important to have a technique, capable to ob-
tain the impedance without changing the reference 
impedance (reference impedance switching will 
cause current and voltage variation in investigated 
circuit). When complex values are measured, the 
uncertainty estimation becomes complex too. 

Here we aim to analyze the measurement un-
certainties of I-V method when it is used for com-
plex impedance measurements. 

 
2. I-V IMPEDANCE MEASUREMENT  

 
The unknown impedance Zx can be obtained 

from the measured values of voltage and current. 
When voltage and current are obtained directly then 
technique is named I-V [1]. The measurement can 
be arranged using two techniques: the I-V differen-
tial and I-V single ended. The simplified connection 
diagram of the I-V differential technique is present-
ed in Figure 1.  

Current is calculated using the voltage meas-
urement across an accurately known resistor, Rref. 

                      refx R
U

U

I

U
Z

Rref

ZxZx == .  (1) 

 

Ug Rref

Zx

I UR e f

UZx

 

Fig. 1. Differential I-V technique 

 
The single-ended technique is using only single-

ended measurement channels. The implementation 
diagram for single-ended technique is presented in 
Figure 2.  
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Rg

Rref

Zx

I

UZx

U i n

 
Fig. 2. Single ended I-V technique 

 
The Rref voltage dropout is obtained by voltages 

UZx and Uin subtraction: 

                           ref
Zxin

Zx
x R

UU

U
Z

−
= .                (2) 

 
The analysis below is based on circuits presented. 
 
3. THE SENSITIVITY COEFFICIENTS  

 
Uncertainty analysis was done to estimate the 

presented techniques’ performance. Assuming that 
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impedance is measured using indirect method, for 
uncorrelated input quantities the combined standard 
uncertainty uc(Zx) is a squares sum of correspond-
ing uncertainties ui(Zx) [2] : 
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The quantity ui(Zx) is the contribution to the 

standard uncertainty associated with the output 
estimate Zx associated with i-th the input estimate 
xi. Then the i-th sensitivity coefficient ci of the corre-
sponding input estimate xi is the partial derivative of 
the measurement function f with respect to xi 
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So, a single-ended I-V technique Zx according to 

equation (2) is a function of UZx, Uin and Rref accord-
ingly. The sensitivity coefficients for those variables 
can be obtained as [3]: 
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And the absolute combined standard uncertainty 

of Zx [4]: 
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where u(UZx), u(Uin) and u(Rref) are corresponding 
components’ absolute uncertainties. 

4. UNCERTAINTY ANALYSIS 

For performance evaluation the relative uncer-
tainty of impedance Zx was used: 
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Equation (8), together with voltage measure-
ment standard uncertainty and resistor accuracy 
have been used. Applying equation (8) for equation 
(9) gives the percentage relative uncertainty for 
impedance measurement when I-V impedance 
measurement using single-ended implementation is 
used  
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Voltage measurement uncertainty required for 

equation (8) and (10) was obtained from experi-
mental results presented in [4], since similar system 
is planned for the measurements. The input voltage 
Uin has been assumed of 1 V value, reference resis-

tor Rref was assigned 10Ω value. The variation for 
unknown impedance was given the variance range 
as the fraction of reference resistor Rref. The result-
ing voltages and currents were use to obtain final 
value of measurement uncertainty. Real and imagi-
nary parts (Figure 3) were treated separately, giving 
the variance in corresponding range. 
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Fig. 3. Zx complex measurement using single-ended  

implementation 

 
If variables in equation (10) are complex, the re-

sulting uncertainty will be complex too. In order to 
analyse the uncertainties, tree ways were chosen: 
absolute value: 

 

                            ( ) ( )xxabs ZuZu %% = ,  (11) 

 
and real and imaginary parts: 
 
   ( ) ( )( ) ( ) ( )( ),, %%%% xxIMxxRE ZuZuZuZu ℑ=ℜ= , (12) 

 
The uncertainty absolute value is presented in 

Figure 4.  
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Fig. 4. Relative standard uncertainty of Zx complex  

measurement influence of u%(Rref) 

 
 

Wide range (x1000 times above and below the Rref) 
for variance was given. Real and imaginary parts 
and uncertainty value itself produce the 3-
dimensional space. Contour plot might be more 
convenient (Figure 5).  
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Fig. 5. Contour plot of absolute value of relative standard 

uncertainty  

 
It can be seen that there is significant area of flat 
plateau in measurement uncertainties, and only 
when approaching ratios of 1000 times random 
errors become significant. 

When analyzing in details (Figure 6, x10 times) it 
can be noted that there is a insignificant local mini-
ma, located at 1.6xRref. It depends on reference 
resistor accuracy. 
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Fig. 6. 3D plot and contour plot of absolute value of relative 

standard uncertainty for smaller range  

 
 
Theoretically uncertainty of 0,2% can be rea-

ched, if 0.1% uncertainty reference resistor is used. 
Real (Figure 7) and imaginary (Figure 8) parts 

for the same analysis are presented.  
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Fig. 7. Contour plot of real value of relative standard  

uncertainty for smaller range  
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Fig. 8. Contour plot of imaginary value of relative standard 

uncertainty for smaller range  

 
It can be seen that real part of uncertainty varies 
along real impedance axis and imaginary part var-
ies along imaginary axis correspondingly. 
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6. CONCLUSIONS 

 
The analysis uncertainties of complex imped-

ance measurement estimation were presented.  
It has been shown that both real and imaginary 

parts of uncertainty exist which define the optimal 
range for the technique application. 
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Abstract 

 
The fault location technique for modern hot water transportation pipes used for hot water transfer was suggested. It is and alter-

native to time domain reflectometry measurements usually used in such type of task. Technique is capable of locating the fault place 
by using the measured EM field strength outside the pipe. The location of the pipe end using just peak of the emissions level is 
complicated. Therefore modified measurements procedure was suggested which is using two linear regression curves approximating 
the fields strength before the fault and after fault. Those curves interception point is the estimate of the fault position. 

The position estimation example for the pipe buried at 1.2m depth was given. The resulting fault location estimation error was 
presented. It can be seen, that while digging the ground out and getting closer readings, less than 5cm location error is possible.  

 

 

1. INTRODUCTION 

 
Quality of water supply pipelines is of great im-

portance: shortage of fresh water leads even to 
tension between the countries [1-3]. In particular, 
our interest lies in water transportation pipes. Cor-
rosion, pressure differences lead to ruptures of 
pipes creating a water leak. Even a small leak might 
cause a lot of water to be lost. For example, in Chi-
cago leak-related losses make 40 % [4]. 

Modern pipes [5] used for hot water transfer are 
encased in external cover from high density poly-
ethylene and inner space is filled with plastic foam 
for a thermal insulation.  

 
 

Water pipe (Steel)

Outer coating (high density polyethylene)

Thermal insulation (polyurethane foam)

Monitoring wire (copper)

 

Fig. 1. Modern water pipe design  

 
For inspection and monitoring purposes, wires 

are placed inside the thermal protection foam. 
Those wires together with a metal pipe represent a 
two-wire asymmetric transmission line which is 
used for definition of damage of a pipe at even 
weak leak of water. Impedance measurement is 
used for leakage event detection and time domain 
reflectometry (TDR) is used for leak location [6]: wet 

foam is disrupting the transmission line impedance, 
so reflection occurs at leakage point.  

 

Leakage is creating the impedance mismatch
which can be located by TDR

TDR
equipment

 

Fig. 2. Leakage location by TDR 

 
Unfortunately, TDR location is prone to location 

errors due to reflection at the [4,7,8] closest point of 
fault and propagation speed estimation errors. 

We are suggesting an alternative fault location 
technique, capable of locating the fault place by 
doing the electromagnetic (EM) field strength mea-
surements outside the pipe. 
 

2. FAULT LOCATION PRINCIPLE  

 
The transmission line has losses; in particular 

caused by electromagnetic field radiation outside 
(outer conductor for shielding does not exist). We 
have decided to try to define the amount of this 
radiation and to try to use this effect for location of a 
damage place (Figure 3).  

Arrangement of the radiated EM field measure-
ment of the matched transmission line-type pipe is 
presented on Figure 4.  

Termination was placed at the open pipe end. 
The outer shell diameter of the pipe used was 
200 mm, inner steel pipe diameter was 50 mm. 
Pipe length was 3m. Pipe was hung in the labora-
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tory to keep away from metal objects at least by 
500mm. The RF generator injected the 50MHz 
10Vp-p signal into the opposite end of the pipe. EM 
field strength was measured using whip antennae 
(500 mm length), level was registered using Thurbly 
Thundar Instruments PSA1301T spectrum analyz-
er. Measurements were taken at antennae located 
across the pipe direction. Measurement results are 
presented on Figure 5. 

 

 

Leakage is creating the impedance mismatch
which is tampering the transmission

RF
generator

EM field will fade

RF emissions
meter

EM field strength

distance  

Fig. 3. Suggested location principle  
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Fig. 4. Radiated EM fields measurement setup 
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Fig. 5. Radiated 50MHz EM fields vs. distance from  
terminated end 

 
It can be seen, that due to proper termination 

there is a radiated EM field decay in the area be-
yond the pipe. Experiment was carried out with 
transmission line being not terminated. Broken pipe 
case was simulated. Radiated EM fields measure-

ment of the mismatched (open ended) transmission 
line is presented on Figure 6 and Figure 7. 
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Fig. 6. Radiated 50MHz EM fields vs. distance from  
unterminated end 

 
It can be seen, that due to standing waves loca-

tion of fault place is complicated. Experiment was 
carried out at 50MHz (Fig. 6) and 10MHz (Fig. 7).  
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Fig. 7. Radiated 10MHz EM fields vs. distance from  
unterminated end 

 
Such frequency was chosen intentionally, since 

suggested method should locate the buried pipe: 
higher frequencies will be largely attenuated in soil 
[8]. Using lower frequencies will give larger distance 
between standing waves and the accuracy or the 
measurement will be decreased. 

Experiments were carried out on pipe buried 
1,2m in soil (Figure 8). The pipe end was left open 
(unterminated case), polyethylene cap was applied 
on the open end. Pipe was buried in wet clay. 
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Fig. 8. Buried pipe radiated EM field above the soil @10MHz 
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Radiated EM fields measurements of the open 
ended transmission line at 10MHz frequency are 
presented on Figure 9.  
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Fig. 9. Radiated 10MHz EM fields vs. distance from buried 
pipe @10MHz 

 
It can be seen that there are two curves prevailing: 
standing wave profile created field along the pipe 
with transmission line and decaying EM field at the 
end of the pipe. The location of the pipe end using 
peak of the emission is complicated. Therefore mo-
dified measurements procedure was suggested. 
 
3. THE MODIFIED PROCEDURE  

 
We suggest using two linear regression curves 

approximating the aforementioned fields’ strength. 
Left hand side (standing wave profile along the pipe 
with transmission line): 
 

                               111 bxay += .   (1) 

 
And the right – hand side curve (field along the pipe 
without transmission line): 
 

                              222 bxay += .  (2) 

 
Then curves interception point can be determined 
by equating (1) to (2): 
 

                         2211 bxabxa +=+ .  (3) 

 
The solution x for the equation (3) is the estimate of 
the fault position: 
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x

−
−

=
.  (4) 

 
Equation (4) was used on Figure 8 and Figure 9 
data to locate the fault position (Figure 10).  
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Fig. 10. Radiated 10MHz EM fields vs. distance from buried 
pipe @10MHz 

 
Coefficients used and error obtained are presented 
in Table 1. 

 
Table 1. Fault position estimation data 

 

Away 
from 

soil, cm 
a1 b1 a2 b2 ∆x, cm 

10 0,015 59,6 -0,4 60,6 2,16 

50 0,004 47,2 -0,16 45,9 7,39 

100 0,002 33,3 -0,07 31,8 19,44 

120 -0,002 21,6 -0,05 20,7 18,80 

 
The resulting fault location estimation error is pre-
sented in Figure 11. 
 

 

Fig. 11. Buried pipe fault location error vs. distance from soil 
@10MHz 

 
4. CONCLUSIONS 

 
A TDR alternative fault location technique for mod-
ern hot water transportation pipes by using the 
measured EM field strength outside the pipe was 
suggested. It has been shown that the location of 
the pipe end using just peak of the emissions level 
is complicated. Therefore modified measurements 
procedure using two linear regression curves ap-
proximating the fields’ strength before the fault and 
after fault was suggested.  
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The position estimation example for the pipe 
buried at 1.2m depth given suggests that the result-
ing fault location estimation error can be less than 
5cm. 
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Abstract 

 
A directory service is a simplified database. The Lightweight Directory Access Protocol is a distributed directory service protocol, 

and is based on a client-server model and runs over TCP/IP. The LDAP allows to configure networks for supporting different levels of 
services. 

The purpose of present paper is to propose a modified schema for supporting Service Level Specifications based on LDAP di-
rectories, and study its performance under variety of access patterns. 

 
 

1. INTRODUCTION 

 
The Lightweight Directory Access Protocol 

(LDAP) was originally intended to be a lightweight 
alternative protocol for accessing X.500 directory 
services through the widespread TCP/IP protocol 
stack. This model of directory access was borrowed 
from the DIXIE and Directory Assistance Service 
protocols. 

LDAP is an application protocol for querying and 
modifying directory services running over TCP/IP 
[1]. A LDAP directory is a set of objects with similar 
attributes organised in a logical and hierarchical 
manner, i.e. the directory is a tree of directory en-
tries. Each entry has a unique identifier, i.e. its Dis-
tinguished Name (DN). This consists of its Relative 
Distinguished Name (RDN) constructed from some 
attribute(s) in the entry, followed by the parent en-
try's DN. An attribute has a name (an attribute type 
or attribute description) and one or more values. 

A client starts an LDAP session by connecting to 
an LDAP server. After that it sends an operation 
request to the server, and the server sends re-
sponses in turn. With some exceptions, the client 
need not wait for a response before sending the 
next request, and the server may send the re-
sponses in any order. 

LDAP defines operations for querying and up-
dating the directory. Operations are provided for 
adding and deleting an entry from the directory, 
changing an existing entry, and changing the name 
of an entry. Most of the time, LDAP is used to 
search for information in the directory. 

The LDAP search operation allows some portion 
of the directory to be searched for entries that 

match some criteria specified by a search filter. In-
formation can be requested from each entry that 
matches the criteria.  

The current Internet operates on a best-effort 
basis, in which all packets are treated equally. 
Thus, the improvement of network service models 
with mechanisms to provide multiple service levels 
to users is actual problem. Researchers in the 
DiffServ community have proposed storing these 
policies in a central or distributed policy repository 
administered and accessed using a directory ser-
vice such as LDAP [3], [4]. In this scenario, the 
policy repository is updated when the network pro-
vider negotiates new Service Level Specifications, 
or renegotiates existing contracts, and also when 
the policies need to reflect changes in network to-
pology or traffic levels. Network elements frequently 
access the policy database, and download the cur-
rent set of rules according to which customer traffic 
is served. 

The purpose of present paper is to propose a 
modified schema for the administration of Service 
Level Specifications (SLS) based on LDAP directo-
ries, and study its performance under variety of 
access patterns. 

 
2. SCHEMA FOR SUPPORTING SERVICE LEVEL 

    SPECIFICATIONS 
 
Recently, there has been much interest in net-

work service models with mechanisms to provide 
multiple service levels to users. The two main ap-
proaches under discussion are the integrated ser-
vice model, which supports quality of service (QoS) 
levels by allowing per-flow resource reservation 
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using RSVP signaling, and the differentiated service 
model, which provides multiple service classes 
which are served using different per-hop behaviors. 
In either model, the network provider negotiates a 
service level specification with a customer, defining 
aspects of network behavior such as the type of 
service user packets will receive, and the con-
straints the user traffic must adhere to. The Service 
Level Specification (SLS) may be dynamically re-
negotiated, based on changes in the customer re-
quirements or network conditions. The network 
access points and internal routers implement the 
classification, resource control, and administrative 
policies associated with SLSs.  

In fig. 1 is depicted Generic SLA Architecture [6]. 
The Domain Manager (DM) generally manages the 
network domain. It communicates with the policy 
server that administrates policies, rules and actions 
for different services stored in a policy repository. In 
addition, the network provider provisions the net-
work in order to provide the service contracted to 
customers. The provisioning is physical (adding or 
removing network elements) and logical (partition-
ing or configuring network elements). 

 

 
 

Fig. 1 
 

The network configuration information may be 
maintained in LDAP directories, and downloaded 
periodically by routers. This allows the network pro-
vider to adjust configurations (for example, buffer 
space, or packet drop precedences) with a finer 
granularity in response to network usage feedback. 

The architecture based on first approach pro-
vides immediate bandwidth reservation when ca-

pacity is available, as well as allows bandwidth 
resource to be reserved in advance (fig. 2).  

 

 

 
Fig. 2 

 
A preliminary schema using LDAP for configura-

tion of DiffServ networks has been proposed in [3]. 
The various aspects of a service, such as the traffic 
profile the user traffic must conform to in order to 
receive the service, and the forwarding rules for 
conforming traffic, are captured in a set of policies.  

The Architecture of Network QoS Control Using 
LDAP consists of a management tool, a policy re-
pository, a policy decision entity, and a policy en-
forcement entity. Fig. 3 shows the functional rela-
tions between these different entities. In the context 
of the service environment under consideration, the 
management tools are used by the network admin-
istrator to populate and maintain the LDAP directory 
with policies. Management tools may or may not 
reside on the same host as the directory server. 
Enforcement entities apply policy rules. A decision 
entity and enforcement entity are usually assumed 
to reside at each edge device, or network access 
point. The edge device is referred to by its location 
and would most likely be placed at the access point 
between a local subnet and the backbone network, 
or at the boundary between backbone networks of 
two service providers. At initialization, the edge 
device identifies its interface addresses. It deter-
mines the set of policies required for these inter-
faces, and downloads the corresponding classifica-
tion policy rules from the LDAP server, as well as 
the service specifications referred by the policies. 
Subsequently, the edge device may poll the server 
periodically to learn of modifications to the directory, 
and download its set of policy rules if the directory 
is modified. If asynchronous mode operations are 
supported by the directory service, the downloading 
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of policy rules could also be triggered upon chan-
ges in the policy rules. 

The decision entity downloads policy rules from 
the repository, through a LDAP client. The enforce-

ment entity queries rules from the decision entity 
and carries out packet handling and monitoring 
functions. 

 

A customer attaches to the network at one or 
more interfaces belonging to an edge device. Each 
interface is identified by an IP address. At each 
interface, one or more policies may be defined, and 
customer packets are monitored and processed 
according to these policies. Each policy is associ-
ated with a service level which defines actions on 
the part of network elements in handling customer 
packets. A policy may be applied on the basis of 
source/destination IP addresses, transport proto-
cols, source/destination ports, and other parame-
ters such as default port, URLs, etc.  

Policy rules are stored in the LDAP directory as 
SLS PolicyRules objects (derived from the Policy 
class described in [3]). SLS PolicyRules objects 
may have attributes specifying the policy name, 
priority level of the rule, and the network interfaces 
to which the rule may be applied, as well as refer-
ences to objects which specify the traffic profile, pe-
riod of validity of the rule, type of RSVP service or 
DiffServ action, etc. 

The directory structure of the LDAP directory 
used in proposed schema for supporting SLS is 
shown in Fig. 5. 

Each Customer entry has a set of associated In-
terface entries. The Policy entry directly under the 
Customer specifies policy rules common to multiple 
interfaces belonging to the customer, while the 
Policy entry for each Interface specifies the policy 

rules specific to customer traffic at that Interface. In 
general, the Policy entry refers to one or more of 
the Service entries in the directory to specify the 
service to be received by the corresponding traffic. 

 
 

 
 

Fig. 5 

 
The other entries shown in the LDAP directory 

include Channel and Pacer entries. A channel is a 
virtual pipe between an ingress edge device and an 
egress edge device. A pacer is the abstraction that 
limits the total amount of traffic that can be sent out 
into the backbone network at an access point. 

The search filter for the search operation was 
constructed from the Interface address of interest, 
and the corresponding Policy object. 

 

 
 

Fig. 3 

 

 
Fig. 4 
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3. PERFORMANCE ANALYSIS OF SLS  

    ADMINISTRATION SCHEME 

 
Usually, the response delay at the LDAP server 

is obtained using the result of a nonpreemptive 
priority-based M/G/1 queue [2]. Thus, if we want to 
evaluate the response delay at the LDAP server, 
we only should consider the messages having 
higher priority than LDAP ones and ignore the lower 

priority messages, but these assumptions are not 
quite realistic in common case. The response delay 
at the LDAP server can be estimated more precise-
ly by proposed bellow simulation model. The simu-
lator is created with GPSS (General Purpose Simu-
lation System) World Student version. 

The simulation model is represented by follow-
ing GPSS– block diagram (fig. 6). 

There are N model segments which correspond 
to server processing of LDAP requests (in manner 
one thread one request) and one model segment 
which corresponds to the transmission (over com-
munication channel) of LDAP as well as non- LDAP 
messages. 

The number of LDAP clients (which generate 
requests) is N. Note that LDAP server can be multi-
processor system with M processors and each pro-
cessor can start L threads, i.e. K=M.L. If N>K, the 
model segments which correspond to processing of 
LDAP requests would be realized with only K facili-
ties, e. g. duplicating model segments- 1,2,…k the 
necessary times. 

The modeling process aims at getting the re-
sponse delay for LDAP requests. The delay in-
cludes two components- search time and transmis-
sion delay (latency due transport over communica-
tion channel). The search time, or processing time 
due to bind (open the connection) and search in 
directory actually increases slightly at heaviest load. 
The time slot in this model is time that one thread 
processes one byte of the LDAP request.  

The entry size for these simulations is random 
and realistic values in each data item, and the de-

fault directory size is 10 000 entries. We make the 
assumption that these entry sizes are geometrically 

distributed with mean value 1/(1-α)=490 bytes. The 
probability that the LDAP clients start a new request 

is denoted by β, therefore the probability that a 

client starts a new request is β/N. We assume 

β=0.008 and N=10. 
The bandwidth of the communication channel 

(through Internet) is considered fixed, but only a 

fraction σ of it is available for the transmission of 
LDAP messages. The ratio between the transfer 
rate from LDAP server and the communication 
channel bandwidth is denoted by p. We assume 
p={1, 2, 3, 4, 5} and 10 Mbps channel. 

The system load is: 
 

                        ( )ασ
βρ

−
=

1

.p
  (1) 

 

Also, we assume ρ=0.4, 0.5, 0.65, and 0.98 and 
connection rate characteristics for the two type 
(LDAP as well as non- LDAP) messages. The load 
at the communication channel for non-LDAP mes-
sage is generated by source (fig.6) with mean rate-
γ, i.e: 

 
Fig. 6 
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Thus, the desired values of load- ρ correspond 
to the values of γ (The latter is an adjustable pa-
rameter). 

Table1 shows the LDAP response delay, or la-
tency versus load generated by LDAP and non- 
LDAP messages.  

Table1 
 

Delay,us ρ=0.98 0,65 0,5 0,4
p=1 48608 1869,5 953,1 639,58

2 48119 1857,8 948,93 637,51
3 47630 1845,7 944,44 635,18
4 47140 1833,4 939,81 632,74
5 46650 1820,9 935,12 630,25  

 

Fig. 7 

 
Fig. 7 represents graphically first row of this ta-

ble, as well as trendline for delay versus LDAP and 
non- LDAP load. Note, that the dimension of Y- axe 
is ms.As one can see the LDAP response delay 
increases with the system load, which is logical.  

 

4. CONCLUSIONS 

 
In this work, we propose a modified LDAP 

schema for supporting Service Level Specifications. 
This article also provides a study of response delay 
at the LDAP server, which is used to configure net-
works for supporting different levels of services. 

In order to decrease LDAP response delay, or 
improve performance, the dual processor server 
could be deployed. The dual processor server 
shows similar performance at low loads, and the 
advantage increases to give roughly 40% smaller 
latency at higher loads for the total response time. 
The reduction in latency is observed mainly due to 
the reduction in the so-called connect time. 
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Abstract 

 
In this paper two algorithms: Gaussian window and water flow algorithm for text parameters identification and extraction are presented. 

As a result of algorithms extended text area is formed. It is used for text parameters calculation and estimation. Using numerical methods 
such as least squares and interpolation, reference text line and skew rate are calculated, estimated and extracted. 

Both algorithms are analyzed, examined and evaluated under different printed and “handwritten” text samples. Result from ex-
periments pointed out their strengths and weakness. Finally, both algorithm results are given, com-pared and summarized. 

Algorithms showed robustness for wide variety kinds of skewness.  

 
 

1. INTRODUCTION 
 
Sample printed text is usually well formed and 

characterized by strong regularity in shape. Differ-
ent text lines have similar orientation. Hence, they 
have similar or equal skewness. Due to, their orien-
tation hasn’t variability on same text page. Descen-
dants and ascendants from neighbour text lines are 
sufficiently apart from. So, they aren’t mix up mutu-
ally. It means text distance between lines is big 
enough to regularly split up text lines. Similarly, 
word in text lines are formed regularly with pretty 
similar distance and inter word spacing is decent as 
well. 

Unlike, handwritten text is fully or partially cur-
sive text. It tends to be differently oriented and 
skewed. Text lines in the handwritten documents 
are primarily curvilinear and close to each other. 
Descendants and ascendants from neighbour text 
lines are occasionally mix up. Text distance be-
tween lines is close to each others. So, text lines 
get into each other. Word in text lines aren’t formed 
regularly and their distance is different. But, simi-
larly to printed text, handwritten text inter word 
spacing is tolerable. But, appearance of different 
orientation skewed lines and text lines close to each 
other made the handwritten text to be less read-
able.  

Previous work on text line parameters identifica-
tion and extraction can be categorized in few direc-
tions: 

– Histogram analysis, 
– K-nearest neighbour clustering, 
– Projection profile, 
– Fourier transform, 
– Cross-correlation, 
– Other models. 
In [1] is mentioned proposed technique of refer-

ence line extraction based on identifying valleys of 
horizontal pixel density histogram. Method failed 
due to multi-skewed text lines. 

K-nearest neighbour clustering method i.e. doc-
strum [2] is by product of a larger page layout ana-
lysis system, which assumed that only text is being 
processed. The connected components formed by 
the nearest neighbours clustering are essentially 
characters only. The method is suitable for finding 
skew angle. But, it is limited to Roman languages 
due to poor text line segmentation. 

Another method proposed in [2, 3] deal with 
simple multi-skewed text. It uses as a basis simple 
type of Hough transform for straight lines. But, it is 
too specific. 

The Fourier transform method is a representa-
tion in the Fourier domain of the projection profile 
method in the pixel domain. The results are mathe-
matically identical, but Fourier transform is only dif-
ferent approach to the same text and document 
properties projection profile is based upon [2]. 

The cross-correlation method calculates both 
horizontal and vertical projection profiles and then 
compares the shift inter-line cross-correlation to 
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determine the skew rate. Although method can 
handle complex layout structure documents, ap-
plied range is limited to (-10°, 10°) [2]. 

Algorithm proposed by [4] model text line detec-
tion as an image segmentation problem by enhanc-
ing text line structure using a Gaussian window and 
adopting the level set method to evolve text line 
boundaries. Author specified method as robust for 
different languages, but rotating text by an angle of 
10° or more has an impact on reference line hit 
rate. 

Method of identifying words contour area as a 
start of detecting baseline point proposed in [5]. 
But, the assumptions made on the definition of word 
elements are too specific. 

Method [1] hypothetically assumed a flow of wa-
ter in a particular direction across image frame in a 
way that it faces obstruction from the characters of 
the text lines. This method is adopted in [6]  

In this paper, the base modification of methods 
proposed in [1] and [4] are implemented, analysed, 
examined and compared. 

This paper is organized as follows: Section 2 in-
cludes brief description and information on pro-
posed algorithms. In Section 3 text experiments are 
defined. Further, in Section 4 given results are ex-
amined, compared and discussed. In Section 5 
conclusion is made as well as further investigation 
direction. 

 
2. PROPOSED ALGORITHMS 

 
Document text image identification procedure 

consists of three main stages as shown in Figure 1. 
In preprocessing stage, algorithm for document 

text image binarization and normalization is applied. 
Now, preprocessing text is prepared for segmenta-
tion, feature extraction and character recognition. 

During the processing stage, algorithms for text 
segmentation as well as for skew and reference text 
line identification are enforced. After that, reference 
text based on skew and stroke angle, is straight-
ened and repaired. Finally, in postprocessing stage 
character recognition process is applied.   

In this paper, elements of processing stage are 
employed i.e. feature extraction. A few assumptions 
should be made before defining algorithm. We sup-
pose that there is an element of preprocessing and 
processing. After that document text image is pre-
pared for feature extraction. Hence, it represents 
distinct entity consists of group of words. 

Document text image is an input of text grey-
scale image described by following intensity func-
tion: 

I (l, k) ∈ [0,..,255] , (1) 

where l ∈ [0, N-1] and k ∈ [0, M-1].  
After applying intensity segmentation with bi-

narization, intensity function is converted into binary 
intensity function given by: 

Ibin (l, k) = 
 1  for  I (l ,k) ≥ Ith 

(2) 

0  for  I (l, k) < Ith 

where Ith is given by Otsu algorithm [8]. 

Now, separated and extracted text line is repre-
sented as digitized document image by M x N di-
mension matrix X. Each word in document image 
consists of black points i.e. pixels. Every point is 
represented by number of coordinate pairs such as: 

 

                         X (i, j) ∈ [0,1] , (3) 

where i = 1, …, N,  j = 1, …, M of matrix X  [9, 10].

 

 
 

 
Fig. 1.  Document text image identification procedure 
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2.1. Gaussian window algorithm 
 

Algorithm using Gaussian window (GW) ex-
pands black pixel area by scattering every black 
pixel in its neighbourhood. Around every black pixel 
new pixels are dispersed. Those pixels have lower 
intensity of black i.e. level of greyscale. Its intensity 
depends on their position or distance from original 
black pixel. Our document image matrix is again 
greyscale. Hence, intensity pertains in level region 
[0-255]. Our black pixel of interest has coordinate 
Xi,j and intensity of 255, while neighbour pixels have 
around coordinates and intensity smaller than 255 
i.e. greyscale level. 

After applying Gaussian window, equal to 
2*K+1, on document image, text is scattered form-
ing enlarged area around it. 

Converting all non black pixels in the same area, 
as well as inverting image, forms the black pixel 
expanded areas. Expanded areas example is given 
in Figure 2.  

100 200 300 400 500 600

20

40

60

80

100

120

140

160

180

200

220

Fig. 2.  Expanded text areas 

 
2.2. Water flow algorithm 

 
Original water flow algorithm (WF) assumes hy-

pothetical water flows under only few specified an-
gles of the document image frame from left to right 
and vice versa [1]. Previously, the definition of pixel 
type is needed (See Figure 3). 

 
 i i+1   i i+1   i i+1 

j-1 o o  j-1 x o  j-1 o o 

j x o  j x o  j x o 

j+1 x o  j+1 o o  j+1 o o 

           

 a)    b)    c)  
           

 

 

Fig. 3.  a) Upper boundary pixel, 
b) Lower boundary pixel,  c) Boundary pixel for  

additional investigation  

 

Proposed algorithm verifies boundary pixel type 
in document text image. After verification, it makes 
unwetted areas around the words. Due to upper or 

lower pixel type, area slope is α or –α. Specifically, 
additional verification is made on pixel for additional 
investigation. It can be lower, upper or no boundary 
pixel due to its neighbour area. Apart from [9] and 
[10] enlarged window R x S pixels is defined as a 
basis. For analysis, it is proposed R = 5 and S = 7 
[6]. Position of window is backwards from pixel 
candidate for additional investigation. After addi-
tional investigation pixel type is designated [6]. 
Simplifying, unwetted areas algorithm draws area 
under specified angles. As a result words are 
bounded by unwetted dark stripes. These regions 
are pointed out by lines defined as:  

                             yα = k * x , (4) 

where slope k = tan(α)�. Lines defined by slope 
make connection in specific pixel creating unwetted 
area defined as grey region in Figure 4. 

 

 
Fig. 4.  Expanded text areas 

 

Basic water flow algorithm is proposed with fixed 
water flow angles of: 14º, 18.4º, 26.6º and 45º ap-
plying distinct masks on original document image 
[1]. In [6] water flow algorithm is extended in its 
formulation. Still, making straight lines from bound-
ary pixel type and connecting each others in speci-
fied point makes unweted region as well. But, water 

flow algorithm is free to choose different α from 0 º 

to 90º. Unfortunately, whole range of α can’t em-
ploy due to words limitation to form connected text 
line regions. 

 
2.3. Reference text line calculation 

 
The reference line and skew angle identification 

is based on information obtained from black pixel 
expanded areas after applying algorithm. Created 
areas are corner stone of reference text line calcu-
lation, estimation and extraction. Defining reference 
text line means calculating specific average position 
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of only black pixels in every column of document 
image. Calculating reference text line is given by:  

     
L

Y
    X

L

j
i

j∑
== 1

i = 1, …, K  , 
(5) 

where Xi is point position of calculated reference 
text line, i is number of column position of calcu-
lated reference text, Yj is position of black pixel in 
column j and L is sum of  black  pixel in specified 
column j of an image [1, 9, 10].  

After calculation, image matrix with only one 
black pixel per column is obtained. Black pixel per 
column defines calculated reference text line and 
text line skewness. “Calculated” reference text line 
forms continuous or discontinuous line partly or 
completely “representing” reference text line. To 
form continuous reference text line from point’s 
collection some numerical method could be used.  

 
3. TEXT EXPERIMENTS 

 
3.1. Printed text experiment 

 
For the first experiment, sample printed text no.1 

is rotated up to 45° by step of 5° around x-axis. 
Sample text no.1 is given in Figure 5. This sample 
text reference line is represented by: 

 

y = a * x + b , (6) 

 

 
Fig. 5. Sample text no.1                   

 
After applying algorithm to sample text, refer-

ence text line is calculated by (5). To achieve con-
tinuous linear reference text line from point’s collec-
tion, least square method is used. First degree 
polynomial function approximation is given by: 

 

y = a' * x + b’ , (7) 
 

ndp (number of data points) is used and the 
slope a’, and the y-intercept b’  are calculated as 
[10]: 
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Further, referent line hit rate (RLHR) is defined 
by: 

 

 
β 

 β  β 
     1  RLHR   

ref

est ref   −−=  , (10) 

 

where βref is arctangent of a (origin) from (6) as well 

as βest is arctangent of a’ (calculated i.e. estimated) 
from (7). RMS values are calculated by [11]: 
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where R is number of examined text rotating angles 

up to 45°, Xref is RLHR for βest equal to βref, due to 
normalization equal to 1, and Xest is RLHR. 

 
3.2. “Handwritten” text experiment 

 
For further experiment, “handwritten” sample 

text no.2 is used. Example of “handwritten” text is 
given in Figure 6. 

 

 
Fig. 6. Sample text no.2                      

 
β1 = β, β2 = -β and β3 = β are angles of the first, 

second and third text line, respectively. It could be 
noticed, second and third text lines are rotated by 

2*β from “previous” reference text line at once. 
Hence, this example is rather extreme one. Sample 

text no.2 with β from +5° to +25° by step 5° and the 

water flow angle α from 10° to 30° by step 5° are 
examined. 

 
4. RESULTS AND DISCUSSION 

 
GW and WF algorithms RLHR for sample text 

no.1 is given in Figure 7 and 8. 
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GW RLHR is in region 92%-98.5%. Using GW 

parameter K between 10 and 20 is smart enough 
due to better segmentation characteristics. This led 
to RLHR of 95%-97%. WF RLHR is in region 88%-
98.5%. Using water flow angles bigger then 15° led 
to RLHR between 96%-98%. WF vs. GW algorithm 
RMS comparison is given in Figure 9. 

Using bigger K in GW or bigger α in WF tend to 
wider deviation of results i.e. greater RMS. WF is 
superior in text rotation angles sub region 5°-25°, 
but GW is better in whole region. 
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GW and WF RMS for fractured sample text no.2 

is given in Figure 10 and 11. 
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For  βi, (i = 1, 2, 3) up to 15° WF is still usable 

as such as GW. Insensibility to errors is strength of 

GW evident for bigger βi. GW and WF fractured text 

mean RLHR of βi is given in Figure 12 and Figure 
13. 

Still, previous noting is similar i.e. WF is better 
for smaller text rotation angle and GW is better for 
wider text rotation angle variation.  
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5. CONCLUSION 
 

In this paper, algorithms for reference text line 
and skew rate identification of printed and handwrit-
ten text is presented. It assumes creation of ex-
panded text area based on water flow or Gaussian 
window algorithm. Both algorithms are analyzed 
and examined under printed and “handwritten” text 
samples. Water flow algorithm is well behaved for 
“smaller” text rotation angle up to 30°, while Gauss-
ian window is more robust in wider rotation angle 
region. Further improvement of water flow algorithm 
should be made in creating “water” to follow text 
rotation angle. 
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Abstract 

 
The objective of this paper is the presentation of a three-dimensional model which simulates the electromagnetic propagation in 

outdoor urban areas for GSM frequencies (900 - 1800 MHz), through the combination of separate propagation mechanisms. The 
simulation results of each propagation mechanism are analyzed in order to derive its contribution to the total received field. The 
simulation program is created using Matlab. 

The mechanisms considered for evaluation are the Line-of-Sight, scattering and diffraction. The produced radiocoverage dia-
grams indicate the importance of scattering and diffraction as mechanisms of electromagnetic propagation in mobile telecommunica-
tions coverage in dense urban environments. They also provide a satisfactory radio coverage prediction for three-dimensional space 
taking into account the difference in height between the transmitter and the receiver.  

 
 
1. INTRODUCTION 

 
The goal of our research is to create tools which 

provide accurate predictions of the electromagnetic 
field in urban areas in order to reach a required 
level of coverage. 

For the creation of these algorithmic tools we 
took into account three distinct propagation mecha-
nisms, Line-of-Sight, scattering and diffraction. The 
computation of the scattered field from planar sur-
faces was achieved with the use of Physical Optics 
theory, whereas the computation of the diffracted 
field from three-dimensional wedges was achieved 
with the use of Physical Theory of Diffraction. 

In the case of scattering, the calculation of re-
flections from the ground is based on Geometrical 
Optics, while the calculation of scattering from the 
finite building surfaces is based on Physical Optics. 
Our model takes into account not only first but also 
second order phenomena. Consequently, it compu-
tes the field that is reflected from the ground sur-
face and then scattered from a building facet, and 
vice versa. 

In the case of diffraction, Ufimtsev’s Physical 
Theory of Diffraction is used to perform simulation 
in two-dimensional space and subsequently Mitz-
ner’s theory, in order to expand that simulation to 
three-dimensional space. 

2. SIMULATION CONSIDERATIONS 
 
The following assumptions are made for the 

simulations: 
 

• The buildings are considerably taller than the 
position of the transmitter. 

• All buildings have four wedges. 
• Buildings’ shape: not necessarily rectangular. 
• Only first order wall scattering and diffraction 

are taken into account. 
• Phenomena of depolarization are not being 

examined. 

 
3. ALGORITHM SIMULATION STEPS 

 
3.1. Step 1: Data Input 

 
The data inserted by the user to the simulation 

program are:  
 

• the electromagnetic characteristics of the in-
cident field, i.e. frequency, polarization, inten-
sity, 

• the geometry of the scene, 
• the location of the transmitter, 
• the height of the receiver. 
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3.2. Step 2: Identification of the Shadow Region 
 
Based on our assumption that the buildings are 

considerably taller when compared to the height of 
the transmitter, we can assume that the shadow 
region remains unaltered independently of the posi-
tion of the receiver, and therefore it can be calculat-
ed in 2-D space. To achieve that, the simulator 
separates the given space into pixels and runs 
through all of them sequentially to determine which 
are illuminated by the transmitter. The result of this 
step is demonstrated in Figure 1. 

The shadowing algorithm also returns matrices 
containing the illuminated facets (edges and vec-
tors) and illuminated wedges of the buildings. 
These will be used as input to the algorithms that 
compute the scattered and diffracted fields respec-
tively. 

 

 
Fig. 1. Shadow region calculation 

 
3.3. Step 3: Calculation of the LOS  
       (Line-of-Sight) field 

 
The LOS field is automatically calculated for all 

the pixels that the simulator determines as being 
illuminated by the transmitter. The following equa-
tion is used for the calculation: 

 

                     
3 0

−

− =
jkr

LOS D
e

E E
r

          (1) 

 
where k is the propagation constant, E0 is a con-
stant related to the emitted power given in V/m and 
r is the propagation path length.  

 
3.4. Step 4: Calculation of the Scattered field 

 
The scattered field is computed as the sum of 

the complex vectors that arrive at the receiver an-

tenna from the four paths, described in the following 
paragraphs. 

In order to compute the scattered field, we used 
the ‘Near to Far Field Transformation’ method [4]. 
Specifically, we perform segmentation of the scat-
tering surface into an appropriate number of small 
rectangles (cells), when the receiving antenna is 
located in the near or Fresnel zone of the scatter-
ers. By such a subdivision of the electrically large 
scatterer, an observation point which is originally 
located in the near or Fresnel zone of the scatterer, 
is then transferred to the far region of the smaller 
cells. 

 
3.4.1. First order ground reflection  

 
In the case of first order ground reflection the 

Image Theory is applied, as demonstrated in Fig. 2. 
 

 
 

Fig. 2. First order ground reflection  
(T:Transmitter, R:Receiver) 

 
The receiver field is: 
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where R  is the binary Fresnel reflection factor. The 
Fresnel reflection factor acquires the following value 
for horizontal polarization of the electromagnetic 
field (vertical to the plane of incidence): 
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In the case of vertical polarization of the elec-
tromagnetic field (parallel to the plane of incidence), 
the Fresnel reflection value is: 
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where angle iϑ  is the angle of incidence at the 

reflection surface, and σλεε 60irc −= . The factor 

cε  depends both on the electrical characteristics of 

the surface and the frequency of the signal. 
The steps followed for the simulation in this case 

are: 
• Definition of the image of the transmitter 
• Definition of the reflection point for every 

point of the receiver plane 
• Calculation of the reflection angle from the 

ground 
• Calculation of the Fresnel factor (equations 

(3) and (4)) 
• Calculation of received field (equation (2)) 
 

3.4.2.. First order building scattering 
 
The geometry used for the calculation of the first 

order scattered field from a building facet is pre-
sented in Figure 3. 
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Fig. 3. Geometry for the calculation of scattered field  

from the building 

 
The equation used for the calculation of the 

scattered field from a building facet is: 
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where 

)( STs ′′= is the distance of propagation between 

the transmitter and the scatterer, 

)( RSs ′=′ is the distance of propagation between 

the scatterer and the receiver, 

R  is the binary reflection Fresnel factor, 
k  is the propagation constant, k = 2π/λ, 

iϑ  
is the vertical angle of incidence, 

sϑ  is the vertical angle of scattering, 

sϕ  is the horizontal angle of scattering, 

yx LL ,  are the dimensions of the scatterer, 

0E is the emitted electric field (V/m) 

R  is the binary Fresnel reflection factor, given 
by equations (3) and (4). 

The distances s , s′  and the angles of incidence 
and scattering, are measured from the center of the 
scatterer. 

Equation (5) also contains the path loss for the 
examined case. 

 
3.4.3. First order building scattering followed by  
          ground reflection 

 
Figure 4 presents the application of Image The-

ory in the case of first order scattering from a build-
ing facet followed by a second order reflection from 
ground. 

 

 
Fig. 4. Geometry for double reflection – Image Theory  

 
Following the calculation of the scattered field 

from the building facet, the simulator multiplies that 
field with the Fresnel factor to derive the final re-
ceived field. 

In the case of second order scattering, we as-
sume that the polarization of the incident wave on 
the ground is the same as that of the incident wave 
on the building facet, as we do not examine phenol-
mena of depolarization.  

 
3.4.4. First order ground reflection followed by  
          building scattering 

 
Figure 5 presents the geometry applied for first 

order ground reflection followed by second order 
scattering. In this case an image of the scattering 
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surface is not necessary, as the secondary source 
towards the scatterer is the ground surface. 

 

 
Fig. 5. Geometry for double reflection – Image Theory 

 
Equation (2) is first applied to calculate the re-

flected field, and then equation (5) is applied to 
calculate the scattered field, where )( STs ′=  and 

)(SRs =′ . 

 
3.4.6. Simulation Examples 

 
The following data were used for the simulation:  
- Ground: εr=15, σ =7 S/m 
- Building: εr_wall=7, σwall=0,2 S/m 
- Building Surface dimensions: ly=16m, lz=12m  
- Building Surface Position: x=15m, y=0m 
- Transmitter position: x=100m, y=50m, z=6m 
- Receiver height: 1,5m 
- Frequency: 900MHz 
- E0 = 5 V/m 
- Area dimensions: 200m x 200m 
In Figure 6, we observe the simulation results of 

the first case, where we take into account only first 
order ground reflection. 

 

 
Fig. 6. First order scattering from the ground  

(Power density in dBm) 

 
In Figure 7, we observe the simulated field that 

results from first order scattering on the building, 
and subsequent second order reflection from the 

ground, for several positions of the transmitter. The 
building is coloured black, and we assume, for con-
venience, that there is no received field in the gray 
area behind the scattering surface. 

 

 
Fig. 7. First order scattering from the building followed by 

second order the ground reflection  
(Power density in dBm) 

 
Figure 8 presents the case of first order ground 

reflection followed by scattering on a building. The 
results are similar to those of the previous case. 

 

 
Fig. 8. Ground reflection followed by scattering from  

the building (Power density in dBm) 

 
3.5. Step 5: Calculation of the Diffracted field 

 
The diffraction algorithm is applied by the simu-

lator on all those wedges returned by the shadow-
ing algorithm, i.e. all those building wedges directly 
illuminated by the transmitter. It must be noted that 
only first order diffraction phenomena are taken into 
account. The simulation is based on Mitzner’s theo-
ry, that uses Incremental Length Diffraction Coeffi-
cients (ILDC) to provide the approximation of the 
diffracted field by a wedge of any outline. According 
to this theory, the 3D diffracted field is given by the 
following expression [2,3]: 
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Fig. 9. Presentation of the angles for wedge diffraction  

in Mitzner’s ILDC theory [2,3] 

 
where the diffraction coefficients D⊥ , D

�
, D ⊥� , 'D⊥ , 

'D
�
, 'D ⊥�  are given by Mitzner’s theory, and include 

special step functions which set on and off the re-
spective diffraction physical optics coefficients de-
pending on the facet of the wedge that is illuminat-
ed.  

Figure 10 presents the diffracted field in the 
case where both facets of a rectangular wedge are 
illuminated. 

 

 
Fig. 11. Diffracted field in the case of illumination of both 

facets of the wedge (dBV/m)  

 
3.5. Calculation of Total Field 

 
The total received field is computed as the vec-

tor sum of the LOS, the scattered and the diffracted 
field : 

 

      Etot = ELOS + EPO_scattered + EPTD_diffracted           (7) 
 

This computation is performed by the simulator 
for each pixel into which the space is segmented. In 
every case the simulator takes into account the 
specific contributions by each propagation mecha-
nism and applies the corresponding values to the 
sum of the received field in the specific pixel, gen-
erating the simulation diagram for a specific height 
(which is the height of the receiver). 

The corresponding path loss in dB is: 
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4. CONCLUSION 

 
On the basis of the aforementioned prediction 

data, concerning the simulated radio coverage de-
rived through the combination of the particular con-
tributions of LOS, scattered and diffracted field, we 
can conclude that scattering and diffraction mecha-
nisms play a vital role in urban telecommunications. 
In environments with dense architectural structures 
it is not easily achievable to obtain an unobstructed 
propagation. In such circumstances, an accurate 
prediction of the received field under specific condi-
tions is of paramount importance, as it eliminates 
the need for practical measurements. That kind of 
prediction is readily available through the use of the 
algorithmic tools described in this paper. 
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î
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Abstract 

 
In this paper, the finite difference time domain method in spherical coordinates is used to analyze a microstrip conical antenna 

with a dielectric electromagnetic band-gap (EBG) structure as substrate. The voltage standing wave ratio, matched impedance, 
maximum gain as well as far-field radiation patterns, are presented. Our study suggests that the microstrip conical antenna on EBG 
substrate holds sufficient potential as a low-profile antenna with very wideband and high gain characteristics. A time domain study 
has shown that the antenna distorts the excitation pulse in a moderate way. These features make the proposed antenna suitable for 
both ultra-wide band systems and as wind-band scan antenna.  

 
  

1. INTRODUCTION 
 
 The need of ultra-wideband (UWB) antennas is 

increasing for both military and commercial applica-
tions [1]. The UWB radio technology promises high 
resolution radar applications, sensor networks with 
a large number of sensors as well as high data rate 
communication over short range for personal area 
networks. With a need for antennas with the charac-
teristics of broad bandwidth and small electrical size, 
conical antenna structures have been a focus of 
research [2,3]. Moreover, microstrip conical antennas 
are of significant importance due to conformal capa-
bility attributed to their low profile structure [4].  

Microstrip conical antennas on uniform dielectric 
substrates have been proposed and analysed [5]. 
Dielectric or magnetic conical substrate enables 
making the antenna electrically smaller and more 
rugged but cannot improve the radiation efficiency 
and gain of the antenna. Electromagnetic band-gap 
(EBG) structures are periodic metallic or dielectric 
materials that can control the propagation of elec-
tromagnetic waves whatever the direction of propa-
gation is. They gained a growing interest in the 
antenna domain since they have been used as 
substrates or superstrates in order to improve pla-
nar antenna performances [6,7]. Recently, EBG 
structures have been used as ground planes to 
produce a uni-directional beam from wideband di-
poles with good gain [8].  

In this study, a mirpostrip conical antenna on a 
dielectric EBG substrate and placed above a 

ground plane, is investigated numerically. A FDTD 
in-house code in spherical coordinates is developed 
to simulate this novel conical microstrip antenna. 
Results concerning VSWR, input impedance, ma-
ximum gain and far-field radiation patterns are pre-
sented. For evaluating waveform distortions, a time-
domain study is also presented. 

 
2. ANTENNA DESIGN AND SIMULATION  
    METHOD  

  
The geometry of the proposed conical microstrip 

antenna on EBG substrate is illustrated in Fig. 1 
and is described by the following parameters: the 
semi-cone angle (flare angle) θ0, the free-space 
semi-cone angle θfree, the length of the antenna’s 

arm antl  and the substrate length subl . The EBG 

sub-strate is made of cylindrical shells with alternat-
ing high (Rogers-TMM4:εr = 9.8) and low (RT-
Duroid, εr= 2.2) permittivity materials with their 
thickness equal to λg/4 (designed at the central 
frequency of operating band). The antenna is fed at 
the tip of the cone by a coaxial cable. It is a rota-
tionally symmetric and is excited by rotationally 
symmetric source. In order to analyse and optimize 
the antenna for UWB radio technology, a FDTD 
code in spherical coordinates is implemented in 
Matlab following the lines of Ref. [9]. 

Since the antenna has rotational symmetry 
about the z-axis, there are no azimuth angle de-
pendencies and therefore, there are three field 

components: rE , θE  and φH . Using the FDTD me-
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thod on a modified Yee cell [9], a set of discrete 
field equations is obtained: 

 

( ) ( ) ( )
( )
( ) ( ) ( )φ φ

θ

θ
θ

+

+ + 
 
  

= +
+ ∆

+ ∆
× − −

− ∆

1

1 1
2 2

( )
, ( ) ,

1/ 2

sin ( 1/ 2)
, , 1

sin ( 1/ 2)

n n b
r a r

n n

C i
E i j C i E i j

i

j
H i j H i j

j

(1) 

 

θ θ

φ φ

+

+ +  
  
   

= +

++ ⋅ − − ⋅
−

1

1 1
2 2

( , ) ( ) ( , )

1/2( ) ( 1, ) ( , )
1/2

n n
a

n n

b

E i j C i E i j

iC i H i j H i j
i

(2) 

 

( ) ( ) ( )
( )( )

( ) ( ) ( )

( ) ( )

φ φ

θ θ

θ

θ
θ

+ −
= +

+ ∆

 + ∆
× + − 

∆  

 + − + −  
  

1 1
2 2

( )
, ( ) ,

1/ 2

sin 1
, 1 ,

sin

1
( ) 1, ,

n n
b

a

n n
r r

n n
b

D i
H i j D i H i j

i

j
E i j E i j

j

i
D i E i j E i j

i

(3) 

where, 

σ
ε

σ
ε

∆−
=

∆+

1
2

( )
1

2

i

i
a

i

i

t

C i
t

,   
ε

σ
ε

∆
∆

=
∆+

( )
1

2

i
b

i

i

t
r

C i
t

,   (4) 

 
σ

µ µ
σ σ

µµ

∗

∗ ∗

∆ ∆−
∆

= =
∆ ∆++

1
2

( ) , ( )
11

22

i

i i
a b

i

ii

t t
r

D i D i
t t

    (5) 

 
and, ∆r and ∆θ represent the step size in the r- and 
θ-directions, respectively. Superscript n signifies 
that the quantities are to be evaluated at t = n∆t, 
and, i and j represent the point (i∆r, j∆θ) in the 
spherical grid. The half-time steps indicate that the 
fields are calculated alternately. The maximum time 
step is limited by the stability Courant’s criterion: 

 

        ( ) ( )
( ) ( )

θ

θ

∆ ∆
∆ ≤

∆ + ∆2 2
0

min
r r

t
c r r

        (6) 

 

where c0 is the velocity of the light in free space. 
The base of the antenna is driven by a voltage 

signal Vs(t) with internal resistance Rs through a 
coaxial line with inner and outer conductor’s diame-
ters a and b respectively. The electric driving field 
Eθ, resulting from the input voltage, can be written 
in FDTD form as  
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where the current through the source is given by  
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Fig. 1. Geometry of the proposed antenna 

 

Finally, Berenger’s perfectrly matched layer 
(PML) is applied as absorbing boundary condition 
where a parabolic conductivity profile in the spheri-
cal PML-region is used [10]. The formulas given 
above, involve only the electro-magnetic fields 
within the spherical-FDTD simulation space; in or-
der to calculate radiation patterns, far-fields transfer 
functions as well as impulse response, the provided 
near field data have to be transformed to far-field 
data according to surface equivalence theorem. 

 
3. RESULTS AND DISCUSSION 

 
Parametric studies concerning both impedance 

and radiation characteri-stics of the designed an-
tenna, were performed using the above described 
spherical-coordinate FDTD method. The FDTD cell 
dimensions are ∆r=3 mm and ∆θ=1ο. The antenna 
sits on top of a perfectly conducting ground plane 
that extends 360o in all directions for a distance of 

Rm=10 antl .Just before the maximum radial dis-

tance Rm is reached, the simulation space is termi-
nated in a PML section of thickness 20∆r. The 
maximum refle-ction coefficient at normal incidence 
is chosen to be R(0)=10-14. An UWB Gaussian 
pulse (with FWHM = 64 ps) modulated by a con-
tinuous sine wave carrier of frequency fc=6.85 GHz, 
is used in our simulations. The time step is taken ∆t 
= 0.2 ps, sufficient to satisfy Courant’s criterion.  

To verify the FDTD steady-state calculations, 
time-domain fields are transformed to the frequency 
domain by a Fast Fourier transform routine. The 
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code was run for a wide range of antenna’s pa-
rameters combinations in an effort to find the an-
tenna with the best match to a 50 Ω SMA-con-
nector. With the antenna’s arm length chosen to be 

antl =21 mm substrate length subl =33 mm and 

θfree=10o, we present results for the voltage stand-
ing wave ratio (VSWR), real part of impedance and 
maximum gain for different flare angles θ0 of the 
conical antenna. The free-space angle θfree=10o 

corresponds to ant free gθ λ�l , so that, the 

microstrip type of the antenna is preserved.  
 

 
Fig. 2. Simulated VSWR for various flare angles 

 
Fig. 3 shows the VSWR as a function of fre-

quency where for θ0=45o the maximum range with 
VSWR<1.5 is obtained. The corresponding real part 
of input impedance (Fig. 3) varies with the flare 
angle, as expected. It is observed that the optimum 
flare angle θ0=45o corresponds to 50 Ω matched 
impedance in a frequency band from about 5.5 to 
15.5 GHz.  

Therefore, the designed antenna can provide 
more than 100% impedance bandwidth. 

 

 
Fig. 3. Real part of input impedance for various flare angles 

Fig. 4 shows the evolution of maximum gain in 
the elevation plane versus frequency. Gain gradu-

ally increases with frequency from 10 dBi to about 
14 dBi in the frequency range from 5.5 to 7.5 GHz 
and ranges from 14 to 15 dBi in the frequency 
range from 7.5 to 15.5 GHz. Furthermore, the radia-
tion patterns in the elevation plane (vertical polari-
zation Eθ) are calculated in the above frequency 
range, although for brevity, only the patterns at 6.5, 
8 and 10 GHz are shown in Fig. 5. Obviously, the 
radia-tion patterns are quite omni-directional but 
gradually degrade with increasing frequency due to 
the fact that the antenna’s electrical size increases 
with frequency. 

 

 
Fig. 4. Maximum gain for various flare angles 

 

For evaluating the waveform distortions caused 
by the antenna, we examine the degree of similarity 
between source pulse and received pulse wave-
forms in several propaga-tion directions. Fig. 6 
shows that the radiated pulse, in several radiation 
angular directions θV, is not very different from the 
excitation signal and therefore, antenna’s fidelity in 
the time domain has been achieved. 

The received pulse is a bit larger due to the fact 
that the antenna has filtered all frequencies outside 
the impedance bandwidth. For directions θV > 60ο, a 
late-time ringing is observed that reveals a non-
linearity of far-field phase. However, for a more 
rigorous study of pulse distortion, the linearity of far-
field phase and group delay over the frequency 
bandwidth, should be evaluated [11,12].  

 

 
(a) 
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(b) 

 

(c)  

Fig. 5. Computed radiation pattern in the elevation plane at  
(a) f=6.5, (b) f= 8.0 and (c) f=10.0 GHz. 

 

 
Fig. 6. Excitation and radiated pulses in different propagation 

directions 

 
4. CONCLUSION 

 
In this paper, a microstrip wideband conical an-

tenna with a dielectric EBG substrate is proposed 
and analysed. A FDTD code in spherical coordi-
nates is developed to simulate its radiation charac-
teristics. Parametric studies lead to the optimum 

values of cone’s arm length antl =21 mm, length of 

substrate subl =33 mm and flare angle θ0=450 for 

50 Ω matched impedance. This design achieves an 
impedance bandwidth from 5.5 to 15.5 GHz, with 
stable radiation patterns and a high gain of 10 to 15 
dBi at the maximum radiation direction over this 
bandwidth. The radiation patterns are monopole-
like and their frequency dependence is small in the 
whole UWB frequency band. A time domain study 

has shown that the antenna distorts the excitation 
pulse in a moderate way.  

Consequently, our FDTD simulation suggests 
that a conical microstrip antenna with an EBG-
substrate holds sufficient potential as a low-profile 
antenna with wideband and high gain characteris-
tics. 
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Abstract 

 
Two X-band backfire antenna designs, proposed and studied years ago by the first and second co-authors, have been re-

designed and examined numerically for the low-terahertz (THz) frequency range of 200-300 GHz. For the same gain and transverse 
aperture, the wavegude-fed backfire antennas, the long (LBFA) and short (SBFA) are very compact in length compared to the opti-
mally designed classical horn. It was found that the presence of dielectric rod element in the LBFA can diminish considerably anten-
na gain and radiation efficiency. The SBFA is extremely compact and possesses a superior gain and input match bandwidth. Up to 
500-600 GHz the miniature backfire antennas can be easily produced by means of precise micromachining technologies. 

 
 

1. INTRODUCTION 
 
Long backfire antenna (LBFA) originated from 

the endfire antenna (EFA) by setting the EFA be-
tween two plane reflectors: small or endfire and 
large or backfire [1], [2]. The classical microwave 
LBFA is fed by a dipole plus small reflector assem-
bly, which launches the surface wave (SW) along 
the EFA structure. The large reflector acts as a 
plane mirror that turns the surface wave backward, 
and thus forcing it to traverse the antenna length 
multiple times. As a result, the LBFA is acting as an 
open-end radiating resonator, similar to the Fabry-
Perot laser cavity. Thus, the dominant LBFA mode 
is a standing wave along the SW structure. For 
centimetre and millimetre waves the backfire an-
tenna with a waveguide-fed SW structure is more 
natural choice [3]-[5].  

If the distance between the large and small re-
flectors is only about a half wavelength the SW 
structure becomes redundant. Such antenna is 
called short backfire (SBFA). Depending on its 
resonant frequency the SBFA is fed by either a 
dipole between the reflectors, or by an open-ended 
waveguide at the side of the large reflector [5], [6]-
[8]. With a radiation aperture of about two wave-
lengths as a rule and an axial length of about a half 
wavelength the dipole-fed LBFA is very compact 

and highly efficient radiator with a gain of about 14-
17 dB. 

Two X-band backfire antenna constructions pro-
posed and studied experimentally years ago by the 
first [4] and second [8] co-authors are re-designed 
and examined numerically for the low-terahertz 
(THz) frequency range of 200-300 GHz by means 
of the CST Microwave Office electromagnetic solver 
[9].  

The terahertz waves occupy a relatively unfamil-
iar portion of the electromagnetic spectrum between 
the infrared and microwave bands (100-10000 
GHz). The frequency band from 100 GHz to 3000 
GHz is normally called a low-terahertz or millimetre-
wave band. The terahertz waves are of particular 
interest for imaging of biological objects because of 
their non-ionizing nature, which renders them as 
non hazardous for human, unlike X-rays, for in-
stance. Until now, they have been used mainly for 
space, military and astronomy applications. New 
application areas found in medicine, the environ-
mental and biological sciences, as well as in secu-
rity and quality control-have emerged only recently. 
These drive terahertz research towards cheaper, 
room-temperature components, including focus-
ing/imaging lenses and antennas, and hence pave 
the way for terahertz short-range wireless commu-
nication systems. 
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2. LONG BACKFIRE ANTENNA WITH  
    WAVEGUIDE-FED DIELECTRIC ROD 

 
2.1. Antenna geometry and dimensions 

 

The antenna are fed by a circular 11TE -mode 

waveguide with an inner diameter of 0.97 mm, in-
serted through the big reflector and terminated by 
an input flange. 

Fig. 1 shows the simulation model of a five 
wavelengths long LBFA designed at a frequency of 

240 GHz (or at a wavelength of 0λ = 1.25 mm). It is 

fed by a round waveguide 1.06 mm in diameter. 
Through a conical portion of 1.875 mm the rod di-
ameter is decreased to 0.339 mm for producing a 
loose surface wave along the rod. The large 
rimmed reflector is plane-conical in shape with an 

outer diameter of 9.43 mm (7.54 0λ ). The small 

reflector is a disk 1.1 mm in diameter. LBFA anten-
na length (or the distance between reflectors) is 

equal to 6.26 mm (5.0 0λ ). The plane area of large 

reflector has a diameter of 5.63 mm (7.54 0λ ), and 

its cut-cone section is 0.31 mm (roughly 0.25 0λ ) in 

length. The same size (width) has the reflector rim. 
 

2.2. Numerical results for LBFA 
 
In this section are shown the essential radiation 

and input antenna characteristics found by means 
of numerical simulation [9] of the LBFA design, 
shown in Fig. 1(a). Fig. 1(b) illustrates the co- and 
cross-polarization gain patterns for the LBFA an-
tenna simulated as an ideal construction made of 
lossless metal with a conductivityσ = ∞  and dielec-

tric with a relative permittivity 2.1ε = . The co-polar 
gain pattern (line with a dot at the pattern maxi-
mum) shows a peak directive gain of about 22.5 
dBi, while the first and second sidelobes are 20 dB 
down. Since the large rimmed reflector overshad-
ows the rear hemisphere the back co-polar pattern 
level is very small- less than 40 dB down to the 
peak gain. 

Theoretically the 11HE hybrid SW wave in the 

dielectric rod fed by the 11TE -mode metal wave-

guide is notable by its quasi-plane transverse-field 
structure In addition, the LBFA reflectors do not 
change the radiation field polarization considera-
bly. For the rather tiny antenna size the LBFA has 
a low cross-polar pattern with a level of about 30 
dB down to the peak co-polar gain. 

 
(a) 

 

 
(b) 

Fig. 1. Waveguide-fed LBFA with plane-conical large reflector: 
(a) LBFA design model, and (b) 45-degree cut plane co-polar 
(line with big main lobe of 22.5 dBi) and cross-polar pattern 

(low-level pattern) of LBFA made of idealized (lossless) metal 
and dielectric 

 

Fig. 2 shows the frequency peak gain variation 
of the idealized (upper line) and real (lower line) 
LBFA models within 200-250 GHz frequency 
range. The upper and lower lines correspond to 
the directive gain and input gain respectively The 
input gain includes losses of the construction ma-
terials (metal and dielectric) and is smaller than 
the aperture directive gain. For the studied LBFA it 
is assumed that all metal components (waveguide, 
large and small reflectors) are golden (conductivi-

ty 74.1.10 S/ mσ = ) and the SW dielectric rod is 

made of Teflon (complex permittivity 2.1 0.05- jε = ). 

Fig. 2(a) shows that in the frequency band 200-
250 GHz the studied LBFA exhibits two gain max-
imums: at around 216 GHz and 238 GHz. The 
second gain maximum of the lossless antenna is 
22.4 dBi high, which corresponds to an aperture 
radiation efficiency of 60 %. The first maximum is 
by 2.6 dB lower than the second one and could be 
ignored. Thus, only the antenna behavior around 
238 GHz will be discussed. It is found that the -3 
dB gain bandwidth around the optimum frequency 
of 238 GHz is about 8.3 GHz (or 3.5%) for both 
LBFA models: ideal and real. In conclusion, judg-
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ing by the gain bandwidth the LBFA is a narrow-
band antenna.  

Fig. 2(b) illustrates zoomed in the gain graph 
pieces close to the optimum frequency of 238 GHz 
for four material scenarios, specified in the figure´s 
legend. Lines 1 and 4 correspond to the upper and 
lower graphs in Fig. 2(a), respectively. The two 
VSWR curves in Fig. 3 illustrate the input match 
properties of the examined antenna for a lossless 
(ideal) model (upper graph) and for a real model 
made-up by metal (gold) and dielectric (Teflon), 
(lower graph). For VSWR less than 2.0 the LBFA 
exhibits a frequency bandwidth input frequency 
range of 10.7 GHz, or 4.5 % relative to the opti-
mum gain frequency of 238 GHz. At the same 
frequency the real antenna model has VSWR=1.7, 
which corresponds to a small mismatch loss of 0.3 
dB. From Fig. 2 and Fig. 3(a) can be concluded 
that (i) at the optimum frequency of 238 GHz the 
total gain loss is about 0.65 dB, from which only 
less than 0.05 is produced by the metal loss. In 
other words, at the low-terahertz frequencies both 
dielectric and mismatch loss are of importance for 
the realized input antenna gain.  

 

 
(a) 

 
(b) 

Fig. 2. LBFA gain vs frequency: (a) normal scale graphs for 
lossless antenna model (upper graph) and for antenna con-

struction made of genuine metal (gold) and dielectric (Teflon), 
(lower graph); (b) zoomed in pieces of graphs for four material 

scenarios: 1-lossless metal and dielectric (idealized case),  
2-genuine gold and lossless dielectric, 3-lossless metal and 
genuine dielectric (Teflon) and 4- genuine gold and Teflon 

(authentic case) 

 

Fig. 3. LBFA input VSWR vs frequency for lossless antenna 
model (upper graph) and for antenna made of real metal 

(gold) and dielectric (Teflon), (lower graph 

 

 

Fig. 4. LBFA: picture of inner standing-wave field distribution 

 

By both gain and input match criteria the LBFA 
is classified as a narrowband antenna with a rela-
tive bandwidth of about 3-4 %. This is due to the 
antenna standing-wave field density structure in-
side and outside the dielectric rod as illustrated in 
Fig. 4. Ten half-wave field maxima (and minima) 
along the antenna axis are counted between the 
big and small reflectors, which corresponds to the 
five-wavelength antenna length. Regardless of its 
narrowband categorization the low-terahertz fre-
quency LBFA can work in a big frequency range of 
about 10 GHz and possesses a great signal com-
munication capacity. 

 
3. WAVEGUIDE-FED SBFA 
 
3.1 Antenna design  
 

Fig. 5(a) is a 3D artistic view of waveguide-fed 
SBFA with a slightly-conical large reflector. The 
actual SBFA construction, described in this paper, 
is illustrated in Fig. 5(b) by its axial cross section, 
where the antenna aperture is covered by a thin 
Teflon disk (radome), 0.15 mm in thickness, the 
large reflector rim is extended to the radiation aper-
ture and the waveguide input flange is ignored in 
this drawing. 
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(a) 

 

 
(b) 

Fig. 5. Waveguide-fed SBFA design with conical large reflec-
tor, (a) 3D antenna picture, and (b) axial plane-cut section with 

dielectric-covered aperture 

 
The studied SBFA is two-and-half wavelengths, 

or 3.2 mm, in diameter. The small reflector is a disk 
with diameter of 0.64 mm, and SBFA is just a half-
wavelength (0.62 mm) long. The antenna is fed by 

a circular 11TE -mode waveguide with an inner dia-

meter of 1.26 mm. The feed waveguide is inserted 
through the big reflector, and terminated by a round 
input flange. This SBFA somewhat differs from the 
original configuration described in [8], where a rec-
tangular waveguide is utilized. 

 
3.2. Numerical results 
 

The SBFA consist basically from metal (golden) 
elements. The dielectric cover disk is too thin and 
practically lossless. Our computer simulation has 
proved that the dielectric and metal losses jointly 
make very small reduction of antenna gain (less 
than 0.1 dB in the 220-270 GHz range of interest). 
From this follows that the input antenna gain will be 
roughly equal to its directive gain (directivity) in 
case of very good input match, or if VSWR is near 
to less than 1.5. 

From Fig. 6(a) is calculated that the studied 
SBFA has a maximum directive gain of about 17 
dBi at a slightly higher optimum frequency of 245 
GHz. The SBFA gain bandwidth, calculated at lev-
els -3 dB down to the maximum directive gain is 
about 16 %.  

Besides, the input match bandwidth, calculated 
from the VSWR vs frequency curve in Fig. 6(b) at 
the level VSWR=2 is 14.7 %. or it is very similar to 
the directive gain bandwidth.  

 

 
(a) 

 

(b) 

Fig. 6. SBFA directive gain (a) and input VSWR  
(b) versus frequency 

 

Fig. 7 illustrates both E-plane (a) and H-plane 
(b) SBFA directive gain radiation patterns.  

 

 
(a) 

 
(b) 

Fig. 7. Co-polar directive gain patterns of SBFA:  
(a) E-plane cut and (b) H-plane cut 
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For a very good match (say for VSWR < 1.2) the 
realized input gain for the frequencies close to the 
SBFA resonant frequency is practically equal to the 
antenna directive gain. The studied SBFA configu-
ration has a high radiation aperture efficiency of 
about 80 %.  

In addition, the antenna is extremely compact. 
Compared to a standard conical horn with the same 
gain and radiation aperture diameter, the studied 
SBFA is about 7-8 times shorter. 

 
4. COMPARISON BETWEEN LBFA AND SBFA 

 
Next LBFA and SBFA are contrasted by their 

dimensions (Table 1) and basic electromagnetic 
characteristics (Table 2).  

In Table 1 are listed BFAD (the aperture diame-

ter) and BFAL (the antenna length) relative to the 

corresponding BFA wavelength 0λ . In addition, the 

ratios between ConL  and BFAL are given, where 

ConL  is the length of the conical antenna having an 

aperture diameter and directive gain equal to those 
of the corresponding backfire antenna (LBFA or 
SBFA).  
 

Table 1. Contrast of dimensions 
 

 
BFA

0

D

λ
 BFA

0

L

λ
 BFA

3
0

V

λ
 Con

BFA

L

L  

LBFA 7.5 5.0 220 2.6 

SBFA 2.5 0.6 2.9 7.3 

 
Table 2. Comparison of main antenna parameters 

 

 Gain  
[dBi] 

SL 
[dB] 

BL 
[dB] 

Xpol 
[dB] 

LBFA 22.5 -20 -40 -30 

SBFA 16.9 -17 -27 -17 

 
Table 2. (Continuation) 

 

 Band 
width 
[%] 

aEff  

[%] 
tEff  

[%] 

LBFA 3.5 60 52 

SBFA 14.5 80 79 

 

In Table 2 are compared the following LBFA and 
SBFA parameters: SL (side lobe level), BL (back 

lobe), Xpol (max 45-deg cross polar level), aEff  

(aperture efficiency) and tEff (total efficiency, which 

includes material losses). 

5. CONCLUSIONS 
 
Two backfire antennas, the LBFA and SBFA, 

have been studied as possible candidates for the 
low-terahertz band. It was found that the dielectric 
rod element in the LBFA is the major source of loss 
and can diminish considerably the antenna gain 
and radiation efficiency. The SBFA is extremely 
compact and possesses a superior gain and input 
match bandwidth. Up to 500-600 GHz the miniature 
backfire antennas can be easily produced by 
means of precise micromachining technologies. 
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Abstract 

 
The paper deals with the special features of the VoD service provided over now-a-days CATV networks. A VoD system of the 

hybrid type is studied, two implementations being considered: the first one making use of proxy servers to redirect the video traffic 
from the core network to the distribution hubs and the second one using no proxy servers. A concept for the design of CATV net-
works supporting the VoD service is given. It refers to the choice of: architecture, movie content distribution algorithm, routing proto-
col to determine the path of the chosen video stream from the server to the subscriber. Movie content distribution strategies based 
on the Pareto distribution are discussed that take into consideration the subscribers’ preferences and refer to the hybrid-type system. 
Such strategies aim to decrease both the video traffic across the core network and the cost of the network equipment involved. 

 
 

1. INTRODUCTION 

 
The contemporary VoD systems implementation 

is based on the intelligent approach, i.e. on the 
system managers. The system managers coordina-
te the video content distribution on the VoD servers 
according to subscribers’ preferences and they 
decide the VoD stream path according to the cho-
sen routing protocol. They can perform the system 
self-test and the system blocking prevention too.  

Depending on the interaction degree, a VoD 
system can be categorized as follows [1]: 

Quasi-Video-on-Demand (QVoD): In this case 
the users are grouped based on their interests. A 
user can choose between different programmes by 
changing user teams. 

Near-Video-on-demand (NVoD): The same pro-
gramme is retransmitted in fixed time slots thus 
enabling functions such as forward and reverse 
play. 

True-Video-on-Demand (TVoD): The user has 
full control over the presentation of the programme. 
The T-VoD fully simulates a VCR (Video Cassette 
Recorder) enabling functions such as forward and 
reverse play, freeze and random positioning. 

Adaptive-Video-on-Demand (AVoD): In this case 
the user submits a request for a movie and the 
decision is made through a routing algorithm. 

In this paper the hybrid type VoD system is pre-
sent, which is a mix between the QVoD, TVoD and 
AVoD models. The existing CATV system is used 
for the VoD system realization. The aim of the re-

search is choosing the more appropriate network 
architecture, video content distribution algorithm 
and routing protocol determining the video stream 
root in its transfer between the video server and the 
subscriber. 

 
2. BUILDING CONCEPT VOD ARCHITECTURE 

 
VOD systems can be deployed in one of three 

fundamental architectures – centralized, distributed 
and hybrid [2-3]. The investigations here described 
are based on the hybrid VoD architecture, which 
operational diagram is illustrated on Figure 1. In the 
following approach the biggest VoD platform that is 
supplied with a large library of movies and program 
content is installed at the head-end. The smaller 
VoD servers are located at the distribution hubs 
(DHUBs) and are limited in both size and storage 
only for the most popular movie selections. 

The realization of the contemporary hybrid type 
VoD systems is based on the hierarchical ap-
proach, as the number of hierarchical levels is 
commonly three [4-5]. 

The edge VoD servers are located on the third 
hierarchical level, which holds the most frequently 
requested movies for the corresponding subscrib-
ers’ group. The video stream transfer is performed 
from these servers to subscribers. These servers 
can perform proxy servers’ functions, which redi-
rects the video stream from another server, which 
holds the requested movie to the subscriber. On the 
second hierarchical level the VoD servers with the 
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most saved requested movies for the corresponding 
region are located. Between them and the edge 
VoD servers, an information which contains the 
number of requests for the corresponding region is 
exchange periodically. The number of requests is 
different for each separate group. The Edge nodes 
are updated periodically according to the subscrib-
ers’ preferences. On the first hierarchical level is 
located the Head-End (HE) which coordinates all 
system performance. 

 

Central
VoD

Server

Local
VoD

Server

Head-End

QAM

Distribution Hub

Local
VoD

Server

QAM

Distribution Hub

Local
VoD

Server

QAM

Distribution Hub

High-speed
optical transport

Subscribers'
Side

 
Fig. 1. Hybrid VoD system architecture 

 
With the contemporary VoD systems realization, 

two main approaches are applied – direct and indi-
rect, which nature is described on the Figure 2 and 
Figure 3. 
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Fig. 2. Direct VoD transfer 

 
The operational algorithm of the model, which is 

shown on the Figure 2, is following: The request for 
movie is sent from subscriber to server 1.1. The 
request arrives at server 1.1 and gets forwarded to 

its manager (server 1). Server 1 finds that server 
1.2 holds a copy of the movie and has an accepta-
ble load. Server 1 then replies to 1.1 which replies 
to the user that server 1.2 is capable of playing the 
movie. Server 1 then informs server 1.2 that it is 
expected to receive a request from the user to get 
the movie, and server 1.2 reserves (for a limited 
period) the necessary resources for the request. 
Eventually, the user opens a connection with server 
1.2 and gets the service directly from it. After the 
user request is done, which consist of the movie 
name and VCR commands, the video stream trans-
fer can be performed.  

In the Figure 3, the operational diagram is pre-
sent, where the requested movie is not located in 
the local region, or all local servers that hold a copy 
are overloaded. However, server 1.2 which holds 
the requested movie is overloaded, but it can still 
serve as a proxy yet. The manager (server 1) for-
wards the request to its parent (in this case the HE). 
The HE observes that a copy of the requested mov-
ie can be played from server 2 and informing serv-
er 2 for this action. Server 2 finds that server 2.1 is 
capable of playing the movie, i.e., it has a copy of 
the movie, it has a connection to the private net-
work and its load is acceptable. Finally, the user 
contacts server 2.1 and requests it to play the mov-
ie through server 1.2 (proxy server). 
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Fig. 3. VoD transfer via proxy 

 
3. ALGORITHMS FOR VIDEO CONTENT  

    DISTRIBUTION 

 
In this work two algorithms which are based on 

the subscribers’ preferences are described which 
automatically distributes the video content from the 
head-end to the distribution hubs. The two algo-
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rithms are distinguished in terms of using stage the 
local servers’ disk capacity and the requested mov-
ie delivering method from video server to the re-
spective subscriber, when the requested movie is 
missing from the local server. For these algorithms 
the following abbreviations are introduced: 
FDUCDA (Full Disk Using Content Distribution Al-
gorithm) and PDUCDA (Partial Disk Using Content 
Distribution Algorithm).  

The diagram on Figure 4 illustrates the algo-
rithms operation. 

The DHUBs are set apart in logical zones each 
one containing one or more DHUBs and serving the 
subscribers whose video preferences are similar 
[6]. Initially, the whole video information is recorded 
onto the central server, then duplicated onto the 
local servers but only for the movies that are sup-
posed to be most preferred. After that the algorithm 
keeps on self-learning with the existing data in the 
network so that the video content in the distribution 
hubs is updated automatically through specified 
time period (from one to up to several days, accord-
ing to the requests intensity). 
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Fig. 4. Operational diagram of the algorithms for video content 

distribution 

 
The update should be done at a given moment 

to avoid the risk of blocking the system. The morn-
ing period is chosen between 5 AM and 6 AM, 
when the video traffic intensity is at its minimum for 
the local servers updating. The update consists of 
deleting some of the old video content and recor-
ding a new one, data about the popularity of each 
movie being taken into consideration. 

It is important to note that to compensate for the 
different transmission bit rate of the movies in 
Standard Definition (SD) and High Definition (HD) 
format the HD format movie index must be multi-

plied by four. Besides, HD-formatted films have a 
bigger file size if compared with SD movies though 
their duration in minutes is still the same. Because 
of that reason the percentage of HD movies with 
respect to the overall number of films should be 
considered when the necessary disk space is 
scheduled. 

Information about the movie index is collected 
and updated case-by-case for each zone. If a movie 
is requested but the video session duration is less 
than 20 minutes its movie index is not changed. 

When the index of the old video content in the 
local servers is less than a given threshold it will be 
deleted and replaced by a new one whose index is 
above the threshold. The threshold depends on the 
local servers capacity (the disk space in GBytes). 

As it is seen from the analysis in [3] the local 
servers capacity, in terms of FDUCDA using, has to 
be chosen in a way not to be less than 23% of the 
central server capacity at the head-end. With this 
approach it is guaranteed that at least 80% of the 
requested movies will be available in the local serv-
ers of each zone. If the local servers capacity has 
not been properly calculated the system would not 
function efficiently. Smaller capacity causes both a 
video traffic increase and a risk of system blockage, 
but on the other hand huge capacity leads to in-
creased equipment expenses. 

The local servers’ capacity in terms of PDUCDA 
using is chosen to be 25 % larger for each local 
server, compared to local server’s capacity in terms 
of FDUCDA using. This 25 % additional disk ca-
pacity is reserved for recording the requested mov-
ies from other serving zones. In this way the risk of 
system blockage is decreasing, but the largest disk 
capacity leads to increased equipment expenses. 

The PDUCDA operates as follows: If a movie, 
which is not recorded at the local server, is re-
quested by the user, this movie is downloading from 
the other local servers through Peer-to-Peer (P2P) 
protocol. On that way the multiple information 
streams with low bit rate are used which leads to 
minimizing the risk of system blockage compared to 
proxy server using with high video stream bit rate 
(3,75 Mbps for SD and about 12,5 Mbps for HD 
video). 

During the movie downloading (this time can be 
minimized to some minutes with the contemporary 
high-speed optical transport usage), the subscriber 
waits. After the video session ends, the movie is 
deleted from the local server.  

In case the local server contains films whose in-
dex is equal to 1 or more than 1 (e.g. movies re-
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quested at least once), small space of this server 
will be unused. Onto this unused space the opera-
tor will record random films with a zero index. This 
case is possible in the initial phase of the algorithm 
operation when the video information gathered is 
still not enough. 

After the local servers is updated with new video 
content the system must decrease the traffic through 
the central distribution network in order to reduce 
the blockage risk.  

When a subscriber requests a movie and meets 
the access conditions the movie transfer starts by 
the nearest point. Firstly, the system checks for the 
requested film within the local server, after that in 
the other DHUBs and finally in the head-end.  

The decision for the transfer route depends on 
the routing protocol. This protocol takes into con-
sideration the number of the points to the movie 
location and to the subscriber, as well as the traffic 
into the different system parts.  

The video-content manager block can be real-
ized as a software application that will automatically 
copy and delete movies on the local servers. In that 
case a criterion must be developed in order to min-
imize possible mistakes and system blockage. For 
example, during an existing video session to a cer-
tain subscriber the chosen movie must not be de-
leted. During the video-content update the transfers 
to subscribers must be avoided. During the server 
update process the server operates as a transit unit 
which redirects the requests to the DHUBs or to the 
head-end in terms of FDUCDA using. 

 
4. ROUTING PROTOCOLS USING IN VOD  

    SYSTEMS 

 
Routing protocols are used in CATV networks 

for the chosen video stream path determination with 
its transfer from the video server to subscriber. After 
the routing protocol takes a decision for the re-
quested video stream path determination, a record 
in routing table of each router on the video stream 
path is made. 

There are two main types of routing protocols [7-
9]: 

1) Centralized – the choice for route is made 
from the main controller, which is located in the HE. 
This controller updates routing tables of all routers, 
located in different nodes. The advantage of this 
type protocols is decreasing the risk of system 
blockages but disadvantage is their impossibility for 
large geographic area deployment. 

2) Distributed – the main controller is not neces-
sary and the needed information about the route 
choosing is adopted from other routers through the 
messages exchange with their adjacent routers. 
This type routing protocols are realizable in large 
scale CATV networks. They are the more applica-
ble for the contemporary network realizations. 

In terms of CATV networks routing protocol 
composing, it is needed to take place in account 
with theirs three-and-branch topology. The suitable 
routing protocol realization over the CATV network 
is illustrated on the Figure 5. It is typical for this 
protocol that the route choosing is made by each 
router through sending the requested messages to 
adjacent router in upstream direction. 
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Fig. 5. Routing protocol realization over the CATV networks 

 
The felicitous reason is using the routing proto-

cols as a Border Gateway Protocol (BGP), which 
can be realized over the large scale networks as a 
contemporary CATV networks.  

These types of routing protocols enable manag-
ing as the direct information between two adjacent 
routers as a transit traffic generating with the proxy 
servers using. 

 
5. CONCLUSION 

 

In this paper is presented a method for increas-
ing the effectiveness of VoD system, realized over 
the CATV network. This method consists of optimi-
zation the network architecture, video content dis-
tribution algorithm and routing protocol. 

Two video content distribution algorithms are 
proposed – FDUCDA and PDUCDA. From their 
comparison the following conclusions can be made: 

1) FDUCDA require smaller local servers’ disk 
capacity for its realization which make this protocol 
more inexpensive but it is increasing the traffic 
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across the central transport network, i.e. the risk of 
system blockage increase too.  

2) PDUCDA requires 25 % additional disk ca-
pacity, compared to FDUCDA. The advantage is 
higher reliability, i.e. the lower probability of system 
blockage but disadvantages are the higher price 
compared to FDUCDA and more time is needed 
when subscriber waits for the requested video pas-
sing. 

It is present a routing protocol building concept 
over the CATV network, ensuring effective trans-
mission of the requested video streams from the 
VoD server to subscribers. 
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Abstract 

 
In the mobile robots for security and video surveillance applications exists an audio and visual tracker system. Combining visual 

and audio data from video cameras and microphones is a more realistic model similar to the human system of seeing and hearing. 
The proposed method for audio and visual speaker tracking used the results of human body shape determination and audio infor-
mation from sound localization as direction of sound arrival. An appropriate filter is proposed to combining and integration of audio 
and visual information to efficiently apply the specifics of audio and visual features. 

 
 

1. INTRODUCTION 
 

The mobile robot perceives the speaker sounds, 
process them and determine the speaker localiza-
tion or the direction of arrival (DOA) of sound [1]. 
Another complicated task is the speech recognizing 
or speaker identification, performed from the robot 
to identified or recognized the talker and then to 
choose the moving direction [2], [3]. To realize this 
task it is possible to merge the available audio and 
video information. For this purpose both audio and 
visual information must be available to avoid the 
limitations in terms of tracking performance. The 
sensors providing input data are a video camera for 
speaker position finding and separation and two 
microphones for sound from speaker localization. 
This combination gives as the result better localiza-
tion and tracking of speaking persons or speakers if 
it is performed by a decision filter.  

  
2. AUDIO VISUAL MOBILE ROBOT SYSTEM  

 
2.1. System architecture  

 

In the Fig.1 is presented general view of the pro-
posed and tested audio visual robot system for spea-
ker tracking purposes in a surveillance application.  

Audio system consists of a microphone array 
with two microphones M1, M2 and Audio Pro-
cessing block. Audio Processing block using a Di-
rection of Arrival (DOA) estimation algorithm to 
determine the speaker sound wave direction in 
relation of robot position. 

The video robot system consists of a single TV 
camera seeing the speaking person in area of robot 

observation and a Video processing block. The 
Video Processing block perform the decision of the 
speaker co-ordinates (xv,yv).  
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Fig. 1 

 
The information for the speaker from Audio and 

Video Processing blocks is sent to a Decision Filter, 
in which it is decided whether or not the values of 
the pair DOA and (xv,yv) are right or correct speaker 
position.  

 
2.2. Audio Processing 

 

The microphone array gives an estimation of the 
audio source or speaker location in term of angle θ, 
which is explained in Fig. 2. 

The speech signals ( )ts1  and ( )ts2  from two 

spatially separated microphones M1 and M2 are 

picked up from source signal ( )ts corresponding to 
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the speech wave from the speaker in the presence 
of noise and can be mathematically written as: 

 

( ) ( ) ( )tntsts 11 +=    (1) 
( ) ( ) ( )tnDtsts 22 ++= α ,    (2) 

where:  

( )tn1
 
and

 
( )tn2

 
are added in the place of mi-

crophones M1 and M2, respectively; 
α – amplitude coefficient of attenuation; 
D – time delay between two microphone signals 

( )ts1  and ( )ts2 . 
 

 Real 
Speaker 
Position 

DOA 

θ 
H1 M1 

M2 

S1(t) 

H2 
S2(t) 

sh1 

GCC 

DOA θ 
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Fig. 2 

 

Let suppose that all signals belong to a set R, 
the noise signals are random processes and source 

speech signal ( )ts  is uncorrelated with noise ( )tn1  

and ( )tn2 : 

                ( ) ( )tnts 1,  and ( ) Rtn ∈2   (3) 
 

In most of the existing methods determination of 
the delay D or time offsetτ  is computed as the 
cross-correlation or expectation E between two 

microphone signals ( )ts1  and ( )ts2 : 
 

             ( ) ( ) ( )[ ]ττ −= tstsER ss 2121    (4)  
 

For example, if the speech signals can be treat-
ed as ergodic processes, the equation (4) can be 
written as: 

         ( ) ( ) ( )dttsts
TT

R
T

T
ss ∫ −

−
=

2

1

21
12

21
1 ττ ,      (5) 

where: 

12 TT −  is the observation time interval, which 

for joint audio and video speaker localization must 
be equal to the video frame period FrT , related to 

the frame frequency Frf : 

                   
Fr

Fr f
TTT

1
12 ==−  ,               (6) 

With the pre-filters, H1 and H2, shown in Fig. 2 
the equations for the cross-correlation can be modi-
fied as Generalization of Cross-Correlation (GCC): 

 

        ( ) ( ) ( )∫
+∞

∞−
= dfefGfR j

ssgshsh
πτψτ 2

2121 ,     (7) 

where: 

1sh  and 2sh  are the microphone signals after 

pre-filters H1 and H2; ( )fG ss 21
 - cross power spectral function be-

tween ( )ts1  and ( )ts2 ; 

( )fgψ  - general frequency weighing: 

                   

                      ( ) ( ) ( )fHfHfg
*
21=ψ                 (8) 

 

and ( ) ( )fHfH 21 ,  are the response of the two 

pre-filters in frequency area. 
From the equation (8) is seen, that ( )fgψ  de-

pend on pre-filter ( ) ( )fHfH 21 ,  transform. Dif-

ferent pre-filtering transforms exists, but one of 
them phase transform (PHAT) is most used in the 
applications of DOA estimation and speaker locali-

zation. For PHAT transform ( )fgψ  is described 

as: 

            ( ) ( ) ( )fSfSG
f

ss
g

21

11

21

==ψ .       (9) 

 

The described Audio Processing block show the 
necessary operations to achieve the satisfactory 
precision of the DOA estimation from the robot au-
dio system. 

 
2.3. Video Processing 

 

In the similar way the speaker position (xsp,ysp) is 
calculated from the TV camera information. This 
calculation start with the motion detection, separa-
tion of binary image mask of the speaker and ended 
with the pair of co-ordinates (xv,yv) calculation as 
the center of gravity of human body .All of these 
operations are included in the Video Processing 
block in the Fig.1. 
 

2.4. Decision filter 
 

Both results (DOA or θ) and (xv,yv) from Audio 
and Video Processing blocks are shown in Fig.1 as 
input information of Decision Filter, which is chosen 
as a particle filter. A particle filter represents the 
unknown probability density function by a set of m-
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random samples mspsp ...,,1 . In the case of a 

speaker tracking system in a 2D area of robot ob-

servation each particle isp  is represented as a 

hypotheses of speaker location (xi,yi). The particles 
are considered as the vectors in state space asso-
ciated with an individual weight Wi, and combined 
with the real audio and video observation DOA or θ 
and (xv,yv) in a way to decide and estimate the 
more probably connected observation to the real 
speaker co-ordinates (xsp,ysp). The decision particle 
filter performs two mains steps: 

- the prediction step to generate new particles 
from the set of particles in the previous time in-
stance; 

- the measurement step to adjust the weights Wi 
of new particles with respect of current observations 

DOAi or θi and ( )i
v

i
v yx , . 

The continuous execution of these steps is ac-
companied with calculations of current weights: 

 

( ) ( )itVitAi spVpcspApcw /./. += , (10)  
where: 

Ac  and Vc  are dynamic mixture weights; 

tA  and tV  – the current audio and video ob-

servations, i.e. DOA or θ and (xv,yv), respectively. 

The dynamic mixture weights Ac  and Vc  can be 

interpreted as confidence measures for the audio 
and video robot system: 

 

                 ( ) ( )22
/1 A

y
A
xAc σσ +=              (11)  

 

                 ( ) ( )22
/1 V

y
V
xVc σσ += ,            (12) 

where: 
A
y

V
x

A
x σσσ ,,  and V

yσ  denote the standard de-

viation of the particle set’s x- or y- components, 
weighted with audio or video scores, respectively. 

In order to generate the final speaker tracking 
output (xsp,ysp) it is used a m x m window to scan 
the x,y area of observation and to find the highest 
accumulated particle scores, which is chosen as 
final decision of the speaker position (xsp,ysp).  
 
3. RESULTS OF SIMULATIONS AND  
    CONCLUSION 

 

The proposed algorithm is simulated and tested 
with a set of audio and video sequences chosen to 
reveal the properties, advantages and errors with 
using only video, only audio or combined video and 

audio information. The results are summarized in 
comparative way in Table1. and on the Fig.3 with 
calculated speaker co-ordinates (xsp,ysp). 

The analysis of the results gives the reason to 
conclude that the proposed algorithm of speaker 
tracking robot audio visual system work with an 
appropriate efficiency and gives little percentage of 
miss classification. 

Table 1 
 

Tracking mode Missed speakers classification 

Video only 14,3 % 

Audio only 22,6% 

Video + Audio   5.1% 

 

  
 

  
Fig. 3 
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Abstract 

 
Mobile robot object tracking is a popular method for testing the level of intelligence of a mobile robot. The robot visual system is 

the means for a mobile robot to interact intelligently and effortlessly with a moving object or a human inhabited an environment. The 
goal here is to design and testing a mobile robot tracking algorithm capable of interfacing intelligently with an object or human in the 
robot environment or area of observation.  

 
 
1. INTRODUCTION 
 

 Currently one of the most active application in 
robotic is to observing some moving objects or 
people in the area of the robot. [1] The proposed 
algorithm starts with creating a certain background 
model, subtracting this model from each frame of 
tracking sequence to find the potential regions of 
movements [2]. These regions are treated as pos-
sible parts of the objects being tracked. Each of 
these regions is matching with the other regions to 
define the real place of the object or human tracking 
from the robot. 
 
2. MOVING OBJECTS TRACKING 
 

The objects in the robot area of observation are 
usually moving persons in applications like video 
surveillance [3]. The tracking algorithm of moving 
person consists of three main parts: motion detec-
tion, human body separation, person tracking. 
 
2.1. Motion Detection Algorithm 

 

The first step – motion detection algorithm is 
presented in the Fig.1. 

The current input image frame is IFr(n). One 
Frame Time delay block is necessary to store the 
previous image frame IFr(n-1) in a frame memory. 
Then is calculated Image Absolute Difference IAD 
between of current and previous frame as: 
 

            
( ) ( )1−−= nIFrnIFrIAD

             
(1)

 
 

The space and temporal person movements are 
in the range of low space and temporal frequencies 

[2], so the next step in the algorithm presented on 
the Fig.1 is mark as Low Pass Filter. It is designed 
as a sliding local MxN windows with central element 
i,j moving in the Image Absolute Difference frame 

IAD with xN  and yN  - the horizontal and vertical 

image size. The goal is to calculate a value of abso-
lute difference VAD(I,j): 
 

            ( ) ( )∑∑
= =

−−=
M

k

N

l

lj,kiIADj,iVAD
1 1

          (2)  
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One 

Frame 
Time 
Delay 
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Difference 

IAD 

Frame Sequence 

Low 
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Treshold 
θ 

BIM VAD 

 
Fig.1. Algorithm for motion detection 

 
The calculated values are compared with a cho-

sen Threshold θ: 
 

                 ( )




θ≥
θ〈=

VADif

VADif
j,iBIM

1

0
                (3) 

 
The result is a binary image mask BIM contain-

ing values “0” for pixels belonging to the static im-
age regions and values “1” for pixels belonging to 
the moving image regions. 
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2.2. Image Frame Pre-filtering  
 
The algorithm on Fig.1 work well if there is not 

the image intercity changes caused from the fast 
illumination drifts, noise etc. These changes can 
lead to some errors of false moving object detec-
tion. To overcome these negative effects it is pro-
posed to perform a pre-filtering of each frame IFr(n) 
using a filter structure presented on the Fig.2. 

The goal of the proposed pre-filtration in the 
Fig.2 is to avoid false motion detection by fast illu-
mination existing in each image frame IFr(n) as a 
composition of an illumination i and reflectance r: 
 
                ( ) ( ) ( )nrIFrniIFrnIFr += .                 (4) 

 
 
IFr(n) Logarithmic 

Transform 
 

LIFr(n) 

Exponential 
Transform 

Low 
Pass 
Filter 

iLIFr(n) 

Σ 
+ 

Exponential 
Transform 

rLIFr(n) 

rIFr(n) 

iIFr(n) 

- 

 
Fig. 2. Frame pre-filtering 

 
An Logarithmic Transform to (4): 

 
( ) ( ) ( ) ( )( ) =+== nrIFrniIFrnIFrnLIFr loglog   

( ) ( )nrLIFrniLIFr += .                                      (5)
 

 

show that components ( )niLIFr  for illumination 

and ( )nrLIFr  for reflection are mixed. They can be 

separated with a Low Pass Filter and a block of 
addition Σ, using the property of the luminance 

component ( )niLIFr  to contain only the low fre-
quency spectral components: 
 

            ( ) ( ) ( )niLIFrnLIFrnrLIFr −= .        (6) 

 

The separated illumination ( )niLIFr  and reflec-

tion ( )nrLIFr  are put under inverse Exponential 

Transform to output them as two separate compo-
nents iIFr(n) and rIFr(n). 

Only the reflected part rIFr(n) carry the infor-
mation for the moving objects or persons in the 

images. Only this part rIFr(n) is applied as input of 
the motion detection algorithm on the Fig.1. 
 
2.2. Object or Human Body Separation 
 

The binary image mask BIM, determined as the 
output in Fig.1. is used in the separation of moving 
person in area of robot observation. The binary 
mask in this step is processed with Freeman chain 
code to describe the object boundary as a set of 
points with their co-ordinates x(p) and y(p), com-
bined as a complex number: 

 

                       ( ) ( ) ( )pjypxpz += ,                 (7) 

for P...,,,p 10= . 

Each closed boundary is with perimeter P. 
The discrete Fourier transform of z(p) is given 

by: 

                   ( ) ( )∑
−

=

π−=
1

0

21 P

n

P/kpje.pz
P

ka            (8)  

 

for 110 −= P...,,,k .  

The complex coefficients ( )ka  represent the 

Fourier description of the corresponding boundary. 
They can be processed to make them invariant of 
object position and site. The invariant properties are 
considered as translation, rotation and scaling. The 
independence of translation and rotation can be 

achieved by removing DC-components ( )0a  and by 

using only magnitude of each ( )ka  spectral coeffi-

cient. The scale invariance is realized by dividing all 

( )ka  by the magnitude of ( )1a . Also it is made a 

subtractions of the phase 1ϕje  of coefficient ( )1a , 

weighted with “k”. This removes the starting point 
variance. Finally the set of coefficients representing 
a corresponding boundary with removed variances 
are: 

                     
( ) ( )

( )
kje

a

ka
kai 1.

1
ϕ−=

                   
(9)

 
for 1...,,3,2 −= Pk . 

There is an other way to boundary representa-
tion as the distance d(p) of the boundary points 
x(p), y(p) to the objects or person centre of gravity 
(xc, yc): 
 

      ( ) ( )( ) ( )( )( ) 2/12
cc ypyxpxpd −+−=

 .  (10) 
 
Using Fourier transform for the distance d(p) 

gives: 
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( ) ( )∑
−

=

−=
1

0

/21 P

p

Pkpjepd
P

kb π

            
(11) 

 
for 1...,,1,0 −= Pk . 

The advantage of second method is the real 
value of d(p) in equation (10), which gives the pos-
sibility to calculate and use only half of description 
b(k) from equation (11). Also the subtraction of the 
centre of gravity represent the position of the 
shape, i.e. the distance d(p) is invariant to transla-
tion. The other invariance properties are achieved 
in a similar way (equation (9)) to the first method: 

 

                      
( ) ( )

( )0b

kb
kbi =

                         (12) 
 

for 1...,,1,0 −= Pk . 

For the moving objects or persons detection and 
tracking it is sufficiently to use only low frequency 
components from (9) or (12), for example first 10 
coefficients in the object or person classification 
task.  
 
2.3. Classification of Moving Object  
 

For a precise separation only of moving human 
body from all moving objects it is performed an 
object classification with an appropriate feed-
forward neural network, which is proposed and 
tested as a four layers type for the neural network. 

The network consists of four layers: 
- input layer with number of chosen fetures; 
- two hidden layers with number of neurons cho-

sen in the time of testing as seven neurons; 
- one output layer with one neuron per class of 

the objects. 
The activation function is chosen as a sigmoid 

and the training algorithm is well known back-pro-
pagation method. 
 
3. EXPERIMENTAL RESULTS AND  
    CONCLUSION 

 
The proposed algorithm of moving object or hu-

man, tracking with a mobile robot is simulated and 
tested with some chosen images with objects like 
cars, persons, and landscape, shown in Fig.3. 

The experiments are carried out with the de-
scribed algorithm of moving objects detection and 
their classification with the four layer neural net-
work. The network is trained with the set of objects 
type: human, cars and landscapes, shown in Fig.3, 
which are divided as training and testing images. 

The simulation gives the correct classification. Each 
objects, as it is shown in fig.3, is separated with a 
rectangle to show the correct classifications for the 
chosen types of moving objects human and cars. 
The landscape type is rejected, which is also an 
example of the ability of the proposed algorithm to 
recognize false moving objects. 
 

 
 
 
 
  
 
 
 
 
 
 
 
 

 
 

Fig.3. The separated human, vehicle and rejected false  
moving objects 

 
The results in the Table 1 are summarized and 

shown as a compartment of two methods for invari-
ant properties (equations 9 and 12). 

The great percentage of correct moving object 
classification is a guaranty of the efficiency of using 
and future improvements of the developed and 
tested algorithm.  
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Table 1 

Method Equation (9) Equation (12) 

Target Class human vehicle human vehicle 

Number of 
objects 

777 463 773 456 

Correct 
Classification 

745 452 672 436 

Miss 
Classification 

32 11 101 20 

Correct % 96 98 87 96 
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Abstract 

 
The problem of radiation of arbitrarily distributed currents in boundless uniaxial magnetic crystal media is considered through the 

method of generalized solutions of the system of Maxwell’s equations in an exact form. The solution resolves into two independent 
solutions. The first corresponds to the isotropic solution for currents directed along the crystal axis, while the second corresponds to 
the anisotropic solution when the currents are perpendicular to the axis. Through the use of the expressions for current density of the 
point magnetic and electric dipoles using delta-function representations, the formulae for the radiated electromagnetic waves, as well 
as the corresponding radiation patterns, are derived. The obtained solution in the anisotropic case yields the well – known solutions 
for the isotropic case as a limiting case. Furthermore, the numerical calculation of the solution of Maxwell’s equations shows that it 
satisfies the energy conservation law, i.e. the time average value of energy flux through the surface of a sphere with a point dipole 
placed at its center remains independent of the radius of the sphere. The obtained generalized solutions of the Maxwell’s equations 
are valid for any values of the elements of the permeability tensor, as well as for sources of the electromagnetic waves described by 
discontinuous and singular functions. 

 
 
1. INTRODUCTION 

 
Anisotropic materials have found wide applica-

tion in the microcircuits working on ultrahigh fre-
quencies. Thin films from monocrystals are effec-
tively used as waveguide’s systems.  

The problem of radiation of an elementary elec-
tric dipole in uniaxial infinite crystal was considered 
in Ref. [1] with the help of the theory of the general-
ised functions. The present work is continuation for 
a case of a magnetic dipole. There are the electro-
magnetic field and the directivity diagrams of the 
point magnetic dipole is considered. 

 
2. SOLUTION OF MAXWELL'S EQUATIONS FOR  
    UNIAXIAL ANISOTROPIC MEDIUM 

 
Maxwell's equations for uniaxial anisotropic elec-

tromagnetic media of stationary processes are: 
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which is possible to be presented in matrix form: 
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where ω  is the constant frequency of electromag-
netic field, M  is Maxwell's operator, I  is a identity 
matrix 3х3, E , H  are the intensity of electric and 
magnetic fields, J  is vector of current density. 

In magnetically anisotropic media the relation 
between induction and intensity of the magnetic 
field is: 

HµB ˆ0µ=  
 

and vector of electric induction: 
 

ED 0εε= . 
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3. SOLUTION OF THE PROBLEM 
 
A method based on the theory of the general-

ized function of the Fourier transformation is used 
for solving the matrix equation (2) [1]:  

 

 ∫ −==
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dVikrrErEkE   
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3
3
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~

)2(

1
)](
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[F kdikrkEkE

π
  

where 

zyx dkdkdkkd =3 . 

 
By means of direct Fourier transformation we 

write down the system of equations (1) or (2) in 
matrix form: 

JUM
~~~ = .                        (3) 

 
The solution of this problem is reduced to the 

solution of the system of the linear algebraic equa-

tions (4), where U
~

 is defined by means of inverse 

matrix 1~ −M : 

 JMU
~~~ 1−= . (4) 

 
By introducing new functions according to 
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the components of the electromagnetic field after 
transformations in image space can be written as 
follows: 
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After the inverse Fourier transformations from 
(6) and (7) we obtain: 
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This solution can be written in the form of the 

sum of two solutions: 
 

 21 EEE += , 21 HHH += .  
 
It should be noted that the first of them is the 

‘isotropic’ solution. It is defined by Green’s function 

0Ψ  and the density of the current 0j  directed 

endwise the axis z (of the anisotropy): 
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where the Green’s function 0Ψ  can be defined 

from (5) by inverse Fourier transformation [1] 
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The second solution can be written by using the 

component of the density of the current ⊥j  per-

pendicular to axis z and the Green’s functions 0Ψ  

and m
2Ψ :  
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where integral cosine and sine are defined by for-
mulae’s: 
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and Euler’s constant 5772,0=γ . 

 
4. RADIATION PATTERNS OF HERTZIAN  
    RADIATOR  

 
The moment of point electric dipole is given by  

 tipe ω−= np  ( ⊥+= ppp 0 ), (15) 
 

where p is a constant. It corresponds to the current 
density defined by means of the Dirac delta-
function:  

 )(rpj δω ⋅−= i . (16) 
 

The expression of the electromagnetic field for 
electric radiator will take the following form as for 
isotropic medium, when the direction of the dipole 

moment is parallel to the axis z ( 0pp = ) (Fig.1): 
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Also when the direction of the dipole moment is 

perpendicular to the axis z, we obtain ( ⊥= pp ) 

(Fig. 2): 
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Fig. 1. Directional diagrams (DD). The dipole moment is paral-

lel to the axis z ( 0pp = ). 

 

  

 

Fig. 2. DD. The axis of electric dipole is perpendicular to axis z 

( ⊥= pp ), 9/1 =µµ . 

 
 

5. RADIATION PATTERN OF POINT MAGNETIC  
    DIPOLE MOMENT  

 
On the basis of the obtained results, we consid-

er now radiation of point magnetic dipole moment. 
For a point radiator with the oscillating magnetic 
dipole moment, similarly to the electric dipole case, 
we have: 

 
 )ехр( tim ⋅−= ωnm   

( ⊥+= mmm  0 , const=m ) 
 
the electric current density is defined by using Di-
rac’s delta-function: 
 

 )(][ rmj δ⋅∇−= , . (17) 

 
(i) Case m = m0: 
Relation between density of the electric current 

⊥j  and the magnetic dipole moment is defined as 

following, in the case that the magnetic dipole mo-
ment m is directed lengthwise z-axis:  
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It should be noted that the following useful for-

mulae hold: 
  

 0div =⊥j , 00 =j . (19) 
 
Taking into account Eq. (19), intensities of the 

electromagnetic field by the magnetic dipole mo-
ment are defined from the solutions (12) in this 
case, as following: 
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(ii) Case m = m⊥: 

For the point magnetic dipole moment m⊥ which 
is perpendicular to axis z we define intensities of 
electromagnetic field as following (Fig. 4):  
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Directional diagrams are represented in Figs. 3, 

below : 
 

 

 
 

Fig. 3. DD. The axis of magnetic dipole is parallel to axis z 
(m = m0). 

 

 
 

Fig. 4. DD. The axis of magnetic dipole is perpendicular to 

axis z , .7/1 =µµ  

 
6. CONCLUSION 

 
The numerical calculation of the solution of 

Maxwell’s equations satisfies the energy conserva-
tion law. Numerical computation shows that time 
average value energy flux on a surface of sphere 
from a point dipole remains independent from its 
radius. 

As shown in the electric dipole directional dia-
grams, medium becomes isotropic for such radiator 
if its moment is directed along anisotropy axis. The 
dipole pattern in isotropic media is shown in Fig. 1 
and directional diagram itself possesses the rotation 
symmetry. However, the point magnetic moment 
does not possess such property. 
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Abstract 

 
Computed tomography (CT) presents images of cross-sectional slices of the body. The quality of CT images varies depending 

on penetrating X-rays in a different anatomically structures. This noise is not independent of the signal. It’s Poisson distributed and 
independent of the measurement noise.  

In the paper is proposed a new and effective approach for CT image enhancement. The complex processing has an effect of 
contrast enhancement, noise reduction and contours determination for selected ROI of different parts of diagnostic CT images. The 
implemented studying and obtained results by using of real images attempt to make diagnostic more precise. 

 
 

1. INTRODUCTION 
 
CT images have a lower resolution as X-ray im-

ages, typically 512x512 pixels in digital format. The 
quality of CT images varies depending on penetrat-
ing X-rays in a different anatomically structures. 
The noise problem arises from the fundamentally 
statistical nature of photon production. The quan-
tum noise is dominant and comes from the quanti-
zation of energy into photons. This noise is not 
independent of the signal. It’s Poisson distributed 
and independent of the measurement noise [1]. We 
cannot assume that, in a given pixel for 2 consecu-
tive but independent observation intervals of length 
T, the same number of photons will be counted. 
The measurement noise is additive Gaussian noise 
and usually negligible relative to the quantum noise. 
It comes from the motion of patient [1].  

Image enhancement is one of the categories of 
image processing, attempt to make diagnostic more 
obvious. In this work is presented an approach for 
selecting regions of interest, increasing the image 
contrast for selected ROI and noise suppression 
and detail preservation abilities of the selected ROI, 
based on morphological processing and wavelet 
transformations. By properly choosing of opening, 
closing filtration and top & bottom hat filtration and 
suitable form of structuring element, local structures 
can be eliminated or local geometry of the investi-
gated object can be modified [2]. The reduction of 
noise components is made on the base of 2D wave-
let packet transformations. To improve the diagnos-
tic quality of the selected object are optimized some 

parameters of the wavelet transforms such as: de-
termination of the wavelet packet function, determi-
nation of best shrinkage decomposition, threshold 
of the wavelet coefficients and value of the penal-
ized parameter of the threshold. In the paper are 
analyzed some quantitative estimation parameters: 
Coefficient of noise reduction (CNR), Signal to 
noise ratio in the noised image ( YSNR ), Signal to 

noise ratio in the filtered image ( FSNR ), Effective-

ness of filtration ( FFE ), Peak signal to noise ratio 

(PSNR) [3].  
 

2. STAGES FOR CT IMAGES PROCESSING  
 
Image enhancement techniques are applied to 

real digital grayscale CT images of the head and 
abdominal tissues that exhibited diverse pathology.  

In this paragraph are presented the three basic 
stages of the algorithm, used to improve image 
quality.  

The first stage in CT image processing is to de-
fine a ROI from the image. It can be selected in 
interactive procedure from the operator. The result 
of ROI image is written in a file format that can be 
used in next processing.  

The second stage is increasing the contrast. For 
that step is necessary first to increase the gray level 
contrast between the pixels, using gamma correc-
tion. This procedure can be applied to Y component 
of the selected image that is processing in YUV 
system. The next step in the processing included 
morphological operators: opening, closing and top 
& bottom hat filtering, which are used to enhance 
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contrast in the image. The morphological operators 
are compared together and one of them is estimat-
ed as a most effective method. The top & bottom 
hat method is a well-suited. It increased the con-
trast of the object by means of increasing the de-
tails in the dark regions and near by contours. The 
top & bottom hat filtering extracts the original image 
from the morphologically closed version of the im-
age. For this operation is used a disk-shaped struc-
turing element.  

The third stage of the algorithm is noise reduc-
tion. It is based on the wavelet packet methods. 
The wavelet packet analysis is a generalization of 
wavelet decomposition that offers a richer image 
analysis. Based on the organization of the wavelet 
packet library, it can be determinate the decomposi-
tion issued from a given orthogonal wavelets. A 

signal of length LN 2=  can be expand in α  differ-

ent ways, where α  is a number of binary sub trees 
of a complete binary tree of a depth L . The result is 

22N≥α  [4]. As this number may be very large, it is 
interesting to find an optimal decomposition with 
respect to a conventional criterion. The classical 
entropy-based criterion is a common concept. It’s 
looking for minimum of the criterion from three dif-
ferent entropy criteria: the energy of the trans-
formed in wavelet domain image, entropy by Shan-
non and the logarithm of the entropy by Shannon 
[5]. By looking for best shrinkage decomposition to 
noise reduction two important conditions must be 
realized together [6]. The conditions (1) and (2) are 
following: 

 
          n...,,Kformin,)S(EK 321==    (1) 

 
where KE  is the entropy in the level K  for the best 

tree decomposition of the image S  

 
                             Ts ij ≥              (2) 

 
where ijs  are the wavelet coefficients of S  in an 

orthonormal basis, T  is the threshold of the coeffi-
cients. 

By determination of the threshold it is used the 
strategy of Birge-Massart [7]. This strategy is flexi-
bility and used spatial adapted threshold that allows 
to determinate the threshold in three directions: 
horizontal, vertical and diagonally. In addition the 
threshold can be hard or soft. The noise reduction 
is applied on Gaussian and Poison distributed noise 
components. 

3. EXPERIMENTAL RESULTS 
 
The formulated stages of processing are real-

ized by computer simulation in MATLAB environ-
ment by using IMAGE PROCESSING TOOLBOX 
and WAVELET TOOLBOX. In analysis are used 20 
grayscale CT images of the head and abdominal 
tissues that exhibited diverse pathology.  

The obtained average results from simulation 
are presented in Table1. 

The best results are obtained by noise reduction 
of Poisson noise on the base of WP transformation. 
The CNR is minimum (0.3) and shows that the 
noise is three times reduced. The values of PSNR 

and Effectiveness of filtration ( FFE ) are more suffi-

cient.  
Table 1. Simulations results 

 

 
 
The graphical presentations of the obtained re-

sults for PSNR are shown on Figure 1.  
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Fig. 1. The graphical presentation of PSNR for investigated 
CT images 

 
The graphical presentations of the obtained re-

sults for EFF are shown on Figure 2. 
The graphical presentations of the obtained re-

sults for CNR are shown on Figure 3. 
On Figure 4 is illustrated the original CT image 

of size 832x659 pixels. 
Figure 5 presents selected ROI from the original 

CT image of size 196x152 pixels. In Figure 6 is 
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shown the selected ROI with contrast increasing. In 
Figure 7 is presented the result from the following 
wavelet filtration of Gaussian noise. Figure 8 illus-
trates the following wavelet filtration of Poison 
noise.  
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Fig. 2. The graphical presentation of EFF for investigated  

CT images 
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Fig. 3. The graphical presentation of CNR for investigated  

CT images 

 

 

 

Fig. 4. The original CT image 

 

The obtained result shows that this approach is 
more effectiveness by image enhancement and 
noise reduction of Poison noise. 

 

Fig. 5. The ROI of CT image 

 

 

 

Fig. 6. The ROI of CT image with increased contrast 

 

 

 

Fig. 7. The ROI of CT image after Gaussian noise reduction 

 

  

 
Fig. 8. The ROI of CT image after Poison noise reduction 
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4. CONCLUSION 
 
In the paper is proposed a new and effective 

approach for CT image enhancement and noise 
reduction of different type of noises. The complex 
processing has an effect of contrast enhancement, 
noise reduction and contours determination for 
selected ROI of different parts of diagnostic CT 
images. The implemented studying and obtained 
results by using of real images attempt to make 
diagnostic more precise. The proposed approach 
can be demonstrated by studying of medical image 
processing in engineering and medical education.  
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Abstract 

 
In the paper is presented software for morphological processing of medical images and its graphic user interface (GUI). It works 

in the MATLAB environment and uses IMAGE TOOLBOXES defined functions. Different morphological operators and types of struc-
turing elements with different sizes can be used, regarding to process different medical modalities of the images. The software can 
realize repeatedly a nonlinear filtration, by using the same operation. The GUI proposes also an interactive option to choose the type 
of the morphological operation, the type of the structuring element and also its parameters.  

The proposed GUI can be applied to real medical images attempt to make diagnostic more precise. The presented GUI is suitable 
also to engineering education for studying of this processing. 

 
 

1. INTRODUCTION 
 
The most popular technologies are ultrasound 

(US), X-rays, Computed tomography (CT) and 
Magnetic resonance imaging (MRI). These images 
provide important anatomical information to physi-
cians and specialist upon which can be made diag-
noses [1].The goals of medical image morphologi-
cal processing include improvement of the visibility 
and perceptibility of the various regions and tasks 
such as cleaning the medical image from specific 
types of noise. 

By properly choosing of different type of opera-
tion such as: erosion, dilatation, opening, closing, 
motion blur filtration and top & bottom hat filtration, 
and suitable form of structuring element, local struc-
tures can be eliminated or local geometry of the 
investigated object can be modified [2].  

The software is created in MATLAB 6.5 envi-
ronment by using IMAGE PROCESSING TOOL-
BOX.  

The graphic user interface consists of check-
boxes, buttons, edit boxes, pop-up controls, which 
make it easy to use. Users enter or choose input 
data in a single form, because input information 
changes and visualizations are easier and faster in 
this way. 

The applied algorithm calculates also some ob-
jective quantitative estimation parameters as: Coef-
ficient of noise reduction (CNR), Signal to noise 

ratio in the noised image ( YSNR ), Signal to noise 

ratio in the filtered image ( FSNR ), Effectiveness of 

filtration ( FFE ), Peak signal to noise ratio (PSNR) 

[3]. On the base of their analysis can be selected 
the most suitable morphological operator, type of 
the structuring element and its characteristics. It 
determinates more precise processing and en-
hancement of the different medical modalities im-
ages.  

The processed image can be saved on the disk 
and so can be used to another processing or its 
visualization.  

 
2. THE GUI FOR MORPHOLOGICAL  
     PROCESSING OF MEDICAL IMAGES  

 
The Fig.1 shows the GUI for morphological filter-

ing of medical images. It is divided in several areas, 
where the user applies different settings, concern-
ing morphological operators and theirs characteris-
tics.  

 
 

 

Fig. 1. GUI for morphological processing of medical images 
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The area “Image Path” is for entering an image 
file name, but without an image file extension. For 
example, if the file name is “pic1.jpg”, the user 
should write “pic1”. The image file for morphological 
processing must be in the same directory (folder), 
where the main program and the rest modules are. 
The image processing is made in two modes – 
RGB and YUV, chosen through the pop-up menu, 
default value is RGB.  

The morphological operator’s settings are se-
lected in area “Morphological operation”, shown in 
Fig. 2. 

 

 

Fig. 2. Area “Morphological Operation” 
 

Two parameters can be selected: Type of opera-
tion and the repeat of morphological operation. The 
repeat of morphological operation must be positive 
integer. Recommended values for “Repeat” from 1 
to 10, because bigger values cause more noise 
components removal, but loosing more useful parts 
of the image. The type of operation can be selected 
such as: erosion, dilatation, opening, closing, mo-
tion blur filtration and top & bottom hat filtration and 
is shown on Fig. 3. 

 

 

Fig. 3. Type of Morphological Operation 
 

Selecting appropriate structuring element is an 
important part in morphological processing of medi-
cal images. It can be selected in area “Structuring 
element”, shown in Fig. 4. 

There are two types of structuring elements: flat 
or nonflat [4]. By creating of flat structuring element 
for morphological filtering can be used many com-
mon shapes, such as line, diamond, octagon, pair, 
rectangle, square and disk, shown in Fig.5. The 
goal is to choose the suitable form of structuring 
element, according to modality of medical diagnos-
tic image. The most used elements for medical 
applications are: diamond, line and disk [5].  

 

Fig. 4. Area “Structuring element” 
 

 

Fig. 5. Type of flat structuring element 
 

 If the structuring element is nonflat, the user 
can select one from two types: arbitrary or ball. In 
addition the size of the structuring element can be 
also selected: length, angle and radius. The length 
of the line is approximately the distance between 
the centers of the structuring element members at 
opposite ends of the line, for example LENGHT=5. 
The angle (in degrees) of the line is measured in a 
counterclockwise direction from the horizontal axis, 
for example DEG=0 (DEG=45) [4]. By selecting of 
disk or diamond-shaped structuring element, the 
user must determinate its radius R, where R speci-
fies the distance from the structuring element origin 
to the points of the disk or the diamond.  

The area “Specific” gives an opportunity to save 
results in image files in ‘jpg’ format if ‘Save Images’ 
is checked and estimate morphological processing 
if “Calculate of estimation parameters” is checked, 
as shown in Fig. 6. On the base of analysis of some 
objective quantitative estimation parameters can be 
selected the form and size of the structuring ele-
ment. The condition is: minimum value for CNR and 

maximum values for PSNR and FFE . 
 

 
Fig. 6. Area “Specific” 
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After choosing all input information the proce-
dure of morphological processing begins, when the 
user clicks on button ‘Run’. Then the final result is 
shown – original image, and processed image. 
When button “Exit” is pressed the user is asked 
whether he wants to quit the program. If he chooses 
‘Yes’, the program can be closed, if he chooses 
‘No’, he continues working with the program.  

 
3. TASKS CARRIED OUT FROM THE MAIN  
     PROGRAM 

 
The basic algorithm that works behind is shown 

in Fig. 7.  
 

 
Fig. 7. Block diagram of the algorithm 

 
By acting of component from GUI can be imple-

mented a callback-function from the main program 
[6]. Every graphic component can be treated to 
object. Every object can be referred to handle. The 
objects referred a complex of attributes, which can 
be manipulated from the software. The multifarious 
attributes can be leaved for using in MATLAB envi-
ronment, such as “Enabled”, “Value”, “Visible”, 
“On”, ”Off” etc.. Every attribute can be enable in the 
presence of corresponding handle or reference to 
the object. Every graphic component can be reiter-
ated to a cycle of events for the MATLAB environ-
ment by initialization of the graphic application. It 

submits addresses of the callback –functions, asso-
ciated to a given event, which are important. By its 
identification can be called out a corresponding 
callback-function.  

One of the important tasks that the main pro-
gram has is input data validation. The execution is 
canceled if an error concerned with wrong informa-
tion occurs. Another essential purpose of the main 
program is presenting the input information in ap-
propriate data structures [6]. It is necessary for the 
next steps in the processing strategy, In this step 
the processing is made with appropriate input data. 
Wrong information prevents morphological process-
ing from carrying out or may lead to wrong output.  

The applied algorithm calculates also some ob-
jective quantitative estimation parameters as: Coef-
ficient of noise reduction (CNR), Signal to noise 

ratio in the noised image ( YSNR ), Signal to noise 

ratio in the filtered image ( FSNR ), Effectiveness of 

filtration ( FFE ), Peak signal to noise ratio (PSNR) 

[3]. On the base of their analysis can be selected 
the most suitable morphological operator, type of 
the structuring element and its characteristics. It 
determinates more precise processing and en-
hancement of the different medical modalities im-
ages.  

In Fig. 8 are shown respectively the visualiza-
tions of original CT images of size 256x256 pixels 
from the brain and it’s modifications by processing 
of erosion, opening and n=8 times closing with disk 
structuring element by R=3. 

 

  
a) b) 
 

  
c)        d) 

Fig. 8. CT images: a) original; b) after erosion;  
c) after opening; d) after closing n=8  
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4. CONCLUSION 
 
In the paper is presented a GUI for morphologi-

cal processing of medical images. It uses MATLAB 
defined function and works in MATLAB 6.5 envi-
ronment. The pre-processing can realize a nonlin-
ear filtration by using of different type of operators 
and its parameters. The GUI can be used in engi-
neering education for studying this pre-processing. 
It can be used also in real time to provide important 
anatomical information to physicians and specialist 
upon which can be made diagnoses of different 
diseases.  
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Abstract 

 
A visualisation of space configuration of low frequency static and running magnetic field is done in the paper. The requirements 

for design of system for running magnetic field in magneto-therapy is presented.. Some mechanical solutions for system for running 
magnetic field are described In the paper, also.  

 
 

1. INTRODUCTION 
 

The space configuration of low frequency mag-
netic field, created by two coils can be obtained 
using computer simulation. This simulation is on the 
base of appropriate algorithms [1,2]. A space con-
figuration of a pair coils can be seen on fig.1. Dif-
ferent colors are used for different values of mag-
netic induction’s module. The visualizations has 
been done for the values of magnetic induction’s 
module from 1,07 Tµ  to 30,89 mT . The lines of 

magnetic induction in different points in the plane of 
axis Z are done by segments. The changes of the 
value and lines of magnetic induction between the 
two coils are too small. Therefore the magnetic field 
between two coils can be described as homogeny. 

The value of the coil in two inductors is 2 A . 
  

 
 

Fig. 1. Space configuration of low frequency magnetic field 
created by two coils 

 

2. DESIGN OF THE BED FOR THERAPY  
    BY RUNNING MAGNETIC FIELD 
 

The method for computer simulation of space 
configuration of low frequency magnetic field of pair 
coils can be used for computer simulation of space 
configuration of magnetic field in the case of run-
ning magnetic field, also. In this case the coils can 
be as one or two sequences on the bed Fig. 2.  

 

 
 

Fig. 2. The disposition of coils on the bed in the case  
of running magnetic field 

 

The materials of the bed should be non magnet-
ic. An appropriate plastic can be used. This plastic 
should has enough mechanical strong. For instance 
can be used material Polipa PA6. This materials 
has high mechanical hardness, high chemical 
steady, high steady for wear out, good skid, high 
electrical steady, good absorption of hits. 

The patients should be recumbent on the coil’s 
sequence on the bed. The mutual disposition of two 
sequence coils and patient’s body can be seen on 
fig. 3. 
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On the patient’s body should be one or two mo-
bile coils depend of the number of coil’s sequences. 
The coils on the bed should be on when they are 
under mobile coils.  

The mechanical construction of system for run-
ning magnetic field can be seen on Fig. 4. 

 

 
Fig. 3. Mutual disposition of two sequence coils  

and patient’s body 

 

8
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Fig. 4 Mechanical construction of system  
for running magnetic field 

 
The “movement” of low frequency magnetic field 

can be obtained by mechanical running ob two 
mobile coils. The space distribution of the magnetic 
induction’s module can be seen on fig. 5. if every 
pair of coils on the bed are on when they are under 
the mobile pair coils. The space distribution of 
magnetic induction’s value of running magnetic field 
(fig. 5) has been done for different position of mo-
bile coils.  

 
Fig. 5a 

 

 
Fig. 5b 

 

 
Fig. 5c 

 

 
Fig. 5d 

 

 
Fig. 5e 

Fig. 5. Space distribution of magnetic induction’s value  
of running magnetic field 

 
It’s clear that the running magnetic field can be 

obtained not only by mechanical movement of two 
coils. It can be provided by electronic switching, 
also. In this case on the place of mobile coils should 
be situated the same two sequences of coils as 
these on the patient’s bed. The all coils should be 
connected to the outputs of apparatus for magneto-
therapy. In every moment only two pairs of coils 
should be on, one pair on the bed and one pair of 
“mobile” coils. The advantages of electronic switch-
ing of coils are clear. There are some disad-
vantages, also – the price of the system for running 
magnetic field will be increased because of increas-
ing of number of coils, because of more complicat-
ed apparatus for magneto-therapy and because of 
more complicated mechanical construction. 

The signals for the coils of running magnetic 
field can be created by apparatus for 
magnetotherapy (Fig. 6) All coils can be connected 
to the outputs of this apparatus.  

 



                                                                                                                                                               CEMA’09 conference, Sofia 70 

 
 

Fig. 6. Apparatus for magneto-therapy 

 
 

4. CONCLUSION 
 
1. A computer simulation of space distribution of 

magnetic induction’ values of pair coils depending 
of the value of electrical current have been donning 
in the paper. 

2. A computer simulation of space distribution of 
magnetic induction’ values in the case of running 
magnetic field are presented in the paper. 

3. One mechanical construction of system for 
magneto-therapy with running magnetic field has 
been done. 
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Abstract 

 
An investigation of space configuration of low frequency magnetic field generated by girdle coil is described in the paper. The re-

sults of preliminary mathematical calculation and computer simulation of low frequency magnetic field of girdle coil has be done 
together with histograms of space distribution of module of magnetic induction in the girdle coil in the case of static activation. Some 
mechanical solutions for Girdle Coil Flexible System for Magnetotherapy are described in the paper, also.  

 
 
1. INTRODUCTION 

 
A girdle coil system, which is used in magneto-

therapy now can be seen on Fig.1. 

 
Fig. 1. An ordinary girdle coil system 

 

It’s well known that the space configuration of 
low frequency magnetic field in the patient’s area is 
very important in the process of magnetotherapy 
[1,2]. Therefore the precise calculations of low fre-
quency magnetic field as well as an easy-to-
understand visualization of field distribution over the 
patient’s area are of great importance for the relia-
bility and predictability in the process of experi-
mental measurement of magnetic induction of the 
constructed electromagnetic device. A magnetic 
device (girdle coil) has been constructed for use as 
a therapeutic tool in magnetotherapy (Fig. 2).  

The calculation exposes a low frequency mag-
netic field solver that allows evaluating the field 
strength throughout the volume influenced by the 
coil.  

 
Fig. 2. Girdle coil 

 
2. DESIGN STAGE 

 
The evaluation of the low frequency magnetic 

field distribution and its visualization is a difficult 
task and usually requires a lot of time depend on 
the environment geometry and applied visualization 
techniques [1,2]. Additionally fields are often repre-
sented as large sums of field contributions of indi-
vidual current turns.  

The calculation of field in space (off-axis form) 
requires field formulas that involve elliptic integrals 
or other complicated expressions that have to be 
approximated some how.[3,4.In the particular case 
the task is to evaluate the values of magnetic field 
induction at each point of the area of space en-
closed into the coil with sizes according to the 
above Fig.3. For the axial symmetry of the generat-
ed low frequency magnetic field the calculations 
can be performed only for the section perpendicular 
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to the coil plain and going through the centre of the 
coil. 
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Fig. 3. Calclation of magnetic induction in the case of low 
frequency magnetic field created by girdle coil 

 
To achieve better effectiveness of the calcula-

tions as well as to decrease the memory necessary 
to store the results, the values of magnetic induc-
tion are evaluated only for one half of this section 
(right half). Magnetic induction B is stored together 

with its two ingredients – radial component Bρρρρ and 
axial component Bz for a future use to obtain vector 
form of accumulated field data. The magnetic induc-
tion B generated by a separate turn with radius R at 
an arbitrary point M in the girdle coil (Fig.2) is calcu-
lated using a method based on magnetic vector-
potential . 

The key equations used to calculate the two 

components Bρρρρ and Bz of magnetic induction B in 
a arbitrary point in the girdle coil: 
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where: 
- K and L are full elliptical integrals; 
- R is the radius of the girdle coil (Fig. 2); 
- ρ  is the radius of an imaginary turn of the arbi-

trary point M (Fig. 2) 
- z is the vertical axis (Fig. 2) 
- i is the value of current in the girdle coil; 

- 0µ  is the absolutely magnetic permeability; 

3. EXPERIMENTAL RESULTS 
 
The presented article illustrates one approach to 

calculate and visualize a low frequency magnetic 
field distribution in 2D. The field is used for thera-
peutic purposes in magnetotherapy and is generat-
ed by girdle coil. The coil consists of a number of 
current turns with the radius 1 mm. The histogram 
of experimental measurements of module of mag-
netic induction in the plane XOZ (Fig. 2) can be 
seen on Fig. 4. 

     

 

 
Fig. 4. Experimental histogram of the module of magnetic 
induction in the case of static activation of the girdle coil 

 
 

4. DESIGN OF THE BED FOR GIRDLE COIL  
    FLEXIBLE SYSTEM  

 
The materials of the bed (Fig.5) should be non 

magnetic. An appropriate plastic can be used. This 
plastic should has enough mechanical strong. For 
instance can be used material Polipa PA6. This 
materials has high mechanical hardness, high 
chemical steady, high steady for wear out, good 
skid, high electrical steady, good absorption of hits. 
 

 
 

Fig. 5. Design of the bed for flexible girdle system 

 
The bed should be adaptive according to the pa-

tient’s body .Therefore the bed should be flexible.  
The mechanical construction of girdle coil can 

be seen on fig. 6. 

 B 

X[mm]  
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Fig. 6. Mechanical construction of girdle coil 

 
The girdle coil should be flexible also. The idea 

for flexibility of girdle coil is illustrated on fig. 7. 
 

 
 

Fig. 7. A flexible girdle coil 

 
It’s clear (according to the fig. 5 and the fig. 7) 

that the described girdle coil system for magneto-
therapy has independent flexibility in two orthogonal 
planes. The mechanical construction of this system 
can be seen on fig. 8.  
 

 
 

Fig. 8. A girdle coil flexible system 

 
 
5. EXPERIMENTAL SETUP 

 
A small coil (diameter mmd 8= , height mmh 10=  

and current turns 3002xw = ) has been used as 

sensor for measurement of the value of magnetic 
induction. This coil has been connected with the 
inputs of differential amplifier in the input of appa-

ratus for measurement of magnetic induction of low 
frequency magnetic field. The measurement has 
been done for the sinusoidal current in the girdle 

coil with frequency Hzf 50=  . It’s well known that 

the frequency band HzHzf 10010 −= is used in the 

process of magnetotherapy. The sensor has been 
putted in different points around the girdle coil. The 
measurement of the gidle coil’s current has been 
done by ordinary ampermeter. The measurement of 
module of magnetic induction on the axеs X  and 
Z  (Fig, 2) has been done. The results of experi-
mental measurements together with the results of 
calculation of the module of magnetic induction on 
axis X  can be seen on Fig. 9.  
 

 

Fig. 9. Module of magnetic induction on the axis X 

 
The results of experimental measurements to-

gether with the results of calculation of the module 
of magnetic induction on axis Z  can be seen on 
Fig.10.  
 
6. LEVEL OF ERRORS IN EXPERIMENTAL  
    SETUP 

 
The main causes for errors between calculated 

and measurement results are: the finite sizes of the 
sensor, the permanent error of the place of sensors 
in it’s putting in different points and orientation of it’s 
axis (the angle between the vector of magnetic 
induction and the axis of sensor), the error of the 
measurement of current in the girdle coil, the influ-
ence of other magnetic fields with the same fre-

quency Hzf 50= . Some of these errors have 

been reduced using differential coil as sensors. The 
results of calculation and results of experimental 
measurements are similar. It was the main goal of 
investigation. Of course it’s possible to obtain more 
precise methods and measurement devices, but it’s 
not necessary in the case of magnetotherapy, 
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where usually the values of magnetic induction are 
10-30mT and 10% error is acceptable. It’s clear that 
only one small translation of the human body in the 
girdle coil would be enough for an error of the value 
of module of magnetic induction in an arbitrary point 
of the human body ,more than 10%. The value of 

relative magnetic permeability of live tissue 1≈rµ  

as in the air.  

 

Fig. 10. Module of magnetic induction on the axis Z 

 
Therefore computer simulation can be used suc-

cessfully for future investigation of space configura-
tion of low-frequency magnetic field in the human 
body, also. This is the main conclusion of the above 
investigations.  
 
7. CONCLUSION 
 

1. Visualization, calculation and experimental in-
vestigation of the space configuration of low fre-
quency magnetic field in the patient’s area is of 
great importance as preliminary result not only for 
the process of experimental measurement of the 
value of magnetic induction in magnetotherapy, but 
for evaluation of the effectiveness of developed 
electromagnetic devices, also. Additionally these 
two processes can be used to assist the design of 
such devices. Into the particular case of therapeutic 
magnetic field the calculation and visualization are 
intended to allow the user visually evaluate the 
strength of the field into the influenced area of 
space. 

The data structures developed for geometric and 
calculated data representation are designed to 

store both radial Bρρρρ and axial Bz components of 
magnetic induction for future visualization of a vec-

tor field in 2D and 3D. At the implementation stage 
the data structures are chosen in such a way to 
allow data to be shared between different applica-
tions. 

The experimental measurements of the module 
of magnetic induction in girdle coil confirm results, 
obtained by computer calculation. 

2. One mechanical construction of system for 
magneto-therapy with running magnetic field has 
been done. 

3. It’s possible to provide easy influence of mag-
netic field on different parts of the human body be-
cause of bed’s flexibility without movement of the 
patient. 

4. It’s possible to change easy the value of mag-
netic induction in the human body on the base of 
flexibility of the girdle coil. 
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Abstract 
 

An simultaneously application of low frequency magnetic field and acupressure is described in the paper. A visualisation of 
space configuration of low frequency static magnetic field is done in the paper, also. A design of system for acupressure is done 
together with mathematical description of action of mechanical device for acupressure. The requirements for design of system for 
therapy with low frequency magnetic field and acupressure are presented. Some mechanical solutions for system for acupressure 
are described In the paper, also.  

 
 

1. INTRODUCTION 
 

The application of China’s method for acupres-
sure is very actual in medical therapy, now. Usually 
physicians provide application of acupressure by 
his hands. It’s inconvenient first of all for physician. 
He’s able to work for short time. Then he can con-
tinue after relax, but the number of these proce-
dures per day are limited. In other side it would be 
better to provide acupressure simultaneously on 
more points on the human body. It’s impossible 
because physician has only two hands.  

The results of therapy by acupressure would be 
more good if there would be provided more inten-
sive movement of the blud in around the points of 
acupressure. This activation of blud’s movement 
can be provided by application of low frequency 
magnetic field together with acupressure. 

It’s clear that it’ s necessary to provide special 
device for acupressure, which can be used together 
with special device for creating of low frequency 
magnetic filed around the points for acupressure. 
Therefore the application of system for simultane-
ously application of acupressure and low frequency 
magnetic field is very actual, now. 

  
2. DESIGN OF DEVICES FOR CREATING OF 
LOW FREQUENCY MAGNETIC FIELD AROUND 
THE POINTS FOR ACUPRESSURE.  

 

Usually the low frequency magnetic field can be 
created using two coils, connected to the output of 
apparatus for magneto-therapy. This apparatus is a 
source of special electrical signals for the coils.  

Often the application of above described method 
for therapy is on the hand because there are situat-
ed many points of acupunctures.  

 

 
 

Fig. 1. A possibility for disposition of two coils on the hand 

 
The space distribution of the values of magnetic 

induction can be seen on fig. 2. 
 
 

 
  

Fig. 2. The space distribution of the values of magnetic  
induction 

 
In this case one possibility for disposition of two 

coils together with 
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The space configuration of the lines of vector of 
magnetic induction can be seen on fig. 1.  

It’s well known that on the spine there are many 
points of acupuncture, also. Some examples for 
disposition of coils on the spine can be seen on 
fig.3.  

The axis of space components of magnetic in-
duction of magnetic field, created by different coils 
can be seen on fig. 3, also. 
 

 
 
 
 
 
 
 
 
 
 

 
a) 

 
 
 
 
 
 
 
 
 
 

 
b) 

Fig. 3. Some examples for disposition of coils on the spine 

 
A space disposition of two coils in the case of an 

other application of above mentioned method of 
acupressure together with low frequency magnetic 
field can be seen on fig.4. 

 

 
 Fig. 4a. A space disposition of two coils on X-ray image  

 
 
 
 
 
 
 
 
 
 
 

Fig. 4b. The axis of space components of magnetic induction 
of magnetic field, created by two coils 

 
 

3. DESIGN OF MECHANICAL DEVICE  
    FOR ACUPRESSURE 

 
Usually the line of mechanical pressure is the 

axis of coils.  
The sizes of coils can be different according to 

the sizes of “active” area around of the acupuncture 
points.  

On fig. 5 can be seen a mechanical device for 
acupressure, when: 

1 is motor; 
2 is axle; 
3 is shaft; 
4 is a coil, which provides axial movement of the    

 shaft; 
5 is metal disk; 
6 is plastics body; 
7 is massage pimple (osezatel). 

 

 
Fig. 5. Mechanical device for acupressure 

 
The equation of movement of the plastics body 6 

is: 
          )ptsin(Hcxbxxm ==+&&              (1) 

or 

             )sin(2 pthxkx =+                  (2) 
When: 

m

c
k =

 
is the frequency of own oscillations. 
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m

H
h =  

 

]kg[m  is the masse of movement part; 

]
m

N[c  is elastic constant of the spring; 

H is the amplitude; 
p  is the frequency. 

The period of oscillation can be determined us-
ing the equation (3). 
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The integral of equation (2) is the sum of the in-

tegral of free oscillations and private solution of 
equation (2): 

 

21 xxx +=  
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and 
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The equation (5) can be put in equation (2): 
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The integral of equation (2) is: 
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If the frequency of own oscillation is small than 

intimidating force 0〈〈 A),pk( , and taking in account 

the equation (5): 
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The basic output parameters of the described 

device for acupressure can be obtained using equa-
tions (10), (11) and (12): 
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For instance, if the movement of device for acu-

pressure is by electrical engine for direct current 

(6V) with input power WP 151 = and current 

A,Ia 52= , the output torque is: 
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Fig. 6. The modified device for acupressure simultaneously 

with low frequency magnetic field. 

 
For simultaneously application of low frequency 

magnetic field and mechanical acupressure, the line 
of mechanical pressure should be the same as the 
line of coil. Therefore the devices on fig. 5 should 
be modified according to the fig. 6. 

 
4. CONCLUSION 
 

1. A computer simulation of space distribution of 
magnetic induction’ values of pair coils depending 
of the value of electrical current around the points of 
acupuncture in different cases of disposition of coils 
on the human body has been don in the paper . 

 
2. A mathematical description of mechanical de-

vice for acupressure has been done.  
 
3. Some mechanical constructions of devices for 

separate acupressure (Fig. 5) and for simultaneous-
ly acupressure with low frequency magnetic field 
(Fig. 6) have been done, also. 
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Abstract 

 
The separate influence on the human body of permanent electrical field and separate influence of low frequency magnetic field is 

well known in medicine and especially in physiotherapy. An investigation of simultaneously influence of permanent electrical field and 
low frequency magnetic field on the human body is described in the paper. 

 
 

1. INTRODUCTION 

 
The diffusion of ions of different medicaments 

through the skin (ionophoresis) can be provided by 
permanent electrical field. The effect of this therapy 
can be more significant if the movement of medic-
ament’s ions can be not only on the lines of vector 
of intensity of electrical field, but on 3D curves. This 
movement of ions can be provided in the case of 
simultaneously influence of permanent electrical 
field and low frequency magnetic field. 

 
2. MATHEMATICAL ANALYSIS  

 
The simultaneously influence of electrical and 

magnetic fields on ion (ion of tissues or medica-
ment’s ion) can be seen on fig.1 According to the 
fig.1, the movements of ion on axis X,Y and Z can 
be described by the equation (1): 
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Where: 
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 is the intensity of electrical field; 
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 is the magnetic induction. 

m  is the mass of ion; 

q  is the electrical charge of ion. 

r
r

 is the tangential vector of trajectory of move-
ment of ion. 

 

 
Fig. 1 Simultaneously influence of electrical and magnetic 

fields on ion 

 
On the base of equation (1) can be obtained the 

system of equations (2) for every axis X,Y and Z. 
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3. COMPUTER SIMULATION OF MOVEMENT  

    OF IONS IN LIVE TISSUES 

 
The system of equations (2) can be solved using 

MATLAB. It’s well known that the ions in alive tis-

sues are first of all the ions of +Na  and ions of −Cl . 
Therefore the investigations have been done for 
movement of these ions. 

In the case of homogeny permanent electrical 
field and homogeny low frequency magnetic field 
can be used equations (3) 
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Where:  

mB is the amplitude of magnetic induction in 

every point of the homogeny low frequency magnet-
ic field; 

3ω is the frequency of magnetic field; 

E is the intensity of electrical field. 
In this case the system of equations (2) is as (4): 
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The trajectories of movement of ions of +Na  in 
alive tissues taking in account (3) and (4) when: 
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can be seen on fig. 2. 

The system of equations (4) can be solved for 
different values of parameters. This is the way for 
investigation of influence of the values of these 
parameters on the trajectory of movement of ions. 

The trajectory of movement of ions of +Na  for the 
case when: 
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can be seen on fig. 3. 
 

 
 

Fig. 2. Trajectory of movement of ions of +Na  according to 

the equations: (3), (4) and (5) 

 

 
 

Fig. 3. Trajectory of movement of ions of +Na  according to 

the equations: (3), (4) and (6) 
 

The trajectory of movement of ions of +Na  for 
the case when:  
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can be seen on fig. 4. 

The trajectory of movement of ions of +Na  for 
the case when: 
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can be seen on fig. 5. 
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Fig. 4 Trajectory of movement of ions of +Na  according to the 

equations: (3), (4) and (7) 

 

 
 

Fig. 5 Trajectory of movement of ions of 
+Na  according to 

the equations: (3), (4) and (8) 
 

The equations (3) are connected with application 
of low frequency magnetic field in the process of 
ionophoresis, which is often used in medicine. It’s 
clear that 3D trajectory of movement of ions in alive 
tissues can be obtained as one result of additional 
application of low frequency magnetic field. It can 
be seen on Fig. 2, Fig. 3, Fig. 4 and Fig. 5 that the 
parameters of 3D trajectories of movement of ions 
can be changed not only by change of the value of 
intensity of permanent electrical field ,but by change 
of parameters of low frequency magnetic field, also.  
 

4. CONCLUSION 
 

The 3D trajectory of movement of ions allows to 
obtain more good effect of therapy by ionophoresis 
than in the ordinary case, when only permanent 
electrical field is used without application of low 
frequency magnetic field.  

A simultaneously application of permanent elec-
trical field and low frequency magnetic field in the 
process of ionophoresis of foot can be seen on fig. 6. 

 
 

Fig. 6. A simultaneously application of permanent electrical 
field and low frequency magnetic field in the process of 

ionophoresis of foot. 
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Abstract 

 
In this paper we are proposing a method for computer simulation to study the behavior of charged particles in electromagnetic 

filed. The main application of this method is the visualization of processes when of the electromagnetic field is applied to human 
body. Some exemplary simulations and their results are presented. 

 
 

1. INTRODUCTION 
 
Electrical and magnetic fields are often used for 

treating patients during recovery phase from certain 
illnesses. However at present time there is a lack of 
understanding of the exact influence of these meth-
ods on human body. Availability of such tools would 
visualise these processes which would greatly help 
the physicians to choose the proper positioning of 
the active devices and also their parameters in 
order to achieve maximum effect from this kind of 
treatment. 

 
2. MODELING TARGET 

 
Electromagnetic field has an influence on all 

kind of tissues. However for the current discussion 
we will focus our modelling attempts with the extra 
cellular liquid. Its properties as a medium for trans-
portation of active chemical agents makes it perfect 
target for assessing effects of the influence of the 
electromagnetic field. Thus we limit our review only 
with the soft tissues and presence of the bones is 
ignored. 

 
3. SIMPLIFIED MODEL OF BODY FLUIDS 

 
As a simplified model of the body fluids we 

chose fluid saline. There are several types of this 
fluid used for transfusion [1] but in general it is ster-
ile solution of sodium chloride (salt) in water. Up to 
40g of NaCl fully dissolve in 1 L of water. For simpli-

fication we will accept that all molecules of NaCl are 
dissociated to Na+ and Cl- ions. 

The molecules of water are known to perform 
Brownian movement. It is generally random of di-
rection and speed, and the average speed corre-
lates to the temperature. 

 
4. PHYSICAL MODEL 

 
The forces generated by electromagnetic field 

on a charged particle is given by the Lorentz force 
equation [2]: 

[ ])Bv(Eqam
rrrr

×+=  

where: 
m - is the mass of the particle, 
v
r

 - is the vector of its speed, 

a
r

 - is the vector of its acceleration, 
q - it’s electrical charge, 

E
r

- intensity of the electrical field applied to it, 

B
r

- vector of the magnetic induction. 
 
Currently we don’t take into account mutual in-

fluence of the simple charges. This would improve 
correctness of the model but for initial visualisation 
its influence is not a deciding factor. 

 
5. ALGORITHM AND IMPLEMENTATION 

 
Actual implementation of the calculation defined 

by the Lorenz force equation is given by the algo-
rithm on Fig. 1. 
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For visualisation it is used SDL library [3]. Sim-
ple DirectMedia Layer is a C cross-platform multi-
media library designed to provide low level access 
to the video framebuffer. Thus it provides high per-
formance and portability to different computer plat-
forms. 
 

 
 

Fig. 1. Algorithm 

For vector computation Eigen library is used [4]. 
Eigen is a C++ template library for linear algebra: 
vectors, matrices and related algorithms. It is versa-
tile providing all needed operations in an elegant 
framework. But most of its virtue however is its 
speed thanks to C+ templates which enable optimi-
sation of the code on multiple levels. Its perform-
ance is comparable with the traditionally unbeatable 
Fortran libraries. Syntax of the calculations is easy 
to use and intuitive. 

Choice of the above two libraries, makes possi-
ble a visualisation of a large number of particles in 
real time on a personal computer. 

 
6. SIMULATION RESULTS 

  
Positions of the particles can be visualised using 

a 2D projection from their 3D simulated space as 
shown on Fig.2. This kind of view, although natural 
doesn’t give much information on characteristics or 
the history of the process. 

 

 
 

Fig. 2. Real time visualisation of the positions of the particles 

 
Another much better approach is to give to user 

information of the trajectory of the particles. This 
method however is only practical for much smaller 
set of particles. Bigger sets of particles, very fast 
clutter the screen and make this type of visualiza-
tion unusable. 

As a first example of simulation we chose to use 
20 particles put in a closed 3D space in electric 
field. It is applied using two electrodes, one above 
and the other bellow the simulated space. Intensity 

of the electric field E
r

 is chosen to be constant for 
the whole volume. The boundaries of the volume 
make the particles reflect. The result is given on the 
Fig. 3. 

It is clearly visible that main direction of move-
ment is upwards and downwards which corre-
sponds to the direction of the applied electric field. 

Start 

For ∀  particle generate random 

position in 3D space 0X
r

 and 

direction of Brownian movement 

0v
r

. 

Choose the 
next particle. 

Calculate current force applied 
from both electric and magnetic 
fields: 

[ ])( 0 BvEqF
rrrr

×+=  

Calculate new acceleration: 

mFa /
rr =  

Calculate new speed from the 
current one: 

dtavvv rand ⋅++= rrrr
0  

Calculate new position of the 
particle from the current one: 

dtvXX ⋅+= rrr

0  

Particles 
left? 

Display all the 
particles 

End of frame 
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Fig. 3. Visualisation of the trajectory of the particles under 
constant electrical field 

 
Next, Fig. 4 shows the result of the simulation 

for a similar setup where the two electrodes are 
substituted with a point charges. In this case the 
force is inversely proportional to the square of the 
distance between point charges and the particle.  

 

 
Fig. 4. Visualisation of the electrical field modelled by 1D 

Columb’s law. 

 
It is very well visible that the particles close to 

the point charges experience the strongest forces 
due to stronger electric field in proximity of the point 
charges. On the other hand the particles in the mid-
dle are not strongly affected by the electric field and 
perform quasy-random movement. 

In described simulations only electric field is 
considered. Next step is to include the influence of 
the magnetic filed as well, which is applied simulta-
neously to the electric one. On the next, Fig. 5 is 
shown the result of the simultaneous application of 
both fields. The electric field is applied using two 
electrodes, while the coil which generates magnetic 
field is in front and on the back of the volume on the 
image. Thus vector of the magnetic filed corre-
sponds to the direction of the viewing. 

It is clearly visible that particles follow circular-
like trajectories. This is a result of the force applied 
to them as a consequence of their movement and 
the magnetic field itself. 

 

 
 

Fig. 5. Simultaneous influence of the electric  
and magnetic fields 

 
Last simulation is of the same nature as the pre-

vious one with only one difference – the value of the 
applied magnetic field is larger. The result is shown 
on Fig. 6. 

Form the figure is visible that larger magnetic in-
duction creates larger force and that leads to trajec-
tories with smaller circles ad much less drift of the 
particles from their original positions. 

 

 
 

Fig. 6. Simultaneous influence of the electric and magnetic 
fields – different parameters 

 
All of the given examples show that visual rep-

resentation of the result of simulation can form intui-
tive understanding of the influence of electromag-
netic field. Change of the configuration and/or the 
parameters have an easy visible change in particles 
behaviour. 
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7. FURTHER DIRECTIONS FOR DEVELOPMENT  
    AND CONCLUSION 

 
Further directions for work includes optimization 

of the algorithm to simulate larger volumes of parti-
cles in real time. Another possibility for speed up 
the simulation is to use programmable capabilities 
of modern graphics processing units of the PCs. 
Simulations like these are very well suited for a 
parallel computation and can lead to increased 
speed between one and two orders of magnitude. 

Research needs to be done towards better and 
more intuitive methods of visualisation. 

More complex shaped boundary conditions 
could be used to simulate different body tissues. 

Presented simulations and their visualization 
give the physician outlook of the processes taking 
place in human body when electromagnetic field is 
applied. The ability to view, understand and control 
the treatment would be of great practical interest. 
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Abstract 

 
A computer simulation of loss of part of real ECG signal has been done in the paper. A restoration of ECG signal by using of 

mathematical method of Aizenberg for finite functions is described in the paper. The errors of signal’s restoration in the cases of 
different number of values of loss have been calculated. 

The software, which provides application of Aisenberg’s method has been done in MATLAB. A comparison between obtained re-
sults and results of interpolation of ECG signals by function for interpolation in MATLAB has been done.  

The application of Aizenberg’s method has been confirmed by obtained results. 

  
 

1. INTRODUCTION 
 
When transmitting ECG signals, distortions oc-

cur, which can affect the exact diagnosis of pa-
tients. The morphology of ECG signal has been 
used for recognising much variability's of heart ac-
tivity, so it is very important to get the parameters of 
ECG signal clear without noise [2, 4, 5]. This step 
gives a full picture and detailed information about 
the electrophysiology of the heart diseases and the 
ischemic changes that may occur like the myocar-
dial infarction, conduction defects and arrhythmia. 
In order to support clinical decision-making, reason-
ing tool to the ECG signal must be clearly repre-
sented and filtered, to remove out all noises and 
artifacts from the signal. ECG signal is one of the 
biosignals that is considered as a non-stationary 
signal and needs a hard work to denoising. Interpo-
lation of signal, which is lost at a certain time inter-
val must be used. In regard to this, Aizenberg 
method for analytical continuation of finite functions 
may be used. The paper describes modeling of loss 
of real values of an ECG signal and their subse-
quent restoration. Signal restoration is done using 
Aizenberg formula [1] and the built-in function 
interp1 in Matlab [3]. Aizenberg method is applied 
for the first time in the restoration of one-
dimensional real signal, recorded by the apparatus 
on the hard disk of the computer. 

 
2. RESTORATION OF FINITE SIGNALS  
    BY AIZENBERG METHOD 

 

These ЕCG signals are one-dimensional finite 
signals. They are presented as functions of the time 

in the positive direction of the axis t. This possibility 
of restoring the ECG signals is realized with the 
Aizenberg’ s formulae [1] for analytical continuation 
of finite functions from the Hardy’s and Wiener’s 
spaces. In short the method of Aizenberg consists 
in [1]: 

If Nj is a limited sequence of different points in 

the halfplane {zj ∈ D: Im zj>-σ} which has no points 

of density over its contour 1≤j≤n, let us consider the 
following problem of restoration of function f(z) in 

Dσ where ∏
=
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set M = N1xN2x...Nn. For Nl = {xlj} is valid (1): 
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For f∈H2 (Dσ ), z∈H2 (Dσ ) is valid: 
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where H is a Hardy’s class of functions, σ>0 is a 
parameter, x  is a conjugate complex value of x. 

The following formula can be used for interpola-

tion of function f(x) in Wiener class Wα
+ : 
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Formula (3) contains two parameters m and σ; 
The accuracy of signal restoration depends on their 
values. Results from previous experiments show 
that the number m of the known values of the signal 
must be not more than 30. 

The parameter σ is defined by searching of the 

minimal root mean-square error ε by formula (4) 
between the real and interpolated values:  

 

                   ∑
=

−=ε
n

i
ii )x~x(

0

21

n
               (4) 

 

where ix  and ix~  are the values of the real and 

restored signal. 
 

3. COMPUTER SIMULATION OF ECG SIGNAL  
    RESTORATION 

 
Experiments were done in the Matlab software 

environment for interpolation of a real ECG signal, 
recorded by a cardiograph using the Aizenberg 
method and the built-in function interp1 from Mat-
lab. Data from echograph in the form of Microsoft 
Excel WorkBook (xls).  

The Excel table contains 3 columns of 7680 val-
ues for the cardiac signal parameters. Each of 
these columns is imported into the editor Matlab's 
Array Editor and stored as a separate variable in 
Matlab's Workspace. Then it is stored in Workspace 
as a .mat-file. 

Program in the form of m-script, calling m-
function is written, which implements formula (3). 
The algorithm of the program is as follows: 

1. .mat-file with cardiogram data opens 
2. The user enters the values of the start and 

end points of the readings of both intervals in which 
the signal of the first channel is known. 

3. Function is called, in which formula (3) is pro-
grammed. The missing readings can be found by it 
using interpolation.  

4. Graphs of the theoretical ECG signal and the 
signal obtained by formula (3)are plotted . 

5. The results for the root mean-square error of 
the signal from the first channel are found. 

6. Steps 2 - 5 are repeated for the signal from 
the second channel.  

Computational experiments for restoration of the 
signal are performed by the use of the function 
interp1 as well. Again, the root mean-square error 
of interpolation is calculated. Interp1 function uses 
the following methods: 

'nearest' (Nearest neighbor interpolation); 'linear' 
(Linear interpolation) - default; 'spline' (Cubic spline 
interpolation); 'pchip' (Piecewise cubic Hermite 
interpolation); 'cubic' (Same as 'pchip'); ' v5cubic' 
(Cubic interpolation used in MATLAB 5). 

Best results are obtained while using the method 
'spline'.  

 
4. RESULTS FROM COMPUTING EXPERIMENTS 

 
Computing experiments for restoration of the 

missing 1 to 5 readings (values) of cardiogram for 
both channels were made. If there is loss of more 
values, it is considered that the ECG should be 
repeated. 

Figure 1 shows the results from interpolation of 
a reading by Aizenberg method. The blue line dis-
plays the graph of interpolated signal, and the red 
line - the real signal from the ultrasonograph. Figure 
1 and the subsequent Figures do not show the en-
tire graph of the cardiogram, but only the part of it, 
which is used for the computation experiment on 
the purpose of more clear visualization of signals. 
The program enables the user to set different inter-
vals for signal restoration for each channel. For the 
purpose of discussion, the signal for the first chan-
nel is named s0, and for the second - s1. 
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Fig. 1. Interpolation of one value according to Aizenberg’s 

method 

 
As it can be seen from Figure 1, interval of the 

known readings for the time t: t ∈  [1 10] and t ∈  
[12 21] is set for the first channel, which implies that 
t ∈  [0 0.07] and t∈ [0.086 0.1560]. The value of the 
signal s0 for t = 0.078 is interpolated. The interval of 
the known readings of s1 is for t∈ [0.1090 0.1880] 
and t ∈ [0.2030 0.2810]. The value of the signal s1 
in t = 0.1950 is calculated by interpolation. The 
parameters m and σ in formula (3) are different for 
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the two signals - for s0: m = 20, σ = 1, for s1: m = 
22, σ = 0.1. The values of the estimated root mean 
square errors are: for s0: ε = 0.0043, for s1: ε = 
0.00082757. As it can be seen, the values of the 
root mean square errors are below 1%. 

Figure 2 shows interpolation with the function 
interp1, when the spline method is used. The same 
value as in Figure 1 for the signal s0, i.e. s0(0.078) 
is interpolated. The blue dots in Fig. 2 indicate the 
known data (i.e. the basis points for interpolation), 
the graph of the interpolated function is depicted in 
green, and the real graph of s0 is given in red. 

 

 
Fig. 2. Interpolation of one value from s0 with the function 

interp1 from Matlab  
 

The root mean square error for signal restoration 
using interp1 is 0.0051. The comparison between 
this value and the estimated value of the respective 
error in signal restoration of s0 (and s1) with inter-
polation by Aizenberg method proves the ad-
vantage of the latter to interp1 with respect to the 
accuracy of interpolation. Similar results are ob-
tained when interpolating s1 by interp1.  

Figure 3 shows the interpolation of 3 readings 
using Aizenberg method.  

  

 
Fig. 3. Interpolation of three values according  

to Aizenberg’s method  

The readings for the two channels 11, 12, 13 are 
also restored, which means values of the signals s0 
and s1 for t = 0.0780, 0.0860, 0.0940. Restoration 
errors are as follows: root mean square error for s0 
is 0.0137 and for s1 is 0.000456. These values are 
smaller than the root mean square error calculated 
using interp1 for interpolation of one value. 

Figure 4 and Figure 5 show the interpolation of 5 
values by Aizenberg method and by application of 
interp1, respectively. 
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Fig. 4. Interpolation of five reads according  

to Aizenberg’s method  
 
 

 

 
Fig. 5. Interpolation of five values from s0 with the function 

interp1 from Matlab 

 
At restoration of 5 values better results are ob-

tained using interp1. The two graphs show interpo-
lation of readings from 11 to 15, i.e. for signals with 
values in t = 0.0780, 0.0860, 0.0940, 0.1020, 0.1090. 
The root mean square error in restoration using 
Aizenberg method is: for s0: ε = 0.2095, and for s1: 
ε = 0.2577. The root mean square error using 
interp1 is 0.0139. 
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5. CONCLUSION 
 

More accurate restoration of ECG signal in the 
case of loss of 1 to 4 values is done using the 
Aizenberg method. To obtain a smaller error in the 
interpolation, the optimal ratio between the parame-
ters m and σ of the formula (3) must be calculated. 

The need to obtain more precise restoration of 
the cardiac signal requires the use of both formula 
(3) of the Aizenberg method in case of fewer lost 
values - 1 to 4 readings, and the built-in function 
interp1 (with spline method) in Matlab in case of 
loss of 5 readings. 

Research activities in this field are under devel-
opment, as experiments for extrapolation of cardiac 
signals are also planned. 
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Abstract 

 
As networks are gradually turning into more intricate and accessible infrastructures, the threat environment is changing dramati-

cally. New security risks are discovered every day in commonly used applications, operating Systems and network components. 
These are used by hackers and criminals to carry out attacks. With the increased dependency on information technology, the conse-
quences of attacks are becoming increasingly severe. The victims are suffering from losses related to interruption in business, bad 
publicity and exposure of confidential information. 

Medical organizations are forced to continuously maintain the protection of their networks. Traditionally, this has been accom-
plished by creating barriers against attacks by investing in reactive security tools such as firewalls, anti-virus tools and intrusion 
detection systems. In today’s environment these reactive mechanisms simply are not enough. Instead of waiting for attacks to occur, 
there is a need to take a proactive approach. Only by using proactive security tools that continuously identify security risks, it is 
possible to effectively manage and reduce the risk exposure. 

Legislation and compliance with security requirements are also becoming more demanding. The PCI (Payment Card Industry) 
security standards, Gramm Leach-Bliley act, HIPAA, Sarbanes-Oxley, among others all include requirements for regular testing of 
network security.  

This article precents one of the steps in IT security applied in medical centers. This article, however, also points out that heal-
thcare organizations appear to be increasingly vulnerable to exposing our personal health information as measured by the incidence 
of “reported” data breach incidents. 

 
 

1. INTRODUCTION 

 

In a paper-based charting environment (where 
most of the medical records reside nowadays), 
securing medical data – so-called Protected Health 
Information, or PHI – is a manual process. 

Email communication, however, which flows 
across public, shared “information highways,” is not 
suitable for PHI transmission, as it is not encrypted 
– in order to communicate PHI this way, a secure 
connection must be established. Secure web mail 
sites have been created which allow electronic 
transmission of PHI. 

Secure websites with medical data have be-
come an integral part of our day-to-daylife. People 
conduct both their personal and health-related in-
formation using these sites. Many consumers pur-
chase medical goods online using sensitive credit 
card information.  

Due to the sensitive nature of these sites, secu-
rity is a top priority. They all deploy protocols such 
as SSL and many of them hire security experts to 
conduct vulnerability assessments. 

 
 

Fig. 1. Network accessable for vulnarabilities 

 
 

2. MEDICAL INFORMATION VULNERABILITIES 

 
When medical information is moved from paper 

onto an electronic platform, additional vulnerabilities 
for security breaches (i.e. theft) need to be identi-
fied and addressed. When implementing a local, 
client/server legacy EHR system, there are issues 
of securing the source of medical information (the 
server, which is the e-equivalent of the paper chart 
rack), as well as electronic transmission of data 
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across computer connections. If any PHI is stored 
locally onto workstations (which may occur, de-
pending on the EHR system being used), then that 
workstation needs to have locks on it – password 
access to restart when timed out, as well as the 
need to have whatever PHI may be stored on the 
workstation encrypted too. A more significant risk is 
when the server is broken into and stolen, or local 
backup data devices are stolen. Physical theft of 
hardware containing PHI is an area of risk for local 
client/server EHRs and should be addressed by a 
policy and security plan at the local office. 

 
3. VULNERABILITY ASSESSMENT  

    AND MANAGEMENT  

 

Vulnerability management is a process that can 
be implemented to make IT environments more 
secure and to improve an organization's regulatory 
compliance posture 

The vulnerability management process includes 
these steps: 

• Policy definition is the first step and includes 
defining the desired state for device configu-
rations, user identity and resource access. 

• Baseline your environment to identify vulne-
rabilities and policy compliance. 

• Prioritize mitigation activities based on exter-
nal threat information, internal security pos-
ture and asset classification. 

• Shield the environment, prior to eliminating 
the vulnerability, by using desktop and net-
work security tools. 

• Mitigate the vulnerability and eliminate the 
root causes. 

• Maintain and continually monitor the environ-
ment for deviations from policy and to identify 
new vulnerabilities. 

The technology provided by vulnerability man-
agement vendors can be used to automate various 
aspects of the vulnerability management process. 
The four main technology categories are: 

• Vulnerability assessment. 
• Security configuration management and poli-

cy compliance. 
• IT security risk management. 
• Security information and event management 

(SIEM). 
Using automated services is like having a highly 

skilled security team constantly probing your net-
work to discover vulnerabilities. Identified vulnera-
bilities are rated and reported together with recom-
mended remedy. The process of correcting identi-

fied vulnerabilities is supported by workflow tools for 
delegating remediation tasks to appropriate ad-
ministrators. The results can also be compared over 
time, to monitor trends in risk exposure. 

In contrast to manual penetration testing, auto-
mated vulnerability scanning is typically performed 
very frequently. This is important as new vulnerabili-
ties are discovered in a high pace and your risk 
exposure increases in proportion to elapsed time 
since the last assessment of your network. 

Other advantages of usingnormaly outomated 
services include: 

• Proprietary technology 
• 24/7 technical support 
• Ease-of-use yet flexibility  
• Cross platform support  
• Maintains network availability  
• Alignment with standards  
 

.  
Fig. 2. Schematic risk exposures 

 
 

4. METHODS USED BY CYBER CRIMINALS 

 

You may ask yourself how is it possible for a 
cyber criminal to store child pornography on your 
computer without leaving any traces, how someone 
can get inside your corporate network to get their 
hands on your intellectual property and how such 
massive quantities of stolen financial account de-
tails, credit card numbers and personal identity in-
formation can be available for sale on the Internet? 
To straighten it out let’s start with dividing attacks 
into two main groups; opportunistic and targeted 
attacks. 

An opportunistic attack is when a cyber criminal 
targets potential victims randomly in the hope that 
some of them will be vulnerable to an attack. It is 
not important for the criminal who the victim is, but 
rather how many victims there are. For example, a 
cyber criminal stealing and trading stolen credit 
card information is likely to take an opportunistic 
approach as his income is in direct proportion to the 
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number of credit card details he can offer on the 
underground market. Mass mailing attacks are a 
typical opportunistic approach where the criminal 
only expects a low percentage of the targets to be 
affected. 

In a targeted attack, the victim is a specific or-
ganization or person. Some possible scenarios 
could be cyber espionage, hijacking of a website 
due to political reasons, blackmailing or personal 
attacks for reasons of revenge. In general it is much 
harder to protect against a targeted attack, as the 
attack is tailored to make use of the specific secu-
rity weaknesses you are exposed to rather than 
being a generic way of attacking the easiest targets, 
i.e. the least protected networks. 

The traditional way of committing cyber attacks 
has been to send different types of malware, e.g. 
computer viruses or Trojan horses, in mass-mailing 
attacks to potential victims. Because commonly 
used anti-malware solutions today handle these 
kinds of opportunistic attack attempts quite well, the 
“effectiveness” of these kinds of attacks has defi-
nitely decreased.  

But don’t make the mistake of letting this give 
you a false sense of security. The cyber criminal 
community is very creative and dynamic in its nature. 
The methods for exploring the growing number of se-
curity weaknesses are constantly evolving. At the 
same time our network infrastructures are becoming 
increasingly complex, integrated, and open - which 
expands the attack surface for cyber criminals.  

A very insidious way of committing cybercrime is 
to turn a legitimate website into a weapon to com-
promise and control computers that visit the web-
site. This is achieved by injecting malicious code 
into the website by exploring vulnerabilities in the 
website architecture. Once the malicious code has 
been executed on your computer it is under com-
plete control of the criminals, most likely without 
your knowledge. If your computer is connected to a 
network, you have now also provided the cyber 
criminals with an entry point to that entire network. 
Even worse, you computer can be used for criminal 
activities such as botnet attacks, where a large 
number of compromised computers are used as 
“weapons” by cyber criminals.  

For targeted attacks, a very common approach 
is to hack into an organization’s network by making 
use of security vulnerabilities that the infrastructure 
is exposed to. Vulnerabilities can be known security 
weaknesses or misconfigurations of any software or 
hardware component in the network. In fact, there 

are tens of thousands of publicly known vulnerabili-
ties, with numerous new vulnerabilities being dis-
covered every day.  

Hacking into networks may sound like some-
thing only a small community of very skilled tech-
nical people is involved in. However, that is no 
longer true since several different hacking tools are 
available for free or for sale in the underground 
communities.  

 
The most popular hacking tools include: 
 
Exploits – A small piece of code that explores 

specific vulnerabilities. This can be everything from 
exploits making use of general vulnerabilities in web 
browsers to exploits targeting site specific vulnera-
bilities on financial sites. 
 

Autorooters – A tool that scans any specified 
network range for vulnerabilities. Found vulnerabi-
lities are automatically explored by executing an 
exploit on the compromised computer providing the 
attacker with complete control of the computer. The 
autorooters then remove all traces of the intrusion 
by cleaning log files. According to Symantec, 
autorooters are available from $40 with an average 
price of $70. 

The characteristics of a hacker have changed 
quite dramatically over the last few decades. The 
nice high school student in WarGames is no longer 
a good representative of today’s heavy cyber crimi-
nals that are the brains behind the organized and 
economically devastating crimes being carried out 
today. The availability of easy-to-use tools for per-
forming cyber-crime activities has definitely contrib-
uted to this development, luring in potential attack-
ers all over the world and bringing cyber-crime to a 
completely new level.  

 
 

Fig. 3. Medical data risk exposure overview 
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Fig. 4. Trend in risk exposure overview – weekly overview 
 
 

5. CONCLUSION 

 

As one can see, when health information moves 
from paper to local electronic systems, and then to 
hosted “cloud”-based systems, the risk of security 
breaches is actually reduced, provided that the 
vendors and systems utilized conform to specified 
standards covered by vulnerability management. 

To summarize, cyber-crime has turned into a 
well-developed underground market of massive 
magnitudes. Attack methods are getting more so-
phisticated every day and organizations of all sizes 
are potential targets. So what can be done to pro-
tect your valuable assets?  

First of all, it is important to take an overall ap-
proach to IT security. The chain is not stronger than 
the weakest link so it is crucial not to lose sight of 
the big picture. At the same time, we can conclude 
that most organizations have already implemented 
anti-malware software, firewalls and other reactive 
measures. Unfortunately, that is no longer enough. 
With today’s complex and open network infrastruc-
tures combined with a true explosion in security 
vulnerabilities in commonly used operating sys-
tems, applications, and hardware components a 
more proactive approach is needed. 

In order to compromise a website or a network, 
cyber criminals, or the tools they are using, search 
for vulnerabilities to exploit. When visiting a website 
on which malicious code has been implanted, you 
are at greater risk of infection if your web browser 
has unknown vulnerabilities that can be exploited. 
Today, actively managing and eliminating vulnera-
bilities in order to reduce your risk exposure to an 
acceptable level is absolutely key. As new vulnera-
bilities are discovered at such a rapid pace, an au-
tomated approach that provides the ability to as-
sess the network on a regular basis is the natural 
starting point.  
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Abstract 

 
In order to assist doctors to detect micro- calcifications，about the similar lesions retrieval problem of mammographic mi-

cro-calcification cluster, we develop a new algorithm with multi-feature fusion and relevance feedback based on the study of single 

feature and feature fusion using single distance measure image retrieving techniques, this method adopts multi-distance measure to 

calculate the similarity directing at different features. Experiment is based on mammography image database which contains 250 

mammography images and each image contains calcification cluster, we verified the retrieval performance by the precision - recall 

ratio (PVR) of single feature, feature fusion and relevance feedback. Experimental results show that the method has a better retrieval 

result than these methods which based single feature and feature fusion which using single distance measurement.  

Key words: mammography image, calcification lesions, Content-based Image Retrieval, feature fusion, relevance feedback, 

multi-distance measure 

 
 

1. INTRODUCTION 
 
With the number of medical images increasing，

the capability to retrieval relevant images from large 
database is becoming more and more important. 
Although the progress made in general area of im-
age retrieval in recent years, its success in biomed-
icine thus far has been quit limited [1]. In addition, 
mammography images have difference from gen-
eral images, they have some characters, such as 
high gray-scale resolution, more visually similar. 
Therefore, it has more difficult to retrieve similar 
images in medical sense from database, it need to 
understand sufficiently the knowledge of diagnostic 
imaging, pathology and physiology [2]. It is an 
in-depth study problem that how to retrieve calcifi-
cation lesions according to the characteristics of the 
mammography images, so that the retrieval result 
can help medical diagnosis. 

At present, there are some works have explored 
the use of CBIR in mammographic calcification le-
sions retrieval. For example, El-Naqa et al. [3] pro-
posed an approach to the retrieval of digital mam-
mograms using micro-calcification clusters. They 
explored the use of neural networks and support 
vector machines, in a two-stage hierarchical learn-
ing network to predict perceptual similarity from 
similarity scores collected in human-observer stud-
ies. Chia-Hung Wei et al. [4] proposed the method 
that using six relevance feedback algorithms, which 
fall in the category of query point movement, for 
improving system performance. Although CBIR has 

been many applications proposed for several ap-
plications abroad, one encounters a “semantic gap” 
between the quantitative features used to represent 
the images and the interpretation of the images by 
users who are experts in the domain of application 
[5]. This leads to the need to guide the retrieval algo-
rithm by incorporating the user’s judgment of simi-
larity and the relevance of each retrieved [6, 7].  

Because simple distance measure based on a 
single method of similarity measure calcification of 
breast lesions can not meet the similarity of retrieval 
results in the medical sense [3], in this paper, we 
propose a new similarity measurement that uses 
multi-distance, which was determined by he optimal 
query rules, it solved the defect of single distance 
existing, and combined with the user's relevance 
feedback to adjust the characteristics component 
weight dynamically, thus the similarity of medical 
sense was enhanced. 

 
2. IMAGE RETRIEVAL ALGORITHM 

 

2.1. Feature Extraction 
 
Conventional content-based retrieval system 

aimed at improving the visual similarity between 
retrieval images and the query images, but the 
mammography images are visually similar, so the 
process of feature selection should not simply base 
on visual sense similarity. Therefore, doctors will be 
more inclined to see the same types of images as 
similar images, this is the medical sense similarity. 
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In this paper, feature selection bases on the follow-
ing principles: if a feature was effective in classifica-
tion, it was also effective in the retrieval [8]. At the 
same time, taking into account the performance and 
characteristics of calcifications, and in accordance 
with the theory of computer image recognition and 
machine vision, we use the following search fea-
tures: 
(1) Gray-Scale Features: We extracted the mean, 

variance, kurtosis, skewness, entropy, and en-
ergy characteristics as the gray features. 

(2) Texture Features: We combine the Tamura [9] 
and Gabor [10] features to compose the texture 
feature.  

(3) Shape Feature: The shape feature is composed 
of the seven invariant moments [11] and five 
other features [3]: Cross sectional area, Com-
pactness, Eccentricity, Density, Solidity. 
Due to the ranges of feature components be-

tween each feature are different, we should nor-
malize these feature components using Gauss 
normalization to make them have the same range 
[-1, 1]. 

The specific method is as following: 
 

   µ σ= −, , ) 3i j i j i if f(           
(1) 

 
Where ,i jf denotes the feature component of 

feature if , µi  and σ i denote the mean and the 
standard deviation of if . 

This allows almost all the characteristics value 
falling into the range of [-1, 1], the values outside 
the range are set to -1 and 1, so we assure all the 
values are in [-1, 1]. 

 
2.2. Image Retrieval based on feature fusion  
    and multi-distance similarity measure 

 
We integrate the gray-scale feature, shape fea-

ture and texture feature of the mammography im-
ages which contain micro-calcification cluster to 
retrieve the calcification lesions. At the same time, 
we adopt different distance measurement to com-
pute similarity directing at lack of single distance 
measure. 

As the important degree of every feature is dif-
ferent in retrieval, therefore, we should adjust the 
weight of these features before computing similarity. 
The specific method is as follows:  

(1) all the weight = [ , ]i ijW W W  will be initial-
ized 0W  according to the number of the ex-
tracted features and feature components they in-

clude, so that all the features and characteristics of 
components have the same weight: 

= =0 1i iW W L  ，  = =0 1ij i j iW W J , where L  
denotes the number of image features, iJ  de-
notes a characteristic feature of the number of 
components.  

(2) Calculating the similarity between the query 
image and database image:  

 

     =∑( ) ( )i i j i i j
j

D f W D r ， =∑ ( )i i i
i

D W D f   (2) 

 

Where iD  denotes the similarity among fea-
tures, D  denotes the total similarity. 

 
2.2.1. Distance measure methods 

 
At present, the common methods of similarity 

measure are as follows:  
(1) Minkowski distance:  
 

      = −∑
1

( , ) ( )L
L

m m
m

D q p q p（ ）       

(3) 
 

it is the Euclidean distance when = 2L .  
(2) The histogram intersection distance:  
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(3) Quadratcic distance: 
 

= − −( , ) ( ) ( )T
m m m mD p q p q A p q       (5) 

where = [ ]ijA a  denotes the similarity matrix 
among features. 

(4) Canberra Distance 
 

−

=
= − +∑

1

0

( , ) ( )
M

m m m m
m

D q p q p q p      (6) 

 
2.2.2. The determination of the optimal similarity  
      measure 

 
We definite the optimal method of similarity 

measure in accordance with the optimal query rule 
to meet the similarity of mammographic calcification 
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lesions retrieval in medical sense. The basic idea of 
the optimal query rule is:  
(1) Every feature all has some measure methods, 

these combinations compose a collection, in 
the collection, every element expresses a query 
rule. 

(2) For every query rule, compute the similarity 
distance between the query image and all the 
images in the database. Sort the distance in 
ascending order and construct a length-2N  
rank list (N  is the number which the user 
specifies how many retrieval images to be re-
turned). Every element in the list is the image id, 
the image is similar to the query image 

(3) Set the list that obtains in some query rule to 
reference list, the first N  images in the ref-
erence are the retrieval results. At the same 
time, we obtain the corresponding list in ac-
cordance with the other query rules, define a 
rank function, it expresses rank number of the 
image in the list, if the images in the retrieval 
results is in the list, the function value is the 
rank number of the image in the list, otherwise, 
assign +2 1N  to the function value. 

(4) For the each image in the reference list, com-
pute the overall rank numbers, these rank 
numbers are obtained by every query rule, then 
establish a length- N  combined rank list, 
which contains the overall most similar N  
images, then return them to the user. 

(5) The ranks for the retrieved images might not be 
the same as the user’s perception, the user 
sends back a modified feedback rank list. 

(6) Compute the rank difference in every list (the 
rank sum of the absolute difference of the first 
N  images before and after the reorder by the 
user), the smaller the difference the better the 
query rule.  
By the optimal query rule which is introduced 

above, we get the optimal similarity measure: gray 
feature adopts quadratcic distance, texture feature 
adopts Canberra distance, shape feature adopts 
the Euclidean distance. 

 
2.2.3. The Normalization Among Features 

 
The range of the similarity distance which ob-

tained by different similarity measurement is not 
different, it causes the assignment imbalance of the 
weights, so we should normalize the distance. The 
method is as follows: 

     µ
σ
−

= + .
, [1 ( )] 2

3
i j iD

i j
iD

D
D        

(7) 

,i jD  is the similarity distance based on the fea-
ture part ,i jf  between the query image and all the 
images in the database, µiD  and σ iD  denote 
the mean and the standard deviation respectively of 
the similarity distance vector. 

We normalize all the similarity distance which 
obtained by different similarity measurement, it 
makes sure that all the distance have the same 
importance. 

 
2.3. Relevance Feedback Algorithm 

 
If we only use the bottom features of the image 

to retrieve the calcification lesion, it can not always 
meet the use’s “semantic”, we introduce relevance 
feedback algorithm in order to reduce the semantic 
gap between user and the retrieval result. The basic 
idea is: return the first N retrieved images to the 
user, the user estimates the relevant degree be-
tween each returned image and the query image 
according to the requirements and the subjective 
views. We adjust dynamically the feature weight by 
the feedback information, so as to improve the 
medical similarity. 

The Specific method is as follows:  

= L1 2[ , , , ]NRT RT RT RT is the first retrieval 

result based on all features. The collection: 

= L1 2[ , , , ]ij ij ij ij
NRT RT RT RT  is composed of 

the first N (in the experience, N=32) images which 

are retrieved according to a certain feature compo-

nent ijr , the user judge the relevance of each im-

age that is in the ijRT , we let Score denotes the 

collection of feedback scores which given by user. 

=
 =
= −

1 relevant

0 not sure

1 not relevant
lscore

，

，  

，  

 

Next, we calculate the weights. First of all, we 
initialize the weights: = 0ijW , then calculate the 
weights as following: 

 

   

0          

ij
ij l l

ij ij
ij l

W score RT RT
W

W RT RT

 + ∈= 
+ ∉
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If < 0ijW , ijW  will be set 0. Finally, we nor-

malize the weights: = ∑ij ij ijW W W . 

We can carry out a new round retrieval by ad-
justing the weights as the above method introduced, 
it will be repeated until the user is pleased with the 
retrieval result. 
3. EXPERIMENT AND RESULT ANALYSIS  

 
The images used in the experiment are from the 

mammographic image database of the University of 
South Florida. The image contents were approved 
by clinical diagnosis and pathology. According to 
the doctor marked to the calcification cluster region, 
we extract 250 regions of interest (ROIs) which all 
contain calcification cluster. There are 145 ROIs 
which are malignant calcifications cluster, 105 ROIs 
are benign, the size of each ROI is 256 × 256 pix-
els. 

We return the first five images to user as the re-
trieval result in the experiment. Because doctor are 
more inclined to consider the images which have 
the same kind lesions as the similar images, so we 
evaluate the retrieval performance according to this 
character. 

We use query method of QBE (Query By Exam-
ple), and select any image from the database as the 
query image to verify the retrieval performance by 
four methods. The experimental result shows the 
method that we proposed is superior to the tradi-
tional method which uses single-distance to meas-
ure similarity. Figure 1 is the result based on texture 
feature, Figure 2 is the result based on shape fea-
ture, Figure 3 is the result based on feature fusion 
using single distance, Figure 4 is the result based 

on feature fusion using multi-distance, Figure 5 is 
the result based on feature fusion using multi-dis-
tance and relevance feedback. 
 

 
Fig. 1. The retrieval result based on texture feature 

 

 

Fig. 2. The retrieval result based on shape feature 

 

 
Fig. 3. The retrieval result based on single distance measure 

feature fusion 
 

 
Fig. 4. The retrieval result based on multi-distance measure 

feature fusion 

 

 
Fig. 5. The retrieval result based on feature fusion using mul-

ti-distance and relevance feedback 

 
We choose 3 images from the database as the 

sample images to evaluate the precision-recall ratio 
of different methods quantificationally. See Table1. 

 
Table 1 the precision and recall based various feature and similarity measurement 

 

feature Image A 

Precision Recall 

Image B 

Precision Recall 

Image C 

Precision Recall 

texture 0.77     0.34 0.75      0.46 0.69    0.62 

shape 0.79     0.42 0.77      0.52 0.72    0.65 

Mixed feature using single distance 0.81     0.58 0.79      0.65 0.76    0.72 

Mixed feature using multi-distance 0.84     0.64 0.82      0.74 0.79    0.78 

RF after 5 times 0.89     0.81 0.86      0.83 0.83    0.85 

 
We can see from Table 1, the method based on 

multi-distance similarity measure has a higher pre-
cision-recall ratio, the effect is superior clearly to the 
methods based on single feature and feature fusion 
using single distance to measure the similarity. After 

five times feedback, the recall and precision is im-
proved markedly. But take into account the retrieval 
time, the feedback times should not too much. The 
retrieval result is closer to the user request by the 
feature fusion and relevance feedback. 
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4. CONCLUSION 
 
We can see that the retrieval performance of the 

calcification lesion is related to the extracted fea-
tures and the method that measures the similarity 
by the experiment. The method based on feature 
fusion and relevance feedback that we have 
adopted enhanced the validity of the retrieval tech-
nology of the mammographic calcification lesion, 
and we adopted using multi-distance to measure 
the similarity which determined by the optimal query 
rule, the precision ratio is improved. Due to features 
are extracted are more, the computing speed is 
slower, we should consider the characteristics opti-
mization problems, at the same time, in order to 
reduce the function of user demand and the gap 
between systems, we should combine the low-level 
features and semantic features, thereby, it provide 
better assisted diagnosis of mammographic calcifi-
cation lesions to doctor. 
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Abstract 

 
This article is concerned with obtaining numerical values of EEG to recognize records that are specific for epilepsy. The correla-

tion dimension of restored attractor is supposed to be such a characteristic. 
The method of restoration of the attractor of a system by a time series was applied. Under certain conditions relating to the se-

ries length and delay value this method enables one to obtain numerical characteristics of complex processes. To calculate correla-
tion dimension Grossberger-Procaccia procedure, which is in common use in practice, was employed. 

In this work the mentioned method was used to study the dynamics of α-rhythm. The patterns of EEG of a patient with general-
ized epilepsy were studied. The results of experiments show that correlation dimension for the canals corresponding to leision focus 
less than such a characteristic for healthy patients. Apart from that the decrease of correlation dimension extends to adjacent areas 

of brain, which corresponds to and may lead to the appearing α-rhythm in frontal parts (α-synchronization phenomena). 
 
 

1. INTRODUCTION 
 

EEG of human brain is the record of its bioelec-
trical activity. When the signal is registrated, a se-
quence of numerical values is obtained. Hence we 
have a time series that may be considered as a 
result of functioning of some complex dynamical 
system. The application of nonlinear dynamics 
methods for the analysis of time series allows us to 
restore properties of the system generating the se-
ries. The dynamics of a system is characterized by 
its invariant sets (in particular - attractors). By using 
Takens method for the time series analysis we can 
find a restored attractor. We calculate correlation 
dimension of the attractor to estimate the complexi-
ty of the system. 

In our case this characteristic is decreasing for 
patients with epilepsy. Moreover, the comparison of 
correlation dimensions for different canals allows us 

to find α-synchronization phenomena. 
 

2. MAIN NOTIONS 
 

According to current concepts, excitation of neu-
rons appears as a result of their polarization and 
depolarization. The bioelectrical currents which oc-
cur in this process interact with each other and form 
a complex interference curve EEG [1]. 

The main goal of encephalography is a registra-
tion and an analysis of EEG. It means a localization 
of significant features, an identification of their pa-
rameters and formulation of a conclusion. 

As EEG is a random oscillating process, its main 
characteristics are frequency, amplitude, and pha-
se. Frequency rhythm is a type of electrical activity 
corresponding to a state of the brain. (There are 4 
main rhythms: alpha-, beta-, delta-, theta-.) Phe-
nomenon is a part of EEG which is differ from the 
background record and has the diagnostic value for 
analysis. One of the most important phenomena is 
epileptic activity [2].  

It is well known that high level of functional brain 
activity which corresponds to an emotional tension 
results in increasing the size of the information that 
the brain can assimilate. In this case neurons are in 
considerable autonomy and such a process is 
characterized by desynchronization in summary 
electrical activity. When the level of functional activi-
ty is decreasing, some neurons unite into large syn-
chronized groups. In this connection neurons do not 
enter into a new activity. Such an activity of syn-
chronized neurons correspond to a reduced brain 
functioning. It should be noted that a distinguishing 
characteristic of brain at epilepsy is a synchroniza-
tion of neuron activity. It turns out that using the 
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methods of nonlinear analysis may be applied to 
obtain a numerical value for such synchronization. It 
is the correlation dimension of an attractor that may 
be restored using EEG time series.  

 
3. METHOD OF ANALYSIS 

 
We apply methods of nonlinear dynamics [3] to 

analyze time series that are EEG records. 
The method is based on the following idea. Let f 

be a dynamical system defined on a manifold M, 
dim M=d and our time series is a result of its func-
tioning. Let x (ti) be a value of the time series at the 
moment ti. For an integer m form m-dimensional 
space Rm(embedding space) of vectors zi={x(ti), 
x(ti+τ),..., x(ti+(m-1)τ)} for all i from 1 to N, where N 
is the length of the series. So, we have a mapping g 
that maps x(ti) in zi. Takens theorem claims that ge-
neric property of g is that for m>=2d+1 it is embed-
ding. Hence g (M) has not self-intersections and g 
is nondegenerate transformation. It is well known 
that correlation dimension is invariant relatively g. 
By this means we can calculate correlation dimen-
sion using experimental data (time series) and by 
doing so obtain a result for initial system f.  

Now we take an increasing sequence { mj } and 
repeat the described procedure to compute sequen-
tial values of correlation dimensions of obtained 
spaces --- C(mj). If C(mj) stabilizes then mj is the 
dimension of the embedding space, being the di-
mension of the restored attractor not greater than 
(mj-1)/2. If stabilization does not occur the consid-
ered series is the record of a random process. 

Correlation integral is defined by the formula:  
 

          ∑
≠=

−−εΘ=ε
ji,j,i

ji |)xx|(
N

)(C
1

2

1
           (1)  

where )x(Θ  – Heviside function: 
 





≥
<=Θ

01
00

x,
x,

)x( , 

 

N – the length of the series, ε – distance, xi, xj are 
elements of a sample. Correlation dimension Dc is 
defined by the formula 
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We can calculate correlation integral (1) for xi 

and reconstructed vectors zI. In the second case 
correlation dimension depends not only on ε, but 
from the parameters of reconstruction m and τ.  

It should be noted that in practice we have prob-
lems concerning both the boundedness of a time 
series and the stationarity of the object under inves-
tigation. EEG that is recorded over along period of 
time is not stationary process. The process may be 
considered as stationary one if a part of the record 
by length not greater than 1s is investigated. 

 
4. RESULTS 

 
We use described algorithms to implement an 

application for EEG analysis and calculation. The 
application computes correlation integral for a given 
time series and τ and shows EEG record; computes 
correlation integral for each canal; construct images 
of attractors in two-dimensional phase space; plots 
graphs of dependence obtained correlation dimen-
sion on the dimension of embedding. Package 
TISEAN [4] was used to calculate correlation inte-
gral.  

 
When working 
we analyzed 3 
EEG records of 
a patient with 
epilepsy: 1 --- 
before stimula-
tion, 2 --- few 
days after stim-
ulation and 3 --- 
a month after it. 
Every record 
was divided into 
equal time parts 
(to satisfy 
stationarity 
condition); cor-
relation dimen-
sion was calcu-
lated for each 
fragment and 
averaged. The 
results are 
shown in the 
table. 

Dc .av - 1 Dc .av - 2 Dc .av -3  

Fd2 6,27 6,8 6,37 

Fs2 5,91 6,9 6,16 

Od 5,99 5,76 5,70 

Os 6 6,4 5,86 
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In the process of EEG analysis the brain areas 
for which correlation dimension is small enough 
were determined. It points to the fact that at epilep-
sy a system of brain functioning becomes simpler 
and depends on smaller number of parameters than 
for normal state. As this takes place a process of 
synchronization accompanies to the lowering corre-
lation dimension. Leision focuses cover adjacent 
brain areas. 

For normal state there is no α-rhythm in frontal 

parts of brain, whereas at epilepsy α-rhythm may 
appear in these parts as a result of synchronization. 
отделами. We study a frontal-occipital relation to 

reveal distant synchronization of α-rhythm in frontal 
areas. 
 
5. CONCLUSIONS 

 
The method of estimation of correlation dimen-

sion applied to the analysis of EEG of patients with 
epilepsy allows us to separate systems controlled 
by small number of parameters from “random” sys-
tems. On the canals where Dc did not achieve satu-
ration the systems generating EEG are controlled 
by large numbers of parameters and close to ran-
dom systems.  

Close values of Dc obtained for different canals 
when m is increasing may be a sign of synchroniza-
tion of neuron activity.  

Our method may be applied to obtain numerical 

characteristic to analyze α-rhythm synchronization 
phenomena. 
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Abstract 

 

The paper describes a CAN-bus based control system with changeable message priority. The system consists of microcontroller 
MSP430F149 (TI), sensors, CAN controller and several subsystems typical for the automotive industry and the industrial automation. 

The CAN bus system is a multi-master system and the arbitration of the access to the bus is based on the transmitting devices’ 
unique priority codes which are usually fixed. The priority code of the transmitting device determines the priority of the message 
transmitted by it. 

In the proposed system the priority of the messages could be changed dynamically according the process stage and fixed priori-
ties of the other nodes connected to the network. 

The intelligent CAN controller increases the quality of the controlling complex processes and reduces the used hardware. 

 
 

1. INTRODUCTION 
 

The Controller-Area-Network (CAN) bus pro-
vides high level of noise immunity and fault toler-
ance [1]. For this reason it dominates the automo-
tive industry and is widely used in industrial auto-
mation, military and many other areas characterized 
with harsh environment [2]. 

The CAN bus is a balanced (differential) 2-wire 
interface running over either a Shielded Twisted 
Pair (STP), Un-shielded Twisted Pair (UTP), or 
Ribbon cable. The bus is controlled by CAN control-
ler and the devices interface with it via transmitters. 
The CAN controller also queues the incoming and 
outgoing messages [3]. These messages are usual-
ly broadcasted, i.e. sent to all bus participants sim-
ultaneously. 

The transmission rate depends on the bus 
length. For buses shorter than 40 meters, the 
transmission rate is up to 1Mbits/s. Due to the prac-
tical limitation of the transceivers, in a single system 
could be linked up to 110 nodes (fig.1).  

 

 
Fig. 1. CAN network 

 
The messages with higher priority are always 

transmitted, but sometimes at the expense of the 
lower priority ones [4]. By loading the bus heavily it 
is possible for higher priority messages to interfere 
with the timely delivery of the low priority ones or 
even “block” them, not allowing transmission at all.  

The developed intelligent CAN controller makes 
program changes of the message priority. The algo-
rithm is preliminary defined and the microcontroller 
executes it. CAN protocol does not use physical 
addresses and sends messages with identifier that 
can be recognized by the various nodes. The identi-
fier is used for message filtering and for determining 
message priority. The recipient node address in 
both transmit and receive modes is placed in the 
identifier as well. 
 
2. PRINCIPLES OF DATA EXCHANGE 
 

CAN is based on the “broadcast communication 
mechanism”, which is based on a message-
oriented transmission protocol. It defines message 
contents rather than stations and station addresses 
[2]. Every message has a message identifier, which 
is unique within the whole network since it defines 
content and also the priority of the message. The 
level of importance is used when several stations 
compete for bus access (bus arbitration) [1]. 
As a result of the content-oriented addressing 
scheme a high degree of system and configuration 
flexibility is achieved. It is easy to add stations to an 
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existing CAN network without making any hardware 
or software modifications to the present stations as 
long as the new stations are purely receivers. This 
allows for a modular concept and also permits the 
reception of multiple data and the synchronization 
of distributed processes. Also, data transmission is 
not based on the availability of specific types of 
stations, which allows simple servicing and upgrad-
ing of the network. 

In real-time processing the urgency of messages 
to be exchanged over the network can differ greatly: 
a rapidly changing dimension, e.g. engine load has 
to be transmitted more frequently and therefore with 
less delays than other dimensions, e.g. engine 
temperature. The priority, at which a message is 
transmitted compared to another less urgent mes-
sage, is specified by the identifier of each message. 
The priorities are set during system design in the 
form of corresponding binary values and cannot be 
changed dynamically. The identifier with the lowest 
binary number has the highest priority.  

Bus access conflicts are resolved by bit-wise ar-
bitration of the identifiers involved by each station 
observing the bus level bit for bit. This happens in 
accordance with the wired-and-mechanism, by 
which the dominant state overwrites the recessive 
state. All those stations (nodes) with recessive 
transmission and dominant observation lose the 
competition for bus access. All those "losers" auto-
matically become receivers of the message with the 
highest priority and do not re-attempt transmission 
until the bus is available again.  

Transmission requests are handled in order of 
their importance for the system as a whole. This 
proves especially advantageous when system is 
overloaded. Since bus access is prioritized on the 
basis of the messages, it is possible to guarantee 
low individual latency times in real-time systems. 

 
2.1. Message frame formats 

 
The CAN protocol supports two message frame 

formats, the only essential difference being the 
length of the identifier (fig.2). The “CAN base frame” 
supports a length of 11 bits for the identifier (former-
ly known as CAN 1.0 A), and the “CAN extended 
frame” supports a length of 29 bits for the identifier 
(formerly known as CAN 2.0 B).  

 

 
 

Fig. 2. Message frame format 

2.1.1. CAN base frame format 
 
A CAN base frame message begins with the 

start bit called "Start Of Frame (SOF)", this is fol-
lowed by the "Arbitration field" which consist of the 
identifier and the "Remote Transmission Request 
(RTR)" bit used to distinguish between the data 
frame and the data request frame called remote 
frame. [2] The following "Control field" contains the 
"IDentifier Extension (IDE)" bit to distinguish be-
tween the CAN base frame and the CAN extended 
frame, as well as the "Data Length Code (DLC)" 
used to indicate the number of following data bytes 
in the "Data field". If the message is used as a re-
mote frame, the DLC contains the number of re-
quested data bytes. The "Data field" that follows is 
able to hold up to 8 data byte. The integrity of the 
frame is guaranteed by the following "Cyclic Re-
dundant Check (CRC)" sum. The "ACKnowledge 
(ACK) field" compromises the ACK slot and the 
ACK delimiter. The bit in the ACK slot is sent as a 
recessive bit and is overwritten as a dominant bit by 
those receivers, which have at this time received 
the data correctly. Correct messages are acknowl-
edged by the receivers regardless of the result of 
the acceptance test. The end of the message is 
indicated by "End Of Frame (EOF)". The "Intermis-
sion Frame Space (IFS)" is the minimum number of 
bits separating consecutive messages. Unless an-
other station starts transmitting, the bus remains 
idle after this.  
 
2.1.2. CAN extended frame format 

 
The difference between an extended frame for-

mat message and a base frame format message is 
the length of the identifier used. The 29-bit identifier 
is made up of the 11-bit identifier (“base identifier”) 
and an 18-bit extension (“identifier extension”). The 
distinction between CAN base frame format and 
CAN extended frame format is made by using the 
IDE bit, which is transmitted as dominant in case of 
an 11-bit frame, and transmitted as recessive in 
case of a 29-bit frame. As the two formats have to 
co-exist on one bus, it is set which message has 
higher priority on the bus in the case of bus access 
collision with different formats and the same identi-
fier / base identifier: The 11-bit message always 
has priority over the 29-bit message. The extended 
format has some trade-offs: The bus latency time is 
longer (in minimum 20 bit-times), messages in ex-
tended format require more bandwidth (about 20 
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%), and the error detection performance is lower 
(because the chosen polynomial for the 15-bit CRC 
is optimized for frame length up to 112 bits). 
CAN controllers, which support extended frame 
format messages are also able to send and receive 
messages in CAN base frame format. CAN control-
lers that just cover the base frame format do not 
interpret extended frames correctly. However there 
are CAN controllers, which only support the base 
frame format, recognize extended messages and 
ignore them. 
 
3. MODULE PRINCIPLE OF OPERATION 
 

The developed intelligent CAN controller uses 
12-channel 12-bit ADC to receive data from various 
sensors. The used microcontroller (MSP430F149) 
[1] receives information from the sensors, calcu-
lates data and transmits massage via CAN bus to 
the receiving nodes (fig.3). As transmitter is used 
CAN transceiver 82C250, Philips [3]. It operates in 
differential mode with inverted signals CAN_H and 
CAN_L.  

For example, if the system consists of five 
nodes, the priority of each node is fixed from 0 to 8 
and 0 is the highest priority. 

 

 
 

Fig. 3. Intelligent CAN controller 

 
In the complex processes the importance of the 

parameters are different in the different stages of 
the process. To escape the loss of information, the 
sample rate and the message priority have to be 
changed depending on the algorithm of the pro-
gram. At least two unique identifiers will have to be 
reserved for the intelligent CAN module (in this 
case four identifiers: 0, 2, 5, 8). The priority of the 
module will be changed according the algorithm 
when conditions for the parameters values are in 
the preliminary defined limits. If one of the condi-
tions is available, the intelligent CAN controller 
changes the level of its own priority, righting 0 or 2, 
5, 8 in the area of identifier. 

The basic algorithm which the microcontroller 
executes is the follow: The microcontroller perma-
nently receives the signals from the sensors, calcu-
lates data and store the result in the variable. When 
there is a request from the CAN Host node, the 
microcontroller sends the last actualization of this 
variable.  

For example, if the measured signal is tempera-
ture, in this way the Host node receives the data in 
suitable type. It is not necessary to make additional 
calculations. 

The algorithm calculates data in the measured 
unit, which is used by the Host node. If the Host 
node sends a command for continuous transmitting, 
transmits the value on every measurement. The 
program informs the Host node when the data is 
equal to the value, defined before, 

 
4. CONCLUSION 

 
The paper describes a CAN-bus based control 

system with non-fixed message priority. This intelli-
gent CAN controller increases the quality, reliability 
and flexibility of the controlling complex processes 
and reduces the used hardware. 
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