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Dear Colleagues, 
 

It is our privilege to thank all of you for your contributions submitted at 5th regular Interna-
tional Conference on ‘Communication, Electromagnetic and Medical Applications’ CEMA’10. This 
is a conference which should help future collaboration in the area of engineering, especially   in the 
area of communication technologies and medical applications. This is an important scientific event 
not only in Balkan region, but in Europe, also. The International Conference on Communication, 
Electromagnetism and Medical Applications CEMA’10 is dedicated to all essential aspects of the 
development of global information and communication technologies, and their impact in medi-
cine, as well. The objective of Conference is to bring together lecturers, researchers and practitio-
ners from different countries, working on the field of communication, electromagnetism, medical 
applications and computer simulation of electromagnetic field, in order to exchange information 
and bring new contribution to this important field of engineering design and application in medi-
cine. The Conference will bring you the latest ideas and development of the tools for the above 
mentioned scientific areas directly from their inventors. The objective of the Conference is also to 
bring together the academic community, researchers and practitioners working in the field of 
Communication, Electromagnetic and Medical Applications, not only from all over Europe, but  
also from America and Asia,  in order to exchange information and present new scientific and 
technical contributions. Many well known scientists took part in conference preparation as mem-
bers of International Scientific Committee or/and as reviewers of submitted papers. I would like to 
thank all of them for their efforts, for their suggestions and advices.  

 
On behalf of the International Scientific Committee, we would like to wish you successful 

presentations of your papers, successful discussions and new collaborations for your future scien-
tific investigations. Engineering and medicine should provide high level of living for all people. 
 
 

P. Frangos 
Conference Chairman 
 
D. Dimitrov 
Conference Vice Chairman 
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Abstract 

 
We report on the design of a refracto- metric optical sensor based on a quasi-one dimensional photonic 

crystal structure etched in a Si3N4 ridge waveguide grown on top of a SiO2 substrate. A photonic crystal 
based on this kind of structure exhibits a photonic bandgap for TE polarized light. The finite difference time 
domain method (FDTD) is employed in order to design the device and investigate its transmission spectra 
and sensitivity characteristics. The shift in the central wavelength of the reflectivity spectrum, due to change 
in the refractive index, when the low-index areas of the photonic crystal are infiltrated with different fluids, is 
found to be linear and hence, suitable for refractrometric sensing applications.  

 
 

1. INTRODUCTION 
 
Integrated optical sensors has a high potential to 

be employed as a device in many areas such as, 
microbiology, environmental safety, defence and 
aerospace technology. Their main advantages are 
immunity to electroma-gnetic interference, high  com-
pactness and robustness and prospects of mass 
production, and also they have fast responsivity and 
higher sensitivities when compared to Micro-
Electro-Mechanical Systems (MEMS). In a variety 
of environmental, biomedical and aerospace appli-
cations, the measurement of the refractive index is 
very important since is strongly related to structure 
composition. 

Photonic crystals (PC) and photonic band gap 
structures (PBG) [1] are very promising building 
blocks for photonic components of submicron scale 
which is comparable to that of their electronic coun-
terparts. Two-dimensional (2D) PCs formed in a 
dielectric slab waveguide structure have attracted 
much interest recently for realizing novel micro-
optoelectronic devices [2-4]. A structure having a 
periodic index modulation in one dimension is 
known as a one-dimensional photonic crystal (1D-
PC). If the structure has nonperiodic features in the 
other two dimensions, it is denoted as a quasi-1D 
PC which is essentially a ‘Bragg grating’. A Bragg 
grating with a strong index modulation shows a 
typical property of PCs: an extended transmission 
stop-band. The width of this stopband and the 
steepness of its edges increase with the strength of 
the refractive index modulation. For sensing appli-

cations, one has to exploit the steep edges of the 
stop-band in a strong grating [5]. 

In this paper, motivated by the recent interest in 
developing quasi-1D PC sensors [6,7], we designed 
and simulated a wide ridge-type channel waveguide 
of silicon nitride with a 1D PC etched into the core 
layer. The reflectivety spectra of the device has 
been obtained using the FDTD method. The sensi-
tivity of our device is determined by observing the 
shift in the central wavelength of reflectivity spec-
trum as a function of the change in effective refrac-
tive index. 

 

  
(a) 

 

 
(b) 

 
Fig.1. (a) Schematic 3D drawing of the waveguide 
with a 1D photonic crystal, and (b) Cross-section of 
the quasi one-dimensional photonic crystal sensor 
with a cuvette placed on top. 
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2. DEVICE DESIGN AND MODELING  
  

A schematics of the 3D-structure as well as the 
cross-section of the device is shown in Fig.1. The 
sensing element is a strong grating in a Si3N4 ridge 
waveguide (ng=2.01) with period Λ=628.2 nm grown 
on top of a SiO2 substrate (ns=1.46) resulting in TE 
single-mode operation at wavelengths around the 
modern telecommunications wavelength of λ=1.55 
μm. The light is guided by the photonic crystal 
structure in the horizontal plane and is confined by 
the classical ridge waveguide in the vertical direc-
tion. The sensitivity of the sensor for changes in the 
refractive index can be simulated by infiltrating the 
grooves of the grating with different fluids through 
the cuvette, as it is shown schematically in Fig. 
1(b). 

The simulation is performed using the Finite Dif-
ference Time Domain Method (FDTD) with Perfectly 
Matched Layer (PML) boundary conditions. Since 
the waveguide thickness is very small and there is 
no structural variation in the y-direction uniformly 
over the x-z plane, the structure can be analysed as 
a quasi-1D device without losing much generality. 
FDTD method relies on the discretization of Max-
well’s equations and provides the description of the 
time evolution of the electromagnetic field without 
any assumption about the number and the charac-
teristics of the propagating modes.  

According to FDTD method on a Yee cell [8], a 
simple set of discrete field equations is obtained for 
TE-polarized wave propagation: 
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   (2) 

 
where Δt and Δx are the finite difference cells in the 
temporal and spatial domain, respectively. A 1D-
mesh grid with size of Δx=12.035 nm were used in 
the simulation. The time step is based on the 
Courant’s condition    2/t x c , where c is the 
velocity of light in vacuum. The simulation is run for 
131.072 (217) time steps to get a fine spectral reso-
lution. Vector-based computations are employed in-
stead of element-based ones using MATLAB tech-

nical language in order to reduce the computation 
time considerably. The source employed was a 
Gaussian modulated continuous wave at central 
wavelength of 1.55 μm having a broad spectral 
bandwidth. By Fast-Fourier-Transforming the elec-
tric field component, sampled at the output ports, 
the frequency response of the device under investi-
gation was obtained, with just a single simulation 
run.  

In order to get an exact Bragg wavelength from 
the FDTD simulation, the effective index corre-
sponding to TE-mode propagating in the ridge 
waveguide, is set to a value which is obtained from 
a Beam Propagation Method (BPM) mode solver 
[9]. For first-order gratings like in Fig. 1(b), the 
Bragg conditions are expressed as 

 

 
4


,

Λ Bragg
tooth

eff tooth

λ

n
, 

4


,

Λ Bragg
groove

eff groove

λ

n
   (3)  

 
For the desired Bragg wavelength of 1.55 μm, 

Λtooth=240.7nm and Λgroove=387.5 nm so that a grat-
ing period Λ= 628.2 nm, is obtained. The number of 
periods chosen was 64, resulting in an overall grat-
ing length of 40.2 μm. 

 

 
 

Fig. 2. Spectral dependence of the electric field 
intensity when the grooves are filled with air. The 
dashed line represents the spectral dependence of 
the input pulse. 

 
3. RESULTS AND DISCUSSION 

  
Fig. 2 shows the spectral intensity of both the 

input and the transmitted electric field for air-filled 
grooves. The wide stop band in the transmission 
spectrum would allow a high free spectral range, so 
that the Bragg wavelength can be tuned over a 
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wide range of wavelengths. Table I reports the shift 
of the central wavelength when the grating grooves 
are infiltrated by different fluids with increasing re-
fractive indices. Experimentally, a continuous chan-
ge in refractive index could be realized by mixing 
together two fluids with different indexes. As it is 
seen, the central wavelength i.e. the wavelength 
exactly in the middle of the stopband defined by the 
-3 dB point of the stopband edges, is shifted to-
wards higher wavelength values as a consequence 
of the change of the guided mode effective index. 
Figs. 3(a)-(c) illustrate the effect of fluid refractive 
index change on the reflectivity of the quasi-1D 
photonic crystal structure. Both edges of the stop-
band are shifted toward longer wavelengths. A 
small wavelength shift of such an edge can cause a 
large change in the transmitted power from a 
source having an appropriate wavelength.  

Grating sensitivity describes the device efficien-
cy when it works as a sensor. In this work, we de-
fine the sensitivity as 

 

                         





centre

c

λ
S

n
                    (4) 

 

and therefore, it can be easily calculated using the 
data of Table I.  

 
Table I: Resonance central wavelength for different refractive 

indices 
 

  nc λlow (nm) λhigh (nm)  λcentre (nm)
1.00 1356.7 1857.8 1607.2
1.05 1409.6 1874.8 1642.2
1.10 1466.4 1881.4 1673.9
1.15 1520.2 1896.0 1708.1
1.20 1576.0 1912.0 1744.0
1.25 1631.5 1929.7 1780.6
1.30 1687.3 1944.4 1815.9
1.35 1749.5 1956.4 1852.9
1.40 1806.5 1974.8 1890.7
1.45 1863.2 1993.9 1928.5
1.50 1921.0 2013.5 1967.3  

 
Fig. 4 presents the central wavelength shift 

(Δλcentre) as a function of the change in fluid refrac-
tive index by infiltration of the grating grooves, 
where the reference wavelength is the central 
wavelength for air-filled grooves. From the graph, it 
is observed a 7 nm shift of the centre wavelength 
for a change in refractive index δnc=0.1 and there-
fore an average sensitivity S~70 nm per unit refrac-
tive index change is obtained. Furthermore, the 
central wavelength shift is linear and hence, the 
device is extremely suitable for sensing applica-
tions. 

 
 

 
 

 
 

Fig. 3. Computed reflectivity spectra when the refractive index 
of infiltrated grating grooves is (a) nc=1.1, (b) nc=1.3 and (c) 
nc=1.4  
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Fig. 4. Sensitivity characteristic curve showing the simulated 
changes in central wavelength versus changes in refractive 
index. 

  
 

4. CONCLUSION 
 

We have designed and simulated a very com-
pact refractometric sensor based on quasi-1D pho-
tonic crystal. The FDTD simulation method is em-
ployed, in order to investigate its transmission spec-
tra and sensitivity characteristics. For the working 
wavelength of ~1.55 μm, the transmission spectra 
has been calculated by changing the refractive 
index of different fluids in the grooves of the grating. 
It has been found that increasing the refractive in-
dex, the wavelength position of both the lower and 
upper band edge are shifted with the largest shift 
appeared in the lower wavelength band edge. The 
shift in the central wavelength is found to be ap-
proximately linear and hence, the device is ex-
tremely suitable for sensing applications. The simu-
lated structure shows good performance in terms of 
compactness, sensitivity and free spectral range. 
The performance of the designed device as tem-
perature, pressure or strain sensor based on the 

thermo-elastic and thermo-optic effects [10] will be 
reported in a future paper. 
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Abstract 

 
The new rigorous boundary method based on solving Sommerfeld's problem for isotropic media is provided. Scattering of elec-

tromagnetic waves radiated by electrical point dipole near the plane surface boundary is considered in this paper. The problem is 
divided into two independent problems. Solution of each problem is investigated in the form of superposition of plane waves and 
reduced to the solution of system of algebraic equations. The solution of the boundary problem is represented in integral form for the 
general case. It coincides with the known solution by Sommerfeld, which is obtained from the solution of an ordinary differential 
equation. The new method may be used also in boundary problems for anisotropic media, which case will be investigated by our 
research group in the near future.  

 
 

1. INTRODUCTION 
 
Solving boundary problems is one of the actual 

problems of modern electrodynamics. The rigorous 
solving of the simplest key problem was considered 
by Sommerfeld in wave diffraction theory for the 
first time. This problem deals with the elementary 
dipole and with planar interface between two iso-
tropic media. Helmholtz's equation was reduced to 
solving the ordinary differential equations and the 
rigorous solution was presented in the integral form 
by means of vector potentials by Sommerfeld [1]. 
This boundary problem (method of its solution and 
the obtained integral) is traditionally named the 
Sommerfeld problem in diffraction theory. It was 
considered in the work too [2] where the solution is 
derived with the help of Hertz vectors in the same 
way. Asymptotic analysis of Sommerfeld solution 
was researched by Malyuzhinets [3]. Many various 
methods such as the method of equivalent bound-
ary conditions, the image method, Green’s function 
method were developed to solve boundary problem 
on the basis of Sommerfeld problem. The method 
of equivalent boundary conditions is one of the 
effective methods for simplifying of boundary prob-
lems solving. For example, impedance boundary 
conditions of Schukin-Leontovich are applied for the 
problem of anisotropic media too [4]. The image 
method was first presented by Wait [5] and later by 
several other authors. For example, the rigorous 
solutions are obtained for cases of anisotropic half-

space with perfectly electrically or magnetically 
conducting surface [6], for anisotropic half-space 
bounded by an anisotropic surface [7] and for a 
similarly anisotropic half-space and boundary [8] on 
the basis of the method of images. But there can be 
difficulties in determination of a image's form and its 
location. In the work [9] perfect conductor case with 
mixed-partial derivative boundary condition is con-
sidered on the basis of Green’s function method for 
an anisotropic half-space.  

In this work the modified new method of rigor-
ously solving boundary problem is proposed on the 
basis of Sommerfeld key problem. The according to 
the proposed method the boundary problem is re-
duced to solving of system of algebraical equations 
concerning of Fourier component of density of sur-
face current due to using the boundary conditions. 
The total electromagnetic field is determined 
through density of surface current induced on the 
interface. Thus the convenience and simplicity of 
calculation and the deep physical transparency are 
the main property of presented method. The 
method can be used in rigorously solving more 
difficult problems of electrodynamics particularly for 
cases of anisotropic media. 

 
2. STATEMENT OF THE BOUNDARY PROBLEM 

 
The system of Maxwell equations for stationary 

electromagnetic field is considered: 
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where EH,  are intensities of magnetic and electric 
fields, ε  and μ  are dielectric and magnetic per-
meability of medium, j  is current density of exter-
nal source. Time dependence is taken in the form of 

tie ω . 
Let the interface is the plane 0=x . Electric and 

magnetic permeability of the higher and lower half-
spaces are characterized by the corresponding 
values: 11 ,με  и 22 ,με . For external source we 
choose elementary Hertz radiator located in a point 
along axis 0xx =  of the higher half-space and with 
the dipole momentum p  directed along the axis x.  

It is required to satisfy the electrodynamics 
boundary conditions on the planar interface (x=0), 
i.e. continuity of the tangential components of inten-
sities.  

It is necessary to determine electromagnetic 
field in any point of the space. 

 
3. THE METHOD OF SOLVING BOUNDARY  
    PROBLEM 

 
3.1. General solution of system of Maxwell  
       equations 

 
Let’s present the general solution of Maxwell’s 

equations for isotropic media: 

[ ][ ],~,~F 1 JkH ψ−−= i  
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kJk,JE −−= − ki εμψ
ωεε

   (2) 

where 1F−  is operator of inverse Fourier transfor-
mations, J~  is Fourier component of density of 
surface current, ( ) 1222

0
~ −

−−= xkkk ρεμψ , k is wa-
ve vector, r is radius vector.  

Since the dipole moment is directed along the 
normal vector of the planar surface. It is obvious 
that problem is axisymmetric. Therefore it is con-
venient to consider the problem solution (2) in cy-
lindrical frame: 
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Using the following known identities for Bessel 
functions:  
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and taking into account the scalar product 
xkk x+−= )cos( βαρρkr  (β is angle between 

unit vectors eρ and ez), the general solution of 
Maxwell’s equations (3) can be put into the form:  
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where )(J 0 x - Bessel function for the zeroth order, 
)(H )1(

0 x - Henkel function of the first kind of the 
zeroth order.  

 
3.2. Solving the boundary problem 

 
Using the above relations in (4), refracted and 

reflected fields are written accordingly as: 
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where 01101 kk με= , 02202 kk με=  - wave 
numbers in the higher and lower half-spaces, 

222
01

1
1~

xkkk −−
=

ρ

ψ , 222
02

2
1~

xkkk −−
=

ρ

ψ , 

ρρ eJ 11 )(kJ~~ = , ρρ eJ 22 )(kJ~~ = - Fourier compo-
nent of density of surface current. The field of point 
dipole is written as: 

( )( ),graddiv)( 1
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                    ( )pH 1
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Then total solution of electromagnetic field is 
presented in form: 
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Calculating integral in (5) by xk  with help of the 
residue theory we obtain the following relations for 

TEHEH T- ,,, −  in (7): 
in the higher half-space: 
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in the lower half-space: 
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where 22
011 ρκ kk −= , 

22
022 ρκ kk −= . 

 
3.3. Boundary conditions 

 
Taking into account nonzero single tangential 

component of electromagnetic field in (8), (9) we 

require satisfaction of boundary condition in form 
( 0=x ): 

TRoTRo EEEHHH ρρρααα =+=+ , ,  (10) 

where 

,),(H
8
1 )1(

0
1

0
01

∫
∞

∞−
−= ρρρ

κ
ρ ρ
κ

ω
π

α dkkk
epki

H
xi

,),(H
8

)1(
0

01

0 01∫
∞

∞−
= ρρρ

κ
ρρ ρω

επε
dkkkepkiE xi  

,),(H)(~
8
1 )1(

01∫
∞

∞−
−= ρρρρα ρ

π
dkkkkJH R  

,),(H)(~
8

1 )1(
011

01
2 ρρρρρ ρκ

ωεεπ
dkkkkJE R ∫

∞

∞−
−=  

,),(H)(~
8
1 )1(

0
0

2

0
2 ρρρ

π

ρα ρ
π

dkkkkJH T ∫ ∫
∞

=  

.),(H)(~
8

1 )1(
022

02
2 ∫

∞

∞−

−
= ρρρρρ ρκ

ωεεπ
dkkkkJET  

Then from (10) we derive: 

,),(H)(~
8
1

),(H)(~
8
1

)1(
02

)1(
01

1

01

∫

∫

∞

∞−

∞

∞−

−=

⎟
⎟

⎠

⎞

⎜
⎜

⎝

⎛
+

ρρρρρρ

ρρ

κ
ρ

ρ
π

ρ
κ

ω
π

dkkkkJdkk

kkJ
epki xi

 

( )

.),(H

)(~
8

1),(H

)(~
8

1

)1(
0

22
02

)1(
0

11
01

01

ρρρ

ρρρρ

ρ
κ

ρ

ρ

κ
επε

ρ

κω
επε

dkkk

kJdkkk

kJepki xi

∫

∫

∞

∞−

∞

∞−

=

+−

   (11) 

From (11) we obtain the following system of al-
gebraical equations: 
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The solution of system (12) are Fourier compo-
nent of sought surface current density:  
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3.4. Total solution of boundary problem 

 
Substituting those Fourier components of sur-

face current densities (13) in (8), (9) we derive gen-
eral solution of problem in form: 

in the higher half-space: 
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in the lower half-space: 
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4. CONCLUSION 

 
Thus the new rigorous method for solving 

boundary problem is presented on the basis of 
Sommerfeld key problem. The physical meaning of 
the method consists in definition of surface current 

density by using the Fourier transformations and 
Green's functions.  

The proposed method can be applied in various 
boundary problems for anisotropic media.  
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Abstract 
 
This paper focuses on the smart antenna design steps – antenna element and uniform rectangular array 

modeling, an estimation of the direction of arrival (DOA) and adaptive antenna pattern creation. 
For the rectangular patch antenna design is used the transmission line model (TLM). For the design proce-

dure is specified the substrate (its relative dielectric constant and height) and the operating frequency. Numer-
ical results derived by Matlab for patch element radiation pattern are shown. 

The DOA estimation method is introduced for the significant improvement in smart antenna resolution. The 
DOA estimation involves a correlation analysis followed by signal/noise subspace formation and eigenstruc-
ture analysis. The 2-D unitary ESPRIT is presented for direction of arrival estimation analysis of the array. 
Limited numerical examples on the base of Matlab simulations are depicted to illustrate this algorithm. 
 
 
1. INTRODUCTION 

 
The smart antenna with microstrip (patch) ele-

ments is probably the most suitable class antennas 
for wireless communications. An appropriate adap-
tive array structure is a rectangular smart antenna 
with uniformly distributed patch elements because it 
owns the ability to scan the main beam in any direc-
tion of azimuth and elevation in 3-D space [1]. 

In antenna array modeling, the microstrip anten-
nas are the most widely used class elements on 
account of their low cost, low profile. These anten-
nas are simple to manufacture, mechanically ro-
bust, with a variety of impedance, polarization, and 
pattern characteristics [2]. 

In this paper, the direction of arrival (DOA) 
method is applied to antenna array modeling. The 
model descriptions are attended by simulation re-
sults obtained for a specific uniform rectangular 
array (URA). 

 
2. THE SMART ANTENNA MODELING 

 
2.1. The Microstrip Element Analysis  
        and Calculation 

 
The rectangular patch element is the most suit-

able and very easy for mathematical analysis. The 
microstrip antenna geometry is illustrated in Fig. 1, 
where the patch with length L ( 00 5.033.0   L , 

0  is the wavelength in the free space), consist of a 

very thin metallic patch with a thickness t ( 0t ) 

placed on a dielectric substrate with a thickness h 
( 00 05.0003.0   h ) above a perfectly con-

ducting ground plane [3]. 
For the analysis and design of the rectangular mi-
crostrip element is applied the transmission line 
model (TLM) which gives accurate enough results 
with simple calculations. For the antenna modeling, 
the patch is described as a configuration of two 
radiating slots with width W, height h, separated by 
a transmission line with length L into a dielectric 
with an effective dielectric constant reff  and here 

is assumed that only the principal mode xTM 010  

propagates in this line.  
 

 
 

Fig. 1. The rectangular patch element geometry 
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For the design procedure is necessary to specify 
the substrate parameters ( r -relative dielectric 
constant, h-height) and the resonant (operating) 
frequency rf . The procedure steps are: 

 width calculation: 
 

                
1

2

2

1

00



rrf

W


          (1) 

 
 effective dielectric constant: 
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 length extension L  and effective patch 

length computations (Figure 2): 
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The input impedance is determined using the 

following formulas [4]: 
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where 1G  is the conductance of a single radiating 
slot, 0k  is the free space phase constant,  XSi  is 

a sine integral, 12G  is the mutual conductance be-
tween the two radiating slots (often neglected in first 
approximation). 
 

  
 

Fig. 2. The microstrip antenna parameters 

For the modeling procedure is necessary to cal-
culate the microstrip element directivity [3]  
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where 0D  is the directivity of a single slot. In the 

first approximation after neglecting 12G  the patch 
antenna directivity is 02DDpatch  . 

 
2.2. The URA Smart Antenna Structure 

 
The URA array with N x M (M, N – even) equally 

distributed identical patch elements is located 
symmetrical in x-y plane (in Figure 3 their center 
positions are shown by dots). The origin of coordi-
nate system is located at the center of the array. An 
incoming narrowband signal arrives at the array 
from elevation angle   and azimuth angle .  

 

 
 

Fig. 3. URA geometry, along with an incoming signal 
 

The array factor (AF) of URA with its maximum 
along ( 0 , 0 ) can be calculated using the following 

expression [3] 
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where Amn is the amplitude excitation of the individ-
ual element, and (dx, dy) are the inter-element spac-
ing along the x-axis and the y-axis, respectively. 
 
2.3. 2-D Unitary ESPRIT  

 
The DOA algorithm determines the directions of 

incoming on the URA signals based on the time 
delays. These delays depend on array geometry, 
number of elements, and inter-element spacing. 
The DOA estimation involves a correlation analysis 
followed by signal/noise subspace formation and 
eigenstructure analysis. 

For the URA of Figure 3, the time delay of the 
narrowband signal at the (m, n)th element with re-
spect to the origin, is written as [4] 

 

    
c

ndmd yx
mn




sinsincossin 
      (12) 

 

where c is speed of light in free space. 
For the significant improvement in smart anten-

na resolution 2-D Unitary ESPRIT (Estimation of 
Signal Parameters via Rotational Invariance Tech-
nique) method is applied. This algorithm is a tech-
nique for accurate direction of arrival signal compu-
tation in the real time on the base of array matrix 
analysis. Applying this method under the conditions 
of a URA structure (Figure 3), the five basic steps of 
real valued estimation are briefly described [5]: 

1. Compute Es via d “largest” left singular vec-
tors of [Re{Y}, Im{Y}] where  XQQY H

N
H
M  . 

2. Calculate ψ  as the solution to the [(N-1)M x 

d] ss EKψEK 21    matrix equation. 

3. Compute ψ  as the solution to the [(N-1)M x 

d] ss EKψEK 21    matrix equation. 

4. Compute i , i=1,…,d, as the eigenvalues of 

the (d x d) matrix vjψψ  . 

5. Compute spatial frequency estimates 
 }Re{tan2 1

ii    and 

 }Im{tan2 1
ii   , i=1,…,d. 

 
 

3. SIMULATION RESULTS  
 

Simulation results and numericall examples are 
based on the theory depicted above. The design 

procedure was realized on the base mathematical 
calculations and Matlab simulations presented in 
Table 1 and Figure 4 [6]. The modeling smart an-
tenna element was rectangular microstrip antenna 
operating at frequency 2.4 GHz and using substrate 
with parameters 2.2r  and 1588.0h . 

The DOA estimation is investigated under the 
conditions of a URA structure with modeling rectan-
gular patch elements described above. The method 
described in Section 2 is utilized to perform the 
estimation [4]. 
 

Table 1. Modeling results for patch element 

 

 
 

Fig. 4.The rectangular microstrip element radiation pattern 
 

To illustrate the DOA algorithm applicability for 
URA, is considered the case where the URA with 
N=8 and M=8 elements and interelement spacing 
(the center-to-center separation between elements) 

45.0 yx dd  is examined. The signal of in-

terest (SOI) incomes from ( 00 100,60   ), whi-
le the three signals not of interest (SNOI) are direc-
ted from ( 00 70,20   ), ( 00 120,40   ) 

and ( 00 155,90   ) are given in Table 2. Ana-
lyzed type of array is investigated in the presence of 
the Additive White Gaussian Noise (AWGN) with 
the zero mean, and variance 0.1. The results 

Patch 
parameters 

Mathematical
calculation 

Matlab 
simulation 
results 

Physical width [cm] 4.9411 4.9411 
Physical length [cm] 4.1373 4.1356 
Effective length [cm] 4.3047 4.3030 
Resonant input 
resistance [omhs] 

244.5795 244.7745 

Feed point 
position [cm] 

1.4504 1.4504 

Directivity [-] 5.0295 5.2118 
Directivity [dB] 7.0152 7.1699 
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demonstrate its ability for accurate estimation, great 
performance, and robustness. Simulation results, 
utilizing the 2-D unitary ESPRIT algorithm give pre-
cise data when adapt the smart antenna pattern. 
 

Table 2.The DOA data and estimation obtained utilizing  
2-D unitary ESPRIT 

 

URA structure Data 

Number of elements M=8 ,N=8 

Interelement spacing 0.45λ 

Number of incoming 
signals 

1 

Number of data sam-
ples 

2000 

Actual direction data 

SOI θ1=600, φ1=1000 

SNOI 1 θ 2=200, φ2=700 

SNOI 2 θ 3=400, φ3=1200 

SNOI 3 θ1=900, φ1=1550 

DOA direction estimations 

SOI θ1=59.99980, φ1=100.09770 

SNOI 1 θ2=20.99280, φ2=69.99510 

SNOI 2 θ3=40.00310, φ3=120.08970 

SNOI 3 θ1=89.99950, φ1=154.99970 

 
 
4. CONCLUSION 

 
This paper investigates the issues for a single 

rectangular patch element design procedure and a 
uniform rectangular smart antenna structure model-
ing with microstrip elements. 

Numerical simulation results are illustrated that 
the patch element design gives accurate results, 
and that the antenna geometry configuration with 
M=N=8 microstrip elements is an optimal scenario, 
because the DOA estimations are proved to be 
accurate and stable enough, and the smart antenna 
pattern creation is affected by the type of elements, 
size and geometry of the antenna array. 

A brief theory of antenna array to distinguish the 
direction of arrival by 2-D ESPRIT algorithm is con-
sidered that is used as a DOA technique.  

The rectangular adaptive array with uniformly 
distributed microstrip elements used here is ana-
lyzed based on the TLM method (for a single patch 
element representation) and the 2-D unitary ES-
PRIT technique (for the smart array calculation). 
The influence of different design parameters is ex-
plored assuming a monochromatic plane wave 
excitation coming from a specific direction. Then the 
specified iterative algorithm is applied to estimate 
the DOA.  

This theory was supported by suitable numerical 
data (see the Table 2). The direction of arrival esti-
mation for array pattern creation was examined. 
Matlab programs are used for simulations. The 
simulations show very good agreement between 
the assumptions and estimations.  
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Abstract 

 
Fast maneuvering of aircraft targets may be one of possible reasons for Inverse Synthetic Aperture Radar (ISAR) image blurring. 

This is due to the range bin migration of the target’s scatterers during the Radar Coherent Processing Interval (CPI). Traditional 
ISAR imaging techniques to compensate for this effect include “range tracking” [high resolution range profile (HRRP) alignment] and 
“Doppler tracking” (phase correction to the HRRP’s). Furthermore, a variety of advanced signal processing techniques, which takes 
into account the time-varying Doppler spectra of the target’s scatterers during the CPI, have been proposed in the last decades, 
including Time-Frequency based ISAR imaging. 

In this paper we will present preliminary simulation results based on the proposed autofocusing algorithm, for which the aircraft 
target exhibits a high angular acceleration, which simulates fast maneuvering. The proposed ISAR imaging post-processing scheme 
(Section 2), is described as following: for any particular CPI consisting of N range profiles, for which ISAR image entropy exceeds a 
particular threshold (e.g. due to fast target maneuvering), this CPI is initially divided to two CPI’s of equal length, i.e. N/2 range pro-
files in each, and two ISAR images are formed. It is assumed that “Range tracking” and “Doppler tracking”, as described above, have 
already been applied. The entropy values of the above two ISAR images are calculated, and HRRP data corresponding to the worst 
image, i.e. that corresponding to higher image entropy, are neglected. Instead, a set of N/2 HRRP data are borrowed either from the 
previous or from the next CPI’s HRRP data, in order to form a new improved ISAR image in the ISAR image database (i.e. a post-
processing scheme). The proposed method may be further improved by subdividing the CPI in four parts of equal length and so on. 

Preliminary numerical results, based on simulated radar data are presented in Section 3.1. Finally, preliminary ISAR images ob-
tained by the authors using real radar data (‘ORFEO’ data from TNO, Netherlands) are presented in Section 3.2. Finally, conclusions 
and further related research are presented in Section 4. 

 
Keywords: Inverse Synthetic Aperture Radar (ISAR), Range – Doppler (RD) ISAR Imaging, Fast maneuvering of air targets, au-

tofocusing post – processing techniques, raw radar data handling, optimum ISAR data processing, ISAR image entropy, Coherent 
Processing Interval (CPI). 

 
 

1. INTRODUCTION 
 

Two – dimensional (2D) ISAR image formation 
is the process of reconstructing 2D images of radar 
targets from recorded radar-received complex data 
[1,2]. The backscattered radar data, after initial 
processing, such as pre-filtering, demodulation, de-
chirping etc. [1,2] is obtained in the form of raw 
radar data in the baseband. According to traditional 
Range – Doppler (RD) ISAR processing, a matrix 
containing M×N complex (i.e. magnitude and pha-
se) raw radar data is obtained, for which traditional 
Fourier processing is applied to both rows and col-
umns of the matrix, as it will be explained shortly at 
the beginning of Section 2, below [1,2]. In this way, 
a 2D ISAR image according to the traditional RD 
imaging technique is obtained. In this context, we 
assume in this paper that the radar transmits a 
stepped – frequency (SF, [2]) waveform consisting 

of M frequency steps (see Section 2, below). A 
sequence of M such radar pulses constitutes a 
radar emitted burst. It will be assumed in this paper 
that N bursts are used at the radar receiver, in order 
to form a matrix of dimensions M×N for the raw 
baseband radar complex data mentioned above. 
Furthermore, in the context of this paper, as it will 
also be explained in Section 2 below, the M com-
plex radar data forming any particular row of the 
data matrix mentioned above, are considered as 
‘frequency – domain’ data, to which an Inverse Fast 
Fourier Transform (IFFT) is applied, in order to 
obtain N range profiles. According to traditional RD 
ISAR processing, these range profiles are then 
‘aligned’, before obtaining the final ISAR image 
through a Fast Fourier Transform (FFT). This align-
ment usually consists first of ‘range tracking’ [2,3], 
according to which, roughly to say, the maximum 
peak in the target radar echo is sought to remain at 
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the same ‘range bin’ through the whole ‘Coherent 
Processing Interval (CPI)’, or so [2,3]. A possible 
second step [2,3] consists of the so – called ‘phase 
tracking’ [2], where appropriate phase correction is 
applied to the M×N complex data of the ‘range pro-
files’, before applying the FFT for obtaining the final 
2D ISAR image. After ‘range tracking’, and possibly 
‘phase tracking’, are applied, then a Fast Fourier 
Transform (FFT) is applied to the data for each 
column of the radar data corresponding to the ob-
tained target range profiles, in order to obtain the 
final 2D ISAR image of the target. This concludes, 
more or less, the process of traditional Range – 
Doppler (RD) ISAR imaging.  

In the context of this paper, the term ‘autofocus-
ing’ is related to post – processing ISAR imaging 
techniques, which improve the quality of ISAR im-
ages, before further target classification or target 
identification techniques are applied. This term is 
used by several authors in different ways (see e.g. 
[4-11]). Many times autofocusing is applied through 
image entropy minimization [4, 9-11], method that 
will be adapted also in this paper. Other times it is 
applied through ‘image contrast maximization’ (see 
e.g. [5]), etc. In the present paper, we will mainly 
focus on how to improve 2D ISAR image quality 
through a proposed post – processing scheme, 
which neglects raw radar data of poor quality, due 
to fast target manoeuvring (simulated in the present 
study through high angular target acceleration). The 
criterion for applying the above proposed ‘autofo-
cusing’ post – processing technique is image entro-
py minimization. Ultimately, our proposed method 
will lead to a fully automatic post – processing algo-
rithm of raw radar data handling, for improved 2D 
ISAR image generation, based on image entropy 
minimization. Even the problem of optimum number 
of radar data (number of used radar bursts) will be 
examined in a systematic way, depending on the 
target kinematics (target angular acceleration etc.). 
Finally, the present study is based on simulated 
backscattered radar data using stepped – frequen-
cy (SF) emitted waveform [12]. However, ISAR 
imaging is performed in this study also through the 
use of real raw radar data for air civilian targets, 
provided by TNO, the Netherlands (the so – called 
‘ORFEO’ data, see ‘acknowledgement’ at the end of 
this paper). Ultimately, optimum radar data handling 
studies will be provided by the authors for real (ex-
perimental) radar data, as well.  

 

2.  PROPOSED AUTOFOCUSING POST –  
processing ISAR imaging technique for a 
particular fast rotation of the air target simu-
lation scenario 
 

2.1. Raw radar data in matrix form – Simulation 
scenario for fast manoeuvring of the air target 

 
As we explained in detail in the ‘Introduction’ 

Section, above, the backscattered raw radar data in 
the baseband (i.e. after demodulation etc.), in the 
frequency – domain, are in the form of a matrix with 
dimensions M×N, as exactly explained in Section I, 
above. Traditional ‘Range – Doppler’ procedure [1-
2] for ISAR image generation is applied. Namely we 
assume here that M transmitted frequencies per 
burst are used in the transmitted SF waveform, and, 
furthermore, N bursts are used in order that an 
ISAR image is formed.  

Regarding the simulation of fast maneuvering of 
the target, in the simulation scenario which will be 
considered here, this is accomplished through a 
fast angular acceleration of the target, as shown in 
Fig. 1, below. Here 2D target geometry is consid-
ered, and radar Line-of-Sight (LOS) is considered 
on this plane. We call this plane ‘ISAR image plane’ 
as well, for convenience. Then, in the present simu-
lation scenario, it is assumed, without loss of gen-
erality (see e.g. [1-3]), that the axis of target rotation 
and angular acceleration is perpendicular to the 
ISAR image plane. Numerical values of these kin-
ematic parameters of the air target will be provided 
in Section III, below, along with the corresponding 
radar parameters of the proposed simulation sce-
nario.  

 

 
 
Fig. 1: Simulation of fast maneuvering of the air target in the 
present simulation scenario through a fast angular accelera-
tion α , as shown in the formula for the aspect angle θ(t) 
above, where ω represents the angular velocity of rotation of 
the target, and t represents time. More details are given in the 
text. 
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2.2. Data handling for the proposed  
‘autofocusing’ post – processing algorithm 

 
In the proposed simulation scenario for fast an-

gular acceleration of the air target, we will focus on 
the process of deriving a set of ISAR images of 
‘better quality’, as compared to the original set of 
ISAR images, through the proposed ‘autofocusing’ 
post – processing algorithm. Better image quality 
means better focused ISAR image of the target, 
which quantitatively is accomplished through the 
‘image entropy’ concept [4, 9-10]. For this purpose, 
in the proposed simulation scenario, we will assume 
that 3 (three) ISAR images will be produced, corre-
sponding to radar processing time equal to 3 (three) 
‘Coherent Processing Intervals’ (CPI’s). Here by 
‘Coherent Processing Interval’ (CPI) we mean, as it 
is traditional for SAR or ISAR processing [1-3], the 
radar receiver required processing time in order to 
form an ISAR image, which, for the SF transmitted 
waveform considered here is equal to  

  
CPI = N × Tb (1) 

 
where N is the number of bursts in the CPI, as ex-
plained above, and Tb is the duration of the burst, 
given by the formula  

 
Tb = M × TE (2) 

 
where TE is the pulse repetition interval (or ‘period’ / 
PRI) of the radar. Then, in the simulation scenario 
proposed here, fast angular acceleration of the 
target will be assumed to take place only during the 
2nd CPI (either during the 1st half or during the 2nd 
half of the 2nd CPI), during which radar data of infe-
rior quality will be replaced by radar data of superior 
quality, borrowed from radar data coming from the 
1st or 3rd CPI considered here. This procedure will 
ultimately result to a better set of derived ISAR 
images, as already explained above, and as will be 
quantitatively shown below through a ‘proof-of-con-
cept’ initial demonstration. 

Namely, the proposed ‘autofocusing’ algorithm is 
as following: when a particular obtained ISAR im-
age corresponds to a image entropy value [4, 9-10] 
above a particular (pre-selected) value, and this 
raise of image entropy value is attributed by the 
radar user to a temporary target fast maneuvering, 
then the radar user initiates the proposed algorithm, 
by keeping only radar data of superior quality. In the 
proposed simulation scenario we consider the fol-
lowing 2 (two) cases: 

(i) Case I: Here we assume that the obtained 
ISAR image’s entropy value (corresponding to the 
2nd CPI) exceeds its threshold value due to targets’ 
fast angular acceleration during the 2nd half of the 
2nd CPI. Then, as shown in Table 1, below, the 
radar data of the lower half of the corresponding 
raw data matrix shown in Table 1 must be replaced 
by data of better quality, in a suitable way. This 
proposed way is the following: form the raw radar 
data matrix corresponding to the 2nd CPI by 

(i) Neglecting the data of inferior quality 
(marked by the dashed line box of Ta-
ble 1 / i.e. data corresponding to the 
lower half of the matrix). 

(ii) Shift the data corresponding to the up-
per half of this matrix to the bottom 
part of the matrix (i.e. in the place 
marked by the dashed line box of Ta-
ble 1). 

(iii) Fill in the upper half of this M×N matrix 
with the raw radar data corresponding 
to the lower half of the data matrix of 
the 1st CPI. 

Using the above proposed ‘autofocusing’ proce-
dure, half of the data corresponding to the ‘danger-
ous’ 2nd CPI (i.e. those corresponding to the upper 
half of the matrix) are still preserved for radar pro-
cessing (i.e. not just ‘thrown away’), thus ultimately 
providing a better set of obtained ISAR images. 

 

 
 
Table 1: Frequency domain raw radar data in 

the baseband corresponding to the 2nd CPI (out of 3 
CPI’s) considered in the proposed simulation 
scenario, which corresponds to an M×N matrix, as 
explained in Section IIA. From these M×N complex 
data, the data corresponding to the lower half of the 
matrix are considered as data of lower quality due 
to fast target maneuvering during the 2nd half of the 
2nd CPI, and therefore they are replaced suitably for 
better ISAR image formation, as explained exactly 
in the text. 

 
(ii) Case II : Here we assume that the obtained 

ISAR image’s entropy value (corresponding to the 
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2nd CPI) exceeds its threshold value due to targets’ 
fast angular acceleration during, in this case, the 
1st half of the 2nd CPI. For this case, we follow a 
procedure analogous to that of Case I, in order to 
obtain better ISAR image quality (not explained in 
detail here, for brief). 

Numerical results which show ‘proof-of-concept’, 
based on the simulation scenario described above, 
will be provided in the next Section III.A., along with 
corresponding radar and target kinematics data 
used in the simulation. Furthermore, preliminary 
ISAR images based on real radar data provided by 
TNO, the Netherlands (‘ORFEO’ data, taken from 
civilian aircrafts, as mentioned above) will also are 
provided in Section III.B.  

 
 

3. NUMERICAL RESULTS 
 

3.1. Preliminary numerical results for the simu-
lation scenario for fast maneuvring of the air 
target – description of radar and target kinemat-
ics parameters 

 
The simulated target geometry is shown in Fig. 

2, below, consisting of 22 point scatterers, thus 
simulating an aircraft target of length equal to 31 m 
in the range direction (vertical axis of Fig. 2 / from 
simulated cockpit to rear of the aircraft, in this sim-
plified model), and 11.3 m in the cross – range di-
rection (horizontal axis of Fig. 2 / wingspan of the 
airplane). The airplane is located 4.5 km away from 
the monostatic radar, and it rotates about an axis 
which is perpendicular to the ISAR image plane 
(which coincides with plane where the 22 point 
scatterers have been place, in Fig. 2). Radar and 
target rotation parameters are appropriately select-
ed [14] (not shown here for brief). 
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Fig. 2: Geometry of the simulated air target consisting  
of 22 point scatterers. See text for details. 

Following our proposed autofocusing algorithm, 
as explained in Section II, above, ISAR images of 
the above simulated target are obtained for three 
(3) subsequent ‘Coherent Processing Intervals’ 
(CPI’s). For this purpose, simulated backscattered 
raw radar data in the baseband are obtained 
through the following well – known formula [1,3]: 
 

1

4( , ) exp( [ cos sin ]) ( , )
d

k m k n k n
k

x mn s j f x y u mn
c


      (3) 

  
where d is the number of scatterers (k=1 to d / here 
d=22), M (m=1 to M) is the number of frequency 
steps in the SF waveform, N (n=1 to N) is the num-
ber of bursts in the CPI [equivalently θn is the as-
pect angle of the target at the particular ‘slow time’ 
instant tn(θn = ωtn + αtn2/2)], and u(m,n) is additive 
white Gaussian noise of mean zero and variance 
σ2. The simulated data derived from Eq. (3), above, 
correspond to frequency domain raw baseband 
radar data, from which ISAR images are obtained 
according to the traditional Range – Doppler (RD) 
imaging procedure [1,2]. 

 
In the particular simulation experiment described 

here, three (3) subsequent CPI’s were considered, 
according to our proposed autofocusing algorithm, 
described in Section 2, above. Fast angular accel-
eration of the target was considered only during the 
2nd half of the 2nd CPI, for which our autofocusing 
algorithm, as explained in Section II, was applied. 
This resulted in better image focus during the 2nd 
CPI of fast target maneuvering, thus showing the 
‘proof-of-concept’ for our proposed algorithm. An 
indicative ISAR imaging result, which corresponds 
to the 2nd CPI of processing, after application of our 
proposed autofocusing algorithm, is shown in Fig. 
3, below (only this ISAR image, for this simulation 
scenario, is shown here, for brief). Corresponding 
ISAR image entropy values [9,10] are also calculat-
ed [14]. Finally, similar results, also showing the 
‘proof-of-concept’ for our proposed algorithm, were 
obtained in the case that target’s fast angular ac-
celeration occurs in the 1st half of the 2nd CPI, ac-
cording to our proposed method of Section 2 (these 
similar results are not shown here, for brief). 
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Fig. 3: ISAR image obtained for the simulated target of Fig. 2, 
for the data obtained during the 2nd CPI of the simulation 
experiment, for which target fast maneuvering occurred during 
the 2nd half of the 2nd CPI). Here our proposed autofocusing 
algorithm was applied, which redusced the image entropy 
value to E=1.44 (lower than the entropy threshold of 2.3), thus 
showing the ‘proof-of-concept’ of our proposed autofocusing 
algorithm. 

 
3.2. Preliminary ISAR imaging results based on 
real radar data  

 
In this Section we provide some preliminary 

ISAR imaging results based on real (experimental) 
radar data. Namely, these data were provided to us 
by TNO, the Netherlands ([13], see acknowledge-
ment at the end of this paper), they are called by 
TNO ‘ORFEO’ data, and they are concerned with 
real measurement of civilian aircrafts in flight. TNO 
provided to us target range profiles, as well as raw 
baseband radar data in the frequency domain. The 
transmitted waveform used by TNO during this 
measurement campaign was ‘velocity – tolerant’ 
stepped – frequency (SF) waveform. Related infor-
mation is given in [13]. Using the ISAR image for-
mation algorithms of our research groups [at this 
point this is just a traditional inverse Fast Fourier 
Transform (IFFT) in the cross – range direction] we 
obtained ISAR images of many civilian aircrafts 
measured by TNO. A representative example of 
these ISAR images is shown in Fig. 4, below, con-
cerning Embraer Brasilia EMB-120 aircraft. 

In Fig. 4, above, the resolution cell in the range 
direction (horizontal axis) is again ΔR=c/2B=32 cm , 
as provided by TNO. The aircraft here consists of 
about 65 range bins (not shown very clearly here), 
which corresponds to aircraft length in the range 
direction (horizontal axis) of about 65 × 0.32 = 20.8 
m , which compares very well with the length of this 
aircraft provided by its manufacturers, which is 20.0 
m. Regarding the estimation of the ‘wing – to – 
wing’ dimension of this aircraft through ISAR ima-

ging, some more precise processing and calculati-
ons in the cross – range direction have to be per-
formed by our research group in the near future. 

 
Fig. 4: ISAR image for an Embraer Brasilis EMB-120 civilian 
aircraft obtained using data from the ‘ORFEO’ measurement 
campaign for aircrafts in flight by TNO, the Netherlands [13], 
by using the ISAR imaging formation algorithm of our research 
group. Here, again, the horizontal axis corresponds to the 
‘range’ direction, while the vertical axis corresponds to the 
‘cross – range’ direction. See more details in the text. 

 
Concluding this Section, we mention that our 

research group intends to work in the near future in 
the direction of applying the proposed autofocusing 
method, decribed in this paper, above, for the real 
‘ORFEO’ data described above, as well. 

 
4. CONCLUSION – FUTURE RELATED  
    RESERACH 

 
In this paper we developed, and presented 

preliminary numerical results, an ‘autofocusing’ post 
– processing ISAR imaging method for high ma-
neuvering air targets. The proposed method uses 
the raw complex radar data in the baseband (in the 
frequency domain) in a dynamically optimum way, 
so that it uses the string of data coming at the radar 
receiver in a way such that data leading to ISAR 
images of poor quality are neglected, and only data 
leading to ISAR images of superior quality are 
used. The ultimate goal of this proposed ‘autofocu-
sing’ post – processing procedure is that the ISAR 
radar user ends up with a set of ISAR images of 
superioir quality, based on which better image 
classification will be performed. 

At the present stage, presented in this paper, 
simple point – scatterer air targets were used in the 
simulation. Furthermore, radar target fast maneu-
vering was simulated through high angular tagret 
acceleration, as explained in the text. Moreover, in 
the initial simulation scenario described above, we 
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selected just three (3) ‘Coherent – Processing – 
Intervals’ (CPI’s) in order to show an initial ‘proof – 
of – concept’ of our proposed technique. Finally, 
preliminary ISAR imaging results, obtained by our 
research group, and based on real radar data pro-
vided by TNO, the Netherlands, were shown above. 

Proposed autofocusing technique will be fully 
automatic, for an arbitrary number of radar observa-
tion time, in terms of number of CPI’s. Of course, 
more precise radar target modeling will be used, 
than the point scatterer model used above, for the 
proposed simulations, and our technique will be 
tested against real radar data, as well. Finally, our 
proposed autofocusing algorithm may be further 
refined, for example, by dividing the CPI by a factor 
of four (4), and not by the factor of two (2), as pro-
posed in this paper, in order to use the received 
data in a possibly even more effective way, as ex-
plained above. The counter – effect to this will be, 
of course, larger processing time, for this proposed 
‘post – processing’ ISAR imaging tool. Then, it is up 
to this algorithm designer, or to the ISAR radar 
user, to select the appropriate CPI subdivision fac-
tor, for optimum ISAR data processing. 
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Abstract 

 
In the information society, each human being is subjected daily to a significant amount of electromagnetic fields, which comes 

from power lines, wireless networks, radio transmission and the computers that we use for any aspect of our lives professionally as 
well as for leisure.  

So every human being is immersed nowadays in an ocean of radiofrequency fields, which extend all over the world. 
In this paper we present an analysis of the influence of wireless antennas, developed in our department and its effect on human 

operators. 
 
 

INTRODUCTION 
 
The exposure of human beings to electromag-

netic radiation has been a subject of growing con-
cern over the last decades. The study of the possi-
ble effects on human health of EM fields, namely 
the interaction of low frequency fields associated 
with power lines goes back to 1979, when a study 
was conducted, in the state of Colorado (U.S.A.) 
aiming at proving the connection between the de-
velopment of child cancer and EM power lines EM 
fields [1]. 

Several studies were performed by leading ex-
perts, trying to identify a mechanism of cause-effect 
[2], [3]. 

A statistical analysis showed some connection 
concerning the incidence of child leukemia and ex-
posure to EM fields connected to power lines. De-
spite the intense efforts developed in this field of 
research, to date no credible mechanism could be 
identified and no cause-effect relation has been 
established.  

In recent years, other studies have been per-
formed, namely by the European Commission, in 
order to identify quantitatively the values of magnet-
ic fields which are harmful to human health and al-
so, to investigate if an iterative effect is present 
leading to long-term consequences. 

A study conducted in 2004 [4], identified the val-
ue of 100T at 50Hz as a boundary value to be 
avoided for human exposure. 

For long term effects, it was noted that a long 
exposure to magnetic fields could lead to a sub-
stantial reduction at the same frequency for these 
effects. 

In the publication referred above, a value of 0.2 
to 0.4 T, connected to a 24h exposure time was 
considered potentially harmful. 

Another interesting point is the recently appoint-
ed connection between EM low-frequency fields 
and neuro-pathologies such as Alzheimer disease 
and amyotrophic lateral sclerosis [5]. 

The study of these effects by our group started 
in 2002 when some colleagues from the Depart-
ment have been involved in the project of electrical 
vehicles for public transportation. Several studies 
were published on the possible effects for public 
health of aerial or underground power supply. 

Our group is devoted to the design, testing and 
implementation of antenna systems for telecommu-
nications applications in the radio frequency band, 
so we had the idea of carrying the same research to 
higher frequency bands. 

 
SIMULATION AND MEASUREMENT 

 
One of such projects was the development of 

antennas for wireless communications in laptops. 
Due to long term exposure of our students to the 
fields radiated by these antennas, an interesting 
point was to investigate the influence of the opera-
tor nearness on the radiated field, and also the dual 
effect: how these fields where absorbed by the op-
erator. 

The objectives of this project were to obtain a 
numerical analysis of human- radiated EM fields, 
considering specifically the following effects: 

• how the presence of the user affects the an-
tenna operation, 

• how the operating antenna illuminates the 
human biological tissues, 
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Dependence of antenna-human EM interaction 
on: 

• antenna location and laptop screen opening 
angle, 

• antenna type, 
• antenna housing type (internal/external), 
• position of the operator (typing/ non typing) 

Simulations were made using a grid method, 
and measurements ere performed in the anechoic 
chamber of the Department. The dimensions of this 
chamber which supports testes from 1GHz to 18 
GHz are: length- 3.6 m, width-2.4 m and height – 
2.4 m. 

 
 

 
 

Fig. 1. a) Measurement set–up (transmitter side), b) results obtained by simulation i(black lines) and by measurement (red lines), 
without operator in the H plane. 

 
Figure 1 a) shows the testing of the patch an-

tenna inside the chamber. Figure 1b) shows the 
measurement scenario, without considering the 
presence of the operator in the H plane 

An important aspect for the simulation of the in-
teraction was the modeling and therefore the pa-
rameters attributed to the user.  

In this first phase, we have considered an ho-
mogeneous distribution of human tissue with a loss 
angle of 0.16, a relative dielectric permittivity of 40 
and a density of 1000kg /m3. 

Figure 2 shows the influence on the radiation 
pattern of the presence of the operator.  

 
 
 
 
 
 
 
  
 
 
 
 
 
 
 
 

Fig. 2. H-plane Comparison: black lines refer to the simulation without operator. The red line corresponds to the radiation  
pattern with the operator in the typing position 

 
A significant difference occurs also in human 

exposure depending on the antenna position and 
relative position of operator and computer. 

In the full paper we will present the different sce-
narios and the results obtained. 
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CONCLUSIONS 
 
Computers are nowadays an essential tool of 

everyday life especially for students. The portability, 
low weight and wireless access of laptops make 
them a first choice for most students. 

The fields radiated by the wireless antennas in-
serted in these apparatus interact significantly with 
the operator. We have computed the influence of 
the operator in the laptop operation and also the 
power absorbed by the human operator in different 
scenarios. 
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Abstract 
 
The Radio-communication Sector of ITU is now seeking submissions from industry and governments on various technical, regu-

latory and economic ideas in order to increase the efficient use of satellite orbits and frequencies. The proposed by the author a year 
before new mobile access to the satellite segment named RPSC-MA (Random Phase Spread Coding Multiple Access) is based on a 
reported previously RPSC technology property. It states that close situated RPSC subscriber terminals could communicate with 
terrestrial or satellite base stations, using the same frequency channel without interference. The isolation between the terminals is 
provided by their specific random phase spread coding, due to their specific antenna arrays random design. RPSC-MA will be a 
breakthrough technology, leading to unpredictable increase of the frequency reuse factor in satellite and terrestrial wideband net-
works, satisfying completely the ITU – R requirements. 

Block-schemes of a RPSC-MA satellite system, as well as detailed system principles of operation are given in the report. A com-
parison of the multiple access properties and the advantages over popular CDMA approach are listed too.  

The European Space Policy Institute [ESPI] is arguing for studies to introduce effective counter measures to protect satellites. 
The most vulnerable components of the space systems are the ground stations and communication links. The ESPI insists the policy 
makers to reconsider the satellite system architecture as a whole in order to improve the situation. The anti jam characteristics of 
RPSC-MA are considered in the report in order to satisfy the ESPI anti space terrorism activity. An analysis of up and down links 
protection principles are given in the report too.  

 
 

1. INTRODUCTION 
 
The Radio-communication Sector of ITU is now 

seeking submissions from industry and govern-
ments on various technical, regulatory and eco-
nomic ideas [1,2,3,4] in order to increase the effi-
cient use of satellite orbits and frequencies.  

 
The developed by us SCP-RPSC [5,6,7,8,9] 

principles could be base of a new breakthrough 
technology, leading to unpredictable increase of the 
frequency reuse factor in the satellite and terrestrial 
wideband networks. This statement is based on the 
published previously RPSC property, that close 
situated subscriber terminals could communicate 
with terrestrial or satellite base stations, using the 
same frequency channel without interference. The 
isolation between the terminal up-links will be pro-
vided by their specific random phase spread cod-
ing, due to their specific random design. Thus, we 
can consider this way of operation as a new multi-
ple access approach, named by us Random Phase 
Spread Coding - Multiple Access (RPSC-MA) [10].  

2. RPSC MULTIPLE ACCESS TECHNIQUES –  
   THE NEW WAY FOR EFFECTIVE ORBITAL-   
  FREQUENCY REUSE OF THE SATELLITE  
  SEGMENT  

 
A block scheme of a possible RPSC-MA based 

satellite system is shown in Fig.1. Here NIII ....., 21  
are the incoming information streams, NCCC ......., 21  
are the corresponding pseudo-noise codes, used 
for pilot access. NVMESVMESVMES ........., 21  - 
the different simultaneous transmitting Vehicle 
Mounted Earth Stations, equipped with Random 
Phased Radial Line Slot Antennas (RP-RLSA) with 
different random design.  

In the receiver, equipped with a conventional 
high gain antenna, the information streams are 
recovered and separated in several SCP channels. 
Here NIII ....., 21  are the out coming information 
streams This principle of operation is similar to the 
famous CDMA approach. The different RP-RLSA,s 
act as spatial coding devices. As it was shown in 
[7], the sum of several thousands random phased 
signals, transmitted by the different slots of the 
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each RP-RLSA, is Gaussian random process 
(equivalent to noise) The pilot and information sig-
nals, transmitted by same RP-RLSA, will have simi-
lar random phase spread in given direction and will 
correlate in the signal recovery units. The correla-
tors outputs will contain the corresponding recov-
ered information streams at base-band.  

The isolation among the different channels of 
the proposed RPSC-MA system is based on the 
lack of correlation of the different random phase 
spread coded signals. The possible numbers of RP-
RLSA with different random design and the corre-
sponding frequency reuse factor improvement are 
not predictable at this stage of research. It is obvi-
ous, that similar RP-RLSA, oriented in random way 
in the space, could work without interference too. 
The intuitive approach to the problem shows that 
even similar RP-RLSA, oriented in similar way, 
could use the RPSC-MA approach. The isolation 
among them could be result of the random manu-
facturing and materials tolerances, due to the used 
cheap materials and technologies. 

A block scheme of a RPSC-MA system with 
QPSK modulation is shown in fig.2. Here the I and 
Q streams of every single channel will need sepa-
rate PN – codes for better isolation between them.  

  
3.  RPSC TECHNOLOGY – A NEW APPROACH 

TO PROTECT SATELLITE COMMUNICATIONS 
FROM SPACE TERRORISM  
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Fig. 1. Block scheme of a RPSC-MA system 

 

 
 

Fig. 2. Block scheme of a RPSC-MA system with QPSK 
modulation 

 
The European Space Policy Institute [ESPI] is-

sued an article in January, titled “The Need to 
Counter Space Terrorism - a European Perspecti-
ve”, arguing for studies to introduce effective coun-
ter measures to protect satellites [11].The article 
lists several examples of jamming and piracy 
events that occurred in the commercial satellite 
sector. One of the conclusions is that the most vul-
nerable components space systems are the ground 
stations and communication links. These compo-
nents are susceptible to attack from widely accessi-
ble weapons and technologies. The ESPI agrees 
with this and says policy makers must consider the 
system architecture as a whole. 

SCP-RPSC technology is one the best techno-
logies, satisfying the above mentioned require-
ments, as follows: 

 
• SCP in down-links 
 
In this particular case the down-links are well 

protected from jamming, coming from the side-lo-
bes of the Spatial Cross-Correlation Function 
(SCCF). As it was shown in [6], the level of the 
side-lobes is very low (in order of -25, -30 dB). It 
leads to good protection rations of SCP down-links 
against ground based terrorist jamming. 
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• RPSC in up-links 
 
In this particular case up-links are protected 

against jamming, coming even from points, close 
situated to the earth stations – in the main lobe of 
the satellite up-link receiving antenna. The receiving 
SCP units will not recovery the jamming signals 
because of the lack of correlation between the 
jamming signals, transmitted by conventional high 
gain antennas, and the recovered random phase 
spread pilot signals. Situation is similar to the case 
of CDMA protection against narrowband interfer-
ence.  

 
 

4. CONCLUSION 
 

The practical SCP-RPSC principles implementa-
tions in transmit and receive mode will drastically 
change the existing paradigm in the satellite com-
munication business in general. Many of the exist-
ing problems of the proposed LEO, MEO and GEO 
satellite systems, dealing with frequency and orbital 
resource sharing, beam pointing, beam shadowing, 
terrorist jamming etc., will be solved successfully.  
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Abstract 
 
The new satellite interactive broadband communication systems use high gain satellite tracking antennas, installed on vehicles. 

Vehicle-Mounted Earth Stations (VMES) currently can operate on conventional Ku-band frequencies (14 GHz Uplink, 11-12 GHz 
Downlink) but only on a secondary basis. Regulation on VMES in the co-primary status is not without challenges. There are several 
primary concerns of allowing VMES to share co-primary status in Ku-band - Ability to maintain pointing accuracy; Danger of using 
ultra small antennas and Ability to track potential interference. 

The unique properties of the SCP-RPSC (Spatial Correlation Processing – Random Phase Spread Coding) technology were 
demonstrated by the author with examples of co-located same frequency sharing conventional and RPSC satellite systems. In the 
particular case of total number of antenna array elements 2500, the Protection Ratio of the conventional satellite system will be 
better than 17 dB for 86,4% of the time and better than 12,2 dB for 99,9% of the time. It means that the transmitted random poly-
phase spread signals will not cause significant harmful interference to the conventional satellites, using the same frequency chan-
nels.  

An analysis of the VMES SCP down links protection from neighbour satellite interferences is given in the report too. It is negligi-
ble due to the full electronic principle of operation, pointing the maximum of the Space Cross-Correlation Function (SCCF) to the 
cooperative satellite without time delay and due to its low side-lobes.  

 
 

1. INTRODUCTION 
 

Historically, connectivity services for mobile ve-
hicles have been delivered through the use of satel-
lites transmitting in L-band (out of which only a few 
tens of MHz are assigned to satellite use from regu-
latory authorities), beginning with Marisat in 1976. 
Targeted to telephone communication at first, these 
services have evolved towards IP connectivity and, 
more recently, the delivery of IP broadband. The 
use of L-band gives important benefits, such as 
small onboard antenna size and little or no attenua-
tion due to rain. However, the amount of L-band 
available, and more specifically the portion allocat-
ed to MSS, is limited. Moreover, frequency reuse 
due to different orbital slots is extremely limited. 
Broadband applications require a much greater 
amount of bitrate for the final user than normally 
available. One technical solution has been to create 
small spots of coverage, so that the same frequen-
cy can be re-used in different spots, thus increasing 
the total amount of available bandwidth. The lack of 
the bandwidth in L-band has consequences on the 
costs to the users. For example, the cost of a mi-
nute of Inmarsat communication can range from 
several Euros to tens of Euros. These costs are 
hardly compatible with a ‘broadband’ user experi-
ence at reasonable prices. To definitely overcome 

the problems due to the scarcity of L-band, the only 
choice is to move to a higher frequency band [1]. 
Ku-band (frequencies between 11 and 14 GHz, out 
of which 2+2 GHz assigned to satellite use) is an 
ideal candidate to offer broadband services. Alt-
hough only a part of the overall Ku spectrum is 
usable in a mobile environment (in particular, only 
500 MHz – from 14 to 14.5 GHz – can be used in 
the uplink direction from a mobile vehicle), band-
width can be augmented by frequency reuse at 
different orbital positions. 

 
2. THE VMES REGULATORY PROBLEMS  
     IN KU - BAND 

 
Vehicle-Mounted Earth Stations (VMES) current-

ly can operate on conventional Ku-band frequen-
cies but only on a secondary basis. This means 
VMES can not claim interference protection from 
primary services such as fixed satellite systems and 
Earth Station on Vessels (ESV).  

Regulation on VMES in the co-primary status is 
not without challenges. There are several primary 
concerns of allowing VMES to share co-primary 
status in Ku-band [2]: 

 
 Ability to maintain pointing accuracy: Ve-

hicles can abruptly accelerate and decelerate 
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as well as travel in rough terrain. Under these 
conditions, VMES may find it difficult or im-
possible to maintain their pointing accuracy. 
Of greater practicality may be the ability of 
the antenna systems to automatically mute 
transmissions upon deviation from the target 
satellite. 

 

 Danger of using ultra small antennas: Ve-
hicles can not accommodate the larger an-
tennas that can be installed on ships. Thus 
ultra small stabilized antennas are more 
practical for VMES. However, smaller anten-
nas have greater potential for interference to 
adjacent satellites because they have wider 
main and side lobes that can radiate more 
energy to satellites on either side of the in-
tended satellite.  

 

 Ability to track potential interference: Be-
cause of the ubiquity of vehicles and their 
unpredictable driving patterns, a method to 
identify and correct interference issues is 
paramount.  

 
 

3. SCP-RPSC APPROACH  
 
The SCP-RPSC principle of operation [3,4,5,6] 

is based on the use of random phased antenna 
arrays and correlation signal processing. It was 
developed for receive (SCP) and transmit (RPSC) 
modes. A block scheme of a SCP-RPSC satellite 
system is shown in fig.1: 

 
 

 
 

Fig. 1. Block scheme of a SCP-RPSC system 
 

4. POSSIBLE IMPROVEMENTS  
    OF REGULATORY STATUS OF VMES 

 
The unique properties of the SCP-RPSC tech-

nology were demonstrated with an example of co-
located same frequency sharing conventional and 
RPSC satellite systems. The case, considered in 
[6], included a situation, where a conventional an-
tenna, placed near to transmitting random phased 
antenna array and having the same gain, transmits 
towards a conventional receiving satellite system 
with the same parameters as that of the receiving 
RPSC system. It was shown, that the output signal 
of the conventional system receiving antenna will 
be sum of the own signal and the interference from 
SCP-RPSC system. The Protection Ratio (PR) of 
the conventional system was defined and calculat-
ed by means of the Probability Theory of the Ran-
dom Gaussian Processes as: 
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Where 
2

2
22 Ann xy    is the variance of 

the full interference, caused by the transmitting 

random phased antenna array and 
2

2
2 A
x  is the 

variance of the interference, caused by single an-
tenna element.  

Bearing in mind that the number of the antenna 
elements of a random phased antenna array is in 
order of 2500 [7], the PR will be better than 17 dB 
for 86,4% of the time and better than 12,2 dB for 
99,9%of the time.  

The conclusion is that the transmitted random 
poly-phase spread signals will not cause significant 
harmful interference to the conventional satellites, 
using the same frequency channels. The interfer-
ence will be similar to that, caused by the side-
lobes of a circular, phased in another direction an-
tenna array with random inter elements spacing. 
The transmitted random poly-phase spread signals 
are uniformly radiated in the space above the an-
tenna. Several satellites, equipped with the same 
SCP receivers and providing space diversity, could 
receive them. The knowledge of the receiving satel-
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lites positions for the transmitting equipment is not 
necessary (as it is for a conventional satellite earth 
station). 

Several mitigation techniques have been used 
until now in order to solve the VMES regulatory 
problems. One of them uses CDMA techniques to 
reduce the transmitted spectral power density in 
order to satisfy ITU transmitting masks. This is a 
temporally solution for low speed mobile up-links 
with poor directivity patterns. As it was shown abo-

ve, the interference of RPSC up-links over conven-
tional up-links is in order of that, caused by the 
side-lobes of random spaced antenna array, pha-
sed in another direction. This property is direct re-
sult of the principle of operation, so the additional 
expenditures to realize it are not necessary. To 
support the above mentioned, in fig.2 the amplitude 
distribution, and in fig.3 – the phase distribution of a 
57 cm in diameter RP-RLSA (Random Phased – 
Radial Line Slot Antenna) are shown.  

 
  

 
Fig. 2. RP-RLSA amplitude distribution 

 

 
Fig. 3. RP-RLSA phase distribution 

 
The VMES,s SCP down links are protected 

from neighbor satellite interferences due to the full 
electronic principle of operation, pointing the maxi-
mum of the SCCF to the cooperative satellite with-
out time delay.  

5. CONCLUSION 
 

In summary, a co-primary allocation of VMES in 
the conventional Ku-band would be in the public 
interest, as it would address a growing commercial 
demand for on the move services. However, a co-
primary allocation would also have to be condi-
tioned on strict adherence to interference avoidance 
mechanism, which in the best way obviously is 
satisfied by the RPSC technology.  
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Abstract 
 
In this paper a new PRS-OFDM model is presented applicable to wireless communication systems from first to fifth class and 

from second to ninth order. It has been simulated over communication channels with Rayleigh, Rice, and Additive White Gaussian 
Noise present. The experimental results reveal improved BER and CIR and decreased ICI using high order PRS system in compari-
son to OFDM system without PRS. This model could be employed into various wireless mobile communication systems, in telemedi-
cine, DVB, optical communication systems, etc. 

 
 
1. INTRODUCTION 

 

For one OFDM system the correlative coding, 
known also as PRS will be done in frequency area. 
The research shows that correlative coding in that 
are is a simple solution for the ICI interference prob-
lem, also makes OFDM systems less sensitive to 
frequency errors [11]. In addition correlative coding 
does not reduce the bandwidth efficiency when 
added to the system. Figure 2.1 shows a simplified 
block diagram for the proposed correlative coding 
OFDM system.  
 
2. MAIN TEXT 

 

The source signal before being coded is show 
with ka , where  k  is the carrier  1,...,1,0  Nk , 
(N is the total carrier count ). Having bipolar manip-

ulation BPSK  in mind  ka  values shifts between -1 
and, for which a zero average and independent 
conditions are accomplished.  

 

 
Fig. 2.1 

Let us have D for k -carrier delay. Then the pro-
posed correlative coding using    DDF  1  
polynomial is realized as: 

 
 1 kkk aab  

 
There the coded symbols  1,0,  Nkbk  are 

modulated on N carriers. kb  accepts three possible 
values (-2, 0, 2). Equation (2.6) represents correla-
tion between neighboring symbols - 1, kk bb , that’s 
why independency condition is no longer true. To 
prevent error multiplication in decoding due to cor-
relative coding a pre modulation bi-phase BPSK 
encoding (XOR) is performed – similar to single 
carrier duo-binary signalization. In the OFDM sys-
tems carriers’ ICI signal is a function of channel 
deviation and subcarriers modulated signal values. 
Due to the communication signals random nature 
ICI is a random process also. It uses CIR to assess 
systems ICI level by comparing CIR in OFDM sys-
tems with and without correlative coding. System 
with  correlative coding evaluates CIR with: 

 

    (2.1)  
 
To demonstrate the improvements by the pro-

posed system is compared with the CIR values of 
these correlation OFDM system without coding. 
Then CIR expression for normal OFDM system:  

 

is:                                   (2.2) 
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Then to calculate the block error rate Error rate 
calculation makes the necessary calculations are 
displayed on irezlutatite display. Received BER 
results are given in tabl. 1 and fig. 2.2. 

 
 

SNR, [dB] BER, [%] 

0 20 
3 9 
4 7 
5 4 
6 2 
7 1 
8 0.4 
9 0.15 
10 0.04 
11 0.009 
12 0 

 
Tabl. 1 

 

 
 

Fig. 2.2 
 
Compared with normal OFDM system, CIR is 

improved by 3.5 dB (for OFDM system with correla-
tive coding of 1-D polynomial) with no reduction in 
bandwidth and increase system complexity 

3. CONCLUSION 
 
Created a model of OFDM system using correla-

tive coding. Following that simulation are shown 
graphs of the signals from some points of the sis-
tem. There are graphs of BER and OFDM system 
with correlation and without correlative coding. 
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Abstract 

 
This article presents a project that tried to evaluate if e-learning is interesting for the students and can therefore provide a higher 

motivation and satisfaction than the traditional modes of teaching.  
The study also tried to assess what would be the reaction of teachers when they are confronted with the need to use new educa-

tional technologies.  
As an initial evaluation of the project, a sample of students and teachers assessed the e-learning contents, course and platform. 

Most of the students were pleased with the contents and considered the course very rewarding. All the students considered the 
system user-friendly and said that e-learning exercises are better than the traditional way of teaching.  

 
 

1. INTRODUCTION 
 
Can the use of e-learning make Technical 

Higher Education more attractive, more useful and 
more motivating for students? An answer to those 
questions was sought through the development of a 
collaborative project between the Technical Univer-
sity of Sofia and the Engineering Faculty of the 
Porto Polytechnic, in Portugal. The main research 
question of this project tried to evaluate if e-learning 
is interesting for the students and if it can generate 
a higher motivation than the traditional mode of 
teaching. But we were also interested in knowing 
what would be the reaction of the teachers when 
they use the new technologies applied to education. 
Could they use the system easily? Would they find 
e-learning systems user-friendly? 

As an initial evaluation of the project, a sample 
of students and teachers assessed the e-learning 
contents, the course and the e-learning platform. 
60% of the students were pleased with the contents 
and considered the course very interesting. All the 
students considered the system user-friendly and 
they said that e-learning exercises were better than 
the traditional way of teaching.  

On the other side, teachers said that the system 
was easy to work with and they were pleased to be 
part of the process of integrating current and future 
technologies in learning. 
 

2. COURSE CONCEPT 
 
E-learning is characterized by a separation of 

space / time between teachers and students (but 
not excluding eventual physical meetings – blended 
learning) with a pattern of two-way asynchronous or 
synchronous communication. Normally Internet is 
used as the means for communication and sharing 
of knowledge, through the services and tools that 
this technology provides. The student becomes the 
centre of an independent and flexible training proc-
ess, managing his/her own learning, usually with 
outside tutoring but managing schedules in a com-
pletely autonomous way. 

E-learning is one of the more frequently used 
options for continuing education. The generation of 
professional development programs is growing 
because there is a strong need that workers are 
trained and become able to adapt themselves to 
new production requirements. E-learning, given its 
characteristics and technological support provides 
an alternative for those who need to combine work, 
personal and social schedules and training, as it 
does not require a permanent presence in a class-
room. 

Virtual education, another way of designating e-
learning, provides an opportunity for the student to 
choose their hours of study making it a good choice 
for those who work and want independent study in 
their spare time. Therefore the use of e-learning for 
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academic purposes is also being looked upon as an 
important tool on its own or as a complementary 
activity to f2f classes.  

Especially, and it is important to mention, be-
cause e-learning is an excellent tool that can help 
users learn new concepts but also consolidate 
knowledge and skills, thereby increasing the auton-
omy and motivation of students for different sub-
jects. 

In [1] Bruffee presented a set of requirements 
that should exist in exemplary cases of student 
centred learning environments: 
• Students should participate actively in the learn-

ing process 
• Students are responsible for the acquisition of 

their knowledge 
• The teacher is a moderator and a facilitator 

rather than a knowledge transmitter 
• The environment allows peer interaction and its 

evaluation 
 
The success of this methodological approach 

depends on three main factors: 
1. The network (Internet and/or Intranet) must be 

fully functional, allowing instant update, store, re-
trieval and sharing of instructions, communication 
and information. 

2. The materials are delivered to end users 
through the use of computers with standard Internet 
technology. 

3. The methodology focuses on a broader vision 
of learning that goes beyond the traditional para-
digms of training. 

 
The advantages offered by online training are: 

• Elimination of spatial and temporal barriers 
(studying from home, work, on a trip through 
mobile devices, etc.); 

• Allows the practice and use of simulation in vir-
tual environments. This would be difficult to get 
in classroom training, without a big investment. 

• Promotes real knowledge management through 
exchange of ideas, opinions, practices, experi-
ences. Enrichment becomes a collective learn-
ing process without boundaries. 

• Allows a constant updating of content 
• Generates cost reduction (in most cases, meth-

odological and, always, in logistics) 
 
An important aspect of the use of e-learning en-

vironments relate to the possibility of practical im-
mersion in a Web 2.0 environment, creating col-

laboration and social opportunities. This methodo-
logical approach promotes the communication of 
ideas, materials, and information, and the interac-
tive creation of documents for learning purposes. 
This collaborative model of learning is characterized 
by multiparticipant communication, space and time 
independent communication, and computer-media-
ted communication. In [2], Harasim proposes that 
this is “the process of construction of knowledge by 
the integration of the student, the teachers, and the 
specialists in discussions and interactive activities.” 
Several related theories further define this educa-
tional phenomenon and scaffold strategies to ex-
plore it [3], such as Vygotsky’s sociocultural theory, 
problem-/project-based learning, cognitive flexibility, 
situated learning, and metacognition. 

Computer mediation provides functionalities ex-
pressed in the previous points, but it also allows 
other mechanisms for the educative interactions. It 
allows revising, archiving, and recovering past in-
teractions. This electronic log with the transcript of 
past interactions allows a detailed retrospective and 
critical analysis of the interaction [4]. It also allows 
collecting further evaluative data either to assess 
students or even to measure the quality of the 
course and to extract recommendations for im-
provement.  

 
 

3. METHODOLOGY AND IMPLEMENTATION 
 
The project progressed through the following 

stages: 
• Research and comparison of e-learning systems 

and platforms 
• Research and comparison of popular authoring 

tools for e-learning contents 
• Design of an e-learning methodology that en-

hances interaction, motivation and user-
friendliness 

• Develop online contents, including exercises for 
a case study course: Telecommunication sys-
tems in medicine 

• Test the contents 
 

The pedagogical design assumed that a new 
educational paradigm was required, focused on the 
student; adjusted to its characteristics, constraints, 
and requirements [5]. E-learning platforms together 
with pedagogical and organizational strategies can 
support this new way of learning—more personal-
ized, just-in-time, more fitted to individual needs, 
and more flexible in content and schedules. 
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A learning management system (LMS) is a soft-
ware application for the administration, documenta-
tion, tracking, and reporting of training programs, 
classroom and online events, e-learning programs, 
and training content. Moodle is an LMS that has 
become very popular among educators around the 
world as a tool for creating online dynamic web 
sites for their students. Moodle is designed to sup-
port a style of learning called Social Construction-
ism. This style of learning is interactive. The social 
constructionist philosophy believes that people 
learn best when they interact with the learning ma-
terial, construct new material for others, and interact 
with other students about the material. The differ-
ence between a traditional class and the social 
constructionist philosophy is the difference between 
a lecture and a discussion. Therefore Moodle was 
chosen as the platform for the project as it adjusted 
very well to the learning philosophy and strategy. 

Concerning the course methodology and imple-
mentation one of the major ideas was to reuse al-
ready existing contents. Therefore all the theoretical 
material was taken from the book Medical Informa-
tion Systems, Handbook for Laboratory Exercises 
and Selftesting, Technical University of Sofia, Bul-
garia, 2009 written by Prof. Dimiter Tz. Dimitrov. 
The text in the e-learning exercises was selected in 
order to address the most import aspects about the 
subject.  

The first step of creating the exercises was de-
signing a template for them. The template is very 
important for a consistent and coherent view of the 
whole work. It must be user friendly, pleasant, with 
the right colours, the best organization of elements, 
an easy to understand navigation system, etc. 

In this particular situation, the chosen colours for 
development were blue and white.  

Blue: The colour of the sky and the ocean, blue 
is one of the most popular colours. Creates peace-
ful and tranquil environments and people are more 
productive in blue rooms. It can be strong or light 
and friendly. The blue colour doesn’t tire the eyes 
and it easy for the people to perceive.  

White: White is associated with light, goodness, 
innocence, purity, and virginity. It is considered to 
be the colour of perfection. White means safety, 
purity, and cleanliness. White usually has a positive 
connotation, at least in the Western Society. White 
can represent a successful beginning. In advertis-
ing, white is associated with coolness and cleanli-
ness because it's the colour of snow.  

Another important aspect is typography. The 
chosen font was Arial. It is simple and doesn’t draw 
away attention from the information in the slides.  

The theme of the exercises is related to tele-
communication systems in medicine. Therefore the 
template used a background picture that looks like 
DNA (Deoxyribonucleic acid). The picture was 
placed in a way that it does not conflict with the text.  

The development was accomplished through the 
collaboration between the universities of ISEP in 
Porto, Portugal and TU, Sofia, Bulgaria. Because of 
this the logos of the two universities are on the 
template, too. 

 
 

4. RESULTS AND CONCLUSIONS 
  
As an initial evaluation of the project, a sample 

of students and teachers assessed the e-learning 
contents, course and platform. A few research 
questions were placed and answered.  

 
Are the exercises interesting enough for the 

students? 60% of the students answered that it is 
enough and 40% answered that there can be some 
more flash animations and movies to make the 
contents more interesting. 

 
Is the system user friendly? 100% of the inter-

viewed students answered “Yes”. 
 
Is the motivation and interest of students 

higher than in the traditional modes of teach-
ing? All the students said that e-learning exercises 
are better than traditional way of teaching. For them 
is more interesting and easier to use e-learning 
exercises. And some of them mention about the 
advantage of the online lessons that if they miss 
one it is easy to understand what the colleagues did 
during the lesson. 

 
What is the reaction of teachers when they 

meet the new technologies applied to educa-
tion? and Can the teacher use the system eas-
ily? The answers show that teachers think that the 
system looks easy for work and they were pleased 
to be part of the future technologies. Some of them 
mentioned that for them it is easier when it is not 
necessary to repeat the same thing in several les-
sons. 

In conclusion, we created an e-learning method-
ology, implemented through an e-learning platform 
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using interactive exercises, for the course “Tele-
communication systems in medicine”.  

The online exercises are the beginning of the 
project in Technical University Sofia. In a few years 
all the Telecommunications courses in Medicine will 
be accessible through the Internet. 

In that moment more animated and interactive 
contents must be produced to make it more inter-
esting for the students. 
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Abstract 

 
Medical information is available from many distinct sources in the web such as resources’ hubs and medical news services. 
Being aware of constant advances and innovation in the medical field is necessary to achieve a good work performance. How-

ever, keeping up to date in the medical field requires significant effort, and consequently a large cost. 
This effort might be largely reduced by automating part of the process required to gather relevant information. 
In the current paper we propose an automatic process to assist users to keep up to date in medical information. This process re-

trieves medical information from the web and organizes it in a taxonomy that is especially tailored towards users’ specific needs. 
Our results led us to conclude that it is possible to achieve a very significant reduction in the user work load and still have high 

quality content. 
 
 

1. INTRODUCTION 
 
Topic focused web portals reduce users’ effort in 

the task of finding the right information at the right 
time and keeping up-to-date in their area of exper-
tise. This reduction is achieved mainly by transfer-
ring part of that effort to an editor that works on 
behalf of all the portal users which are assumed to 
have common needs. However, creating and main-
taining attractive and functional thematic web re-
sources still demands for a high effort from web site 
editors. 

This effort can be largely reduced by semi-auto-
mating some of the editor’s tasks, mainly those 
related to content gathering and organization. 

Having a medical resource focused on a specific 
area, that automatically gathers and organizes only 
the relevant information on a given area, seems 
valuable since it might present a permanently up-
dated view of the advances and innovations in that 
specific area while requiring no effort from its users 
once it has been setup. 

In the present work we propose a process that 
automates most of the hard working tasks that are 
required to keep a resource on medical information 
up-to-date and valuable. 

In this process, editors are just required to: (1) 
set the web address of the sites that they usually 
visit when looking for fresh information on their area 
of expertise, the seeds; (2) define the taxonomy of 
topics representing the ontological structure re-

quired for the resource and (3) provide a few text 
paragraphs, previously collected from the seeds, 
that are representative of the topics in the taxono-
my. 

From these inputs, we apply text mining tech-
niques to learn a classification model for the re-
source taxonomy and to extract text snippets from 
the seeds. These text snippets are then automati-
cally classified and placed in the right topic on the 
taxonomy. 

This process provides a huge reduction of the 
editor workload producing a resource with a quality 
that is close to that of the resource compiled by the 
editor without being assisted by our prototype. 

 
 

2. AUTOMATIC RESOURCE HARVESTING 
 
Our proposal may be seen as an automatic re-

source compiler, i.e., a system that seeks and re-
trieves a list of the most authoritative documents for 
a given topic [1]. In our work we are interested in 
collecting and organizing medical information, in a 
continuous effort to keep a web page up-to-date 
and organized according to a specific need. 

Many automatic resource compilation systems 
have been proposed in the past. 

With Thesus [6], users search documents in a 
previously fetched and classified document collec-
tion. Documents are classified on their content and 
link semantics. The system includes four compo-
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nents: acquisition, information extraction, clustering 
and query. 

WebLearn [8] retrieves documents related to a 
topic, specified through a set of keywords, and then 
automatically identifies a set of salient topics, by 
analyzing the most relevant documents retrieved in 
response to the user query. The identification of 
these salient topics is fully automatic. 

iVia [9] is an open source virtual library system that 
collects and manages resources, starting with an 
expert-created collection that is augmented by a large 
collection automatically retrieved from the web. iVia 
identifies relevant internet resources through focused 
crawling [4] and topic distillation approaches. 

Personal View Agent [5] is another personaliza-
tion system that learns user profiles to assist them 
when searching for information in the web. This 
system organizes documents in a taxonomy, which 
is user dependent and dynamic. 

Metiore [2] is a search engine that ranks docu-
ments according to user preferences, which are 
learned from user historical feedback depending on 
the user objective. 

Personal WebWatcher [10] is a system that ob-
serves users’ behaviour – by analyzing page re-
quests and learning a user model – and suggests 
potentially interesting pages. 

The ARC system [3] compiles a list of authorita-
tive web resources on any topic. The algorithm has 
three phases: retrieval of root and expanded set, 
analysis of anchor text and relevance inferring, 
compute authority and hub measures in the ex-
panded set. 

Letizia [7] is a user interface agent that assists a 
user browsing the web, suggesting potentially inter-
esting links. Interest in a document is learned 
through several heuristics that explore user actions 
and current context. 

In our work users’ interests are specified by the 
web site editor through a taxonomy and by specify-
ing the topics in the taxonomy through examples. 
From there on, the system learns the topic, periodi-
cally inspects the seeds identifying and retrieving 
text paragraphs that are assigned to the topics of 
interest. 

 
 

3. METHODOLOGY 
 

The main goal of the current work is to reduce 
the work load that is required from the website edi-
tor to keep the content of the medical information 
resource up-to-date. 

This reduction is achieved by automating the 
tasks that are required to update the resource. 

To harvest the relevant information, according to 
user interests, we have devised a methodology with 
four stages (Figure 1): 

Acquisition: in this stage we download the 
seeds previously specified by the editor and stored 
in a database. These are URL for valuable sources 
of information usually visited by the editor when 
looking for information to update the web site on an 
unassisted mode. 

Pre-processing: the content of these web pa-
ges, downloaded from the seeds, are split into text 
paragraphs. Extracted paragraphs are stored in text 
files and registered in the resource database. Each 
of these paragraphs is then pre-processed and 
indexed to build a doc-term matrix representing the 
corpus. After this, the database is updated on the 
number of extracted paragraphs per seed; this will 
serve as a measure of the seed relevance. 

Learning: in this stage we use Support Vector 
Machines to learn a classification model for the 
taxonomy which has been previously provided by 
the resource editor. This classification model is 
learned from a set of exemplary text paragraphs – 
that are representative of all the classes in the tax-
onomy to learn – also provided by the editor. The 
classification model will henceforth be used to clas-
sify new incoming text paragraphs. The learning 
stage can be skipped if the current classification 
model is accurate; if it is not, the editor may manu-
ally label additional paragraphs and then use them 
to rebuild the classification model which is expected 
to be more accurate. 

Organization: the final stage. The classification 
model, generated in the previous stage, is applied 
to new incoming text paragraphs assigning them to 
a given topic. This information is used to build the 
html code for the resource’s web page. 

 
3.1. Architecture 
 

Our methodology includes five core functions to 
ensure its goals: 

Download seeds: connects to the database to 
get the seeds URLs and then downloads them. 

Split into paragraphs: splits web pages into 
separate paragraphs and saves each paragraph as 
a text file. Then, it indexes all the saved paragraphs 
building a weights matrix (TFxIDF coding) [1] of the 
terms in the paragraphs that will be used in the 
classification process – and in the learning process 
as well, if needed. 
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Update model: rebuild the TFxIDF weigths ma-
trix from the exemplary paragraphs and their corre-
sponding labels – that have both been provided by 
the editor; these will be used to build a new classifi-
cation model. The classification model is rebuilt only 
when the editor has new exemplary documents that 
can eventually generate a more accurate model. 

Manually classify paragraph: when selecting a 
paragraph, the editor can choose to select a label 
for that paragraph. This label represents the topic in 
the resource taxonomy to which the paragraph 
belongs. 

Make webpage: goes through the labels – 
manually assigned by the editor or automatically 
assigned by the classification model – to select pa-
ragraphs grouped by label – topics in the resource 
taxonomy. When it comes to sorting the labels, the 
prototype first looks at the manual classification, 
explicitly set by the editor. If that is not specified, we 
use the label automatically assigned by the classifi-
cation model to that paragraph. 

 
 

 
 

Fig. 1. Methodology 
 

3.2. Prototype  
 
Some preliminary work was necessary in order 

to automate the harvesting task. Initially we had to 
identify and catalogue the seeds to crawl. In the 
current work we have relied on three seeds: the 
Science Daily [15], a provider of the latest research 
news on Health and Medicine among other fields, 
the National Institutes Health [13], a medical re-
search agency from the US Department of Health 
and Human Services and on the Medical Applica-
tion web page of the On Semiconductors company 
[14]. 

The content in each of these seeds has been 
analyzed to define a model for representing rele-
vant objects appearing in it. 

The crawling process, allowing the download of 
potentially interesting web pages, was designed 
and tested. In our prototype we are using wget [12] 
to download seeds. 

A method for pre-processing web pages, gener-
ating relevant documents (text paragraphs) and 
representing them on the previously defined model 
– a TFxIDF document-term matrix – has also been 
deployed. Text processing is done using the Lu-
cene library [11]. 

To determine whether recently gathered text 
paragraphs are relevant or not, we apply a text 
classifier – based on a classification model that has 
been previously learned for the resource’s taxono-
my. Relevant paragraphs are then catalogued on 
this taxonomy. 

These fresh objects are placed in the resource’s 
web page which is automatically updated according 
to the topic taxonomy. 

 
 

4. EVALUATION 
 
A preliminary evaluation procedure was carried 

out based on a taxonomy with three distinct topics 
(Medical devices, Infectious diseases and Chronic 
illness) and 100 text paragraphs, previously ex-
tracted from the seed web pages. All these docu-
ments have been previously labelled by the re-
source editor so we can compare these manual 
labels to those automatically generated by the clas-
sifier. 

We have observed an average accuracy, over 
these three topics, of 88%. This performance is 
achieved with a very big reduction in the workload 
that is required from the resource editor to keep the 
resource updated. Building a classification model 
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with this accuracy (88% on average) requires the 
editor to label an average of 32 text paragraphs, a 
gain of 68 label that are no longer required. Once 
the classification model is available the site is con-
tinuously updated at no extra cost, i.e., without re-
quiring the editor to label any new text paragraph. 

 
 

5. CONCLUSIONS AND FUTURE WORK 
 
Our evaluation plan relies on a single experi-

ment with a small dataset with 100 text documents. 
Additional experiments are required to provide more 
robust conclusions. However, we should notice that 
this is a real dataset, composed by text snippets 
directly extracted from real web pages. This brings 
more realism to our experiment than if it has been 
performed on a repository dataset. 

Our prototype is able to retrieve and organize 
the content of a web resource, keeping its quality 
high – close to 90% that of a resource that is kept 
by the website editor without any automatic assis-
tance – with a very significant reduction in the work-
load required from the editor. 

We are now working on more complex taxono-
mies and evaluating this methodology against big-
ger corpora. In another line of work we try to devise 
algorithms that can reduce further the label com-
plexity – the number of labels that are required to 
learn the taxonomy. 
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Abstract 
 
Ultrasonic preamplifier operating in a pulse-echo mode is analyzed. Due to the presence of high energy excitation pulses at the 

preamplifier input a protection circuit is required. The noise, bandwidth, input impedance and protection superiority for various pre-
amplifiers is analyzed. The input impedance, insertion gain and noise AC response were analyzed and are presented over 20kHz to 
40MHz frequency range. Essential protection circuit requirements, such as protection efficiency, recovery time are discussed and 
experimental results presented. Brief description and explanations on equipment and techniques used are presented. 

 
 

1. INTRODUCTION 
 

Expansion of air-coupled ultrasonics [1] is rais-
ing special demands for electronics used. Because 
of the large difference of acoustic impedances of 
solid body under investigation and air, loss can 
reach 100dB so powerful transmitters and low noise 
receivers are demanded. Since conventional ultra-
sound equipment is not suitable here, the develop-
ment of dedicated equipment was needed.  

Ultrasound transmitted power is limited to cer-
tain limits in case of medical applications for the 
sake of tissue protection. But transmission perfor-
mance improvement is important in portable equip-
ment [2,3].  

When it comes to the preamplifier operating in a 
pulse-echo mode [4] input circuits become more 
complex and design of a low noise input stage re-
quires of a special investigation. This type of opera-
tion assumes the presence of high energy excita-
tion pulses at the preamplifier input. Therefore the 
preamplifier should contain a protection circuits. 
The protection circuit de-rates the preamplifier 
noise and bandwidth performance. Proper balance 
should be achieved. In this paper we analyze the 
preamplifier performance in the presence of such 
protection circuitry. 

 
 

2. PERFORMANCE PARAMETERS 
 

Amplifier input impedance interacts with the 
source (ultrasonic transducer) electrical impedance 
and affects the power available at transducer trans-
fer to amplifier. Amplifiers used in ultrasound elec-

tronics usually are voltage-sensing (operational 
amplifier in non-inverting topology) or current-
sensing (inverting) only. As it was indicated in [5, 6], 
in such case amplifier input impedance should be 
significantly higher than the ultrasonic transducer 
output impedance. But when it comes to application 
of transmission line (usually the coaxial cable) to 
connect the transducer and the preamplifier the 
signal reflection can occur due to receiving part 
impedance mismatch [7]. This can be the case in 
transmission line length is above one tenth of the 
wavelength. Most popular ultrasonic transducers 
operate at 20kHz to 20MHz frequency range. Then 
maximum cable length should not exceed 1 m 
which is almost always the case.  

The impedance, acting at amplifier input, deter-
mines the noise level. Operational amplifier intrinsic 
noise is modelled using voltage source en and cur-
rent noise sources in+ and in-. refer to Figure 1 for 
essential noise model components (full noise model 
is presented in [6]).  
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Fig. 1. Simplified noise model 
 
If impedance can be modified using transformer 
then optimal impedance, acting at amplifier input, 
Ropt exists [8]: 
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For instance, Ropt is 3.7M for OPA657 and 400 
for LMH6624 [9]. Contribution of various noise 
sources for LMH6624 at noise model [9] is present-
ed in Figure 2. Impedance, acting at operational 
amplifier non-inverting input noise is labelled as 
NR+, impedance noise at inverting input is labelled 
as NR-, noise voltage source en contribution is la-
belled Nen and current noise sources in+ and in- 
contributions is referred as Nin+ and Nin- respec-
tively. 
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Fig. 2. Noise sources’ contribution 
 
It can be seen that contribution of source imped-
ance thermal noise is most significant even for the 
case when source impedance equals Ropt. Other-
wise it must be kept as low as possible (Figure 3).  
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Fig. 3. Noise vs. source resistance 
 
Analysis above indicates that preamplifier input 
impedance is important performance parameter. 
The auto-balancing bridge technique with meas-
urement compensation using Open/Short/Load 
conditions [10] was chosen for impedance meas-
urement.  

The noise was obtained from amplifier gain and 
output noise measurement results. Sine wave [10] 
correlation technique was used to extract the com-
plex signal amplitude.  

To counter the high power transmission signal 
which is present in systems operating in a pulse-
echo mode preamplifier input contains a protection 
circuit. The protection circuit’s recovery time is im-
portant in near-field imaging. The recovery time 
investigation circuit is presented in Figure 4. 
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Fig. 4. Recovery time measurement 
 
Continuous wave (CW) generator with attenua-

tor in series is simulating the received signal. 
Thanks to continuous nature of CW the recovery 
dynamics of the preamplifier output can be evaluat-
ed by monitoring output signal magnitude. By 
measuring the time when signal reaches its initial 
level the recovery time can be estimated. 

Following parameters have been chosen for per-
formance evaluation: amplifier input equivalent noi-
se, AC response shape, bandwidth, recovery time, 
input impedance.  

 
 

3. PERFORMANCE EVALUATION 
 

Olympus 5682 preamplifier (labeled Olympus), 
Ultratek (labeled Ultratek) and two preamplifiers of 
our own design (labeled LSLMH and LSAD) were 
evaluated. The results for gain and phase meas-
urement are presented in Figure 5. 
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Fig. 5. Preamplifier gain curves 
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It could be noted that LSLMH and LSAD pream-
plifiers have same AC response shapes. Ultratek’s 
bandwidth varies with gain – only maximum band-
width curve is shown. Olympus AC response in HF 
end is not as sharp as LSLMH and LSAD amplifi-
ers. 

Noise measurement results are presented in 
Figure 6 (infinite source impedance, internal imped-
ance present) and Figure 7 (zero source imped-
ance). 
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Fig. 6. Preamplifier noise curves with input circuit open 
 
It can be seen that LSAD has lower noise densi-

ty than LSLMH, Olympus and Ultratek by noise for 
high source impedance (Figure 6). Similar results 
were obtained for source with low impedance (Fig-
ure 7). 
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Fig. 7. Preamplifier noise curves with input shorted 
 
Input impedance of the preamplifier is the only 

impedance acting at preamplifier input in case of 
open circuit. Measurement results are presented 
Figure 8. 
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Fig. 8. Preamplifier input impedance 

 
Investigation indicates that input impedance is sta-
ble within a passband. 

The recovery time measurement results for 
LSLMH amplifier are in Figure 9. 
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Fig. 9. Preamplifier recovery 
 
Measured recovery times at -400V 200ns pulse 

were 3us for LSLMH design and 5us for LSAD pre-
amplifier. Investigation has revealed that Ultratek 
preamplifier has tendency to turn into oscillations at 
low gains. Olympus has 1us recovery when excited 
from galvanically coupled pulser. 

 
 

6. CONCLUSIONS 
 
The input impedance, insertion gain and noise 

AC response analysis over 20kHz to 40MHz fre-
quency range is presented. Brief description and 
explanations on equipment and techniques for ul-
trasonic preamplifier’s performance evaluation is 
given and different manufacturers’ products com-
parison has been established.  

Results show that the noise performance is 
achieved with LSAD. Best recovery performance is 
for Olympus equipment. 
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Abstract 
 
Application of the real time digital filters in ultrasonic data acquisition system has been investigated. The work compares the digi-

tal filters (both programmable logic (CPLD/FPGA) both real time processing carried in PC) effectiveness when applied on ultrasonic 
signals. The investigation is cover filter, rounding noise and amplitude estimation performance. The acquisition system has been 
developed, including Xilinx Spartan 3E FPGA, high speed 10bit ADC and USB2 high speed interface. FIR filters have been devel-
oped and investigated experimentally. 

Experimental results are documented and presented in tables and figures. Description and grounding of experimental techniques 
are presented. 

 
 

1. INTRODUCTION 
 

Development of ultrasonic inspection is raising 
demands for signal filtering since fields of applica-
tion require higher dynamic range of the reception 
channel. Along with conventional, analog filter cir-
cuits, digital filtering is being extensively used. High 
gain values used, use of switched mode power 
supplies gives rise for electromagnetic interference 
(EMI). Ultrasound equipment should contain filters 
for EMI reduction [1].  

Application of real time digital and/or analog fil-
ters in ultrasonic data acquisition system allows to 
have required processing immediately, during data 
acquisition process. The work will compare the 
digital (both programmable logic (CPLD/FPGA) 
both real time processing carried in PC) [2]. The 
investigation will cover filter rounding noise and AC 
response performance.  

 
 
2. EXPERIMENTAL SYSTEM 
 

The acquisition system has been developed for 
experimental purposes, including Xilinx Spartan 3E 
FPGA, high speed 10bit analog-to-digit converter 
(ADC) and USB2 high speed interface (Figure 1).  

The core of the system is Spartan 3E Starter 
Board [3], obtained from Digilent, Inc. The Board is 
a self-contained development platform for designs 
targeting the Spartan 3E FPGA from Xilinx. It fea-
tures a 500K gate Spartan 3E XC3S500E FPGA 
with a 32 bit RISC processor and DDR interfaces. A 
Xilinx Platform Flash for storing FPGA configura-
tions, JTAG interface, 32MB Micron DDR SDRAM, 

16MB Numonyx StrataFlash, 2MB ST Microelec-
tronics Serial Flash, necessary Power Supplies 
regulators. For FPGA development in VHDL [4], 
Xilinx ISE web pack was used. Simulation was run 
on Aldec software Active HDL. Filter design and 
some simulations were run on MATLAB. 

 
 

 
 

Fig. 1. Simplified system structure 
 
The 100-pin Hirose FX2 connector is used for 

daughter board connection (Figure 2). 
Daughter board contains coaxial connectors for 

analog signals supply, asymmetric to differential 
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converter and differential amplifier, anti-aliasing 
filter, high speed 10 bit ADC and USB2 high speed 
interface. Refer Figure 3 for daughter board circuit 
diagram. 

 

  
 

Fig. 2. FPGA board with daughter board attached 
 

 
3. DIGITAL NOISE INVESTIGATION 
 

Sampled continuous wave (CW) amplitude ex-
traction error standard deviation was used as noise 
evaluation. Sine wave correlation (SWC) [5] tech-
nique was used to extract the signal amplitude from 
acquired data set.  

It was suggested to use common reference fre-
quency source for excitation generator and sam-
pling. Then frequency instability errors can be dis-

regarded. In such case non-iterative fitting is used 
[5]: 
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Fig. 3. Daughter board circuit diagramm 
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The SWC technique has been implemented for 
measured signal amplitude and phase estimation in 
data acquisition module. Experiments were repeat-
ed 1000 times and amplitude obtained in every 
cycle was accumulated and then standard deviation 
calculated. 

Following system operation modes wre investi-
gated: 

1. 1 MHz CW signal acquired using 100 MHz 
sampling frequency and 10 bit ADC. Analog signal 
was passed through anti-aliasing filter. Signal 
stored in 8k memory. 

2. Same 1 MHz CW signal acquired using at 
100 Ms/s sampling frequency and 10 bit ADC with 
preceding anti-aliasing filter. But then was decimat-
ed to 10 Ms/s and stored in 8k memory. Anti-
aliasing filter is used during decimation and stored 
as 10 bit. 

3. Same 1 MHz CW signal acquired using at 
10 Ms/s sampling frequency, 10 bit ADC with pre-
ceding anti-aliasing filter and stored in 8k. 

Experiments were carried out in MATLAB. Sys-
tem input noise density was varied. Results where 
quantisation err was not taken into account are 
presented in Figure 4.  
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Fig. 4. Measured voltage standard deviation vs. electronics 
noise spectral density 

 
It can be concluded that only filter bandwidth is 

influencing errors obtained. Therefore, keeping 
record length 8k gives same filter bandwidth for 
10 Ms/s case and wider bandwidth for 100 Ms/s 
case.  

Then quantisation was applied to evaluate the 
quantisation noise influence. In order to keep the 
quantisation noise as much random, carrier fre-
quency was varied and kept as a fractional number 
of sampling frequency. Also, small amount 
(10 nV/sqrt(Hz)) of electronics noise was injected to 
simulate the real case. Results are presented in 
Figure 5. 

 
 

Fig. 5. Measured voltage standard deviation vs. quantisation 
noise standard deviation 

 
ADc resolution was varied from 4 to 16bits and 
resulting quantisation noise standard deviation 
evaluated as: 
 

                
122K

FS
ADCnRMS

UU  , (5) 

 
where K is ADC bits number, UFS is the ADC full-
scale range.  

It can be concluded that ADC quantisation noise 
should match the electronics noise: otherwise noise 
statistics is distorted (see the upper part of the 
curve on Figure 5); also, there no need for further 
increase of ADC resolution since electronic noise 
starts to dominate (see the lower part of the curve 
on Figure 5 – there is no improvement in noise 
performance). 

 
 

4. DIGITAL FILTERS INVESTIGATION 
 

Digital filters were implemented in FPGA and 
testing signals acquired using acquisition system 
developed. Filter AC response was measured pass-
ing chirp signal through the filter. Using the spectra 
of signal supplied to filter and at the filter output 
filter AC response was obtained: 
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Refer Figure 6 for signal magnitude spectrum 

used for testing. 
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Fig. 6. Test signal spectrum 
 
AC response for 39 taps FIR equiripple filter is in 

Figure 7. 
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Fig. 7. FIR filters AC response 
 
Filter cutoff frequency was 4.4MHz and stop-

band frequency was 9MHz with stopband attenua-

tion 64dB (demanded by 10bit decimation from 
100Ms/s to 10Ms/s) and it had 42 taps. 

Another filter (Figure 7) had same cut-off fre-
quency and stopband frequencies and attenuation 
but it was designed as least squares filter. 

 
 

5. CONCLUSIONS 
 
Application of digital filters in real time non-

destructive testing ultrasonic systems is favoured 
nowadays. But possible artefacts are the penalty for 
digital processing advantages. Design of the filters 
require both high designer qualification both efforts 
in fighting such issues as saturation, abrupt degra-
dation of the signal. 
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Abstract 

 
Electromagnetic interference inside the standalone ultrasonic pulser – receiver is investigated. Simulation of EMI situation inside 

the extruded aluminum case using several electromagnetic simulation software was done. 
 
 

1. INTRODUCTION 
 

Development of ultrasonics non-destructive test-
ing (NDT) [1] has transformed the configuration and 
demands for ultrasound electronics: system usually 
is spread over large area; signal cable length can 
reach hundreds of meters. Along with high gain, 
wide bandwidth and large excitation powers these 
long distances are increasing the electromagnetic 
interference (EMI) coupling to signal path. There-
fore EMI immunity performance is important here 
[2,3].  

Ultrasonic pulser is using high voltage power 
supply. This high voltage is produced by step-up 
DC-DC converter from relatively low 5-12V power 
supply which is available in portable equipment. If 
pulser is combined with reception circuitry in one 
case, then DC-DC converter presence creates sig-
nificant EMI. This was the case in our standalone 
ultrasonic pulser – receiver design. Design is pla-
ced inside of extruded aluminium case. Electro-
magnetic interference inside the case is investigat-
ed.  

 
 

2. ULTRASONIC NDT SYSTEM 
 

The ultrasonic non-destructive testing system 
(Figure 1) contains at least the excitation channels 
(usually square wave) for the generation of ultra-
sonic signal. Application of pulse or bursts with the 
square pulses excites the ultrasonic transducer.  

Low noise amplifier (LNA) is used at the input to 
ensure a wide dynamic range of the input. Trans-
mission-reception switch (can be only limiter) is 
used to prevent the receiving circuitry damage dur-
ing excitation. These two units can be placed in 

separate box, located close to the ultrasonic trans-
ducer and received signals relayed to acquisition 
unit.  

 

  
 

Fig. 1. Simplified system structure 
 
The main acquisition unit contains control, exci-

tation beam former, time variable gain amplifier 
(TVG), a band pass filter and analog-to-digital con-
verter (ADC) with a corresponding memory and 
glue logic. Signal decay with distance is compen-
sated by TVG. This unit includes variable (usually 
linear-in-dB) amplifiers.  

 
 

3. PULSER 
 

Piezoceramic ultrasonic transducers usually 
have high input impedance. Therefore, high voltage 
excitation is necessary to supply sufficient power for 
excitation. The most convenient way to get high 
voltage pulse [4] is two switches connected in to-
tem-pole (Figure 2) topology. 

Switches are commuting the high voltage power, 
produced by DC/DC step-up converter. To produce 
the high voltage on transducer terminals the switch 
S1 is turned on and S2 stays off. To remove this 
high voltage from the transducer terminals the S2 is 
turned on and S1 off. This is done after time interval 
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defined by ultrasonic transducer operation frequen-
cy. To repeat, the pulse S1 is turned on again and 
S2 is off so we get another high voltage pulse. 

 
 Low voltage

S2

S1

DC

DC

Driver

X1

 
 

Fig. 2. Pulser circuit 
 
Such excitation pulses penetrate to reception 

channel as EMI. But this EMI is not essential since 
can be separated in time by acquisition timing. 

 
 

4. HIGH VOLTAGE CONVERTER 
 

In addition to high voltage pulses DC-DC con-
verter is producing additional EMI. Figure 3 present 
simple DC-DC converter to produce 200 V from 
12 V input. 
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Fig. 3. HV DC-DC converter 
 
Circuit above was used in simulation using P-
SPICE to investigate the transistor Q1 current. Fig-
ure 4 present the simulation result for output volt-
age on capacitor C3.  

Figure 5 is for Q1 simulated collector current 
spectrum presentation. 

It can be seen that current is covering significant 
part of spectrum, so it will not be easy to get rid of 
it. 
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Fig. 4. HV output signal at startup 
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Fig. 5. Q1 collector current spectrum 
 
 
5. PREAMPLIFIER 
 

Amplifiers used in ultrasound reception should 
be low noise. Also the impedance, acting at amplifi-
er input, should be accounted since it determines 
the noise level. Usually input impedance varies in 
range 50  to few k� [6,7]. This creates perfect 
reception path for induced EMI pickup and amplifi-
cation.  

In systems operating in a pulse-echo mode the 
preamplifier is connected to high voltage pulser 
output. Of course, there is a protection circuit at the 
input (Figure 6).  
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Fig. 6. Input protection circuit 
 
But this circuit creates a local loop (R16-R5-C3-

R2) which picks up the high current induced by Q1. 
Only 1uA induced in R2 circuit creates 1mV signal 
which is amplified further. 
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In order to decide what measures should be 
taken internal eigenmode analysis was done in high 
frequency structure simulator (HFSS). Decision was 
inspired by [8]. 

Three dimensional pulser-amplifier model was 
developed in SolidWorks (Figure 7). 

 

 
 

Fig. 7. PCB model in SolidWorks 
 
Model was imported into HFSS environment. 

DC-DC converter power supply PCB track was 
assigned as excitation port. Unfortunately, due to 
multiple elements simulation time was too long to 
converge and memory limit was exceeded. There-
fore simpler model of the box and the PCB was 
applied to investigate the fields in 0.1-2 GHz range. 
Results at 1.5 GHz are presented in Figure 8. 

 
 

 
 

Fig. 8. E-field simulation result 
 
The box front panel gap was simulated by plac-

ing the slot beneath coaxial connectors. It can be 

seen in Figure 8 that E-field is leaking out through 
the slot. 

 
 

6. CONCLUSIONS 
 
Simulation of electromagnetic interference of 

standalone ultrasonic pulser – receiver placed in-
side the extruded aluminium case has indicated, 
that presence of high voltage DC-DC converter in 
close proximity of receiving preamplifier creates 
significant EMI in reception channel. Application of 
simulation software can be of much help in problem 
location.  
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Abstract  

 
The present paper presents a simulator to evaluate the impact of burstness both in the channel errors and in the arrival process 

on the SR ARQ statistics. The simulations then used to show and discuss some results which are explained. In this investigation 
GPSS- General Purpose Simulation System is used to create the simulation model 

Keywords – Selective Repeat Automatic Retransmission Request, GPSS Simulations. 
 

 
1. INTRODUCTION 

 
The Selective Repeat Automatic Repeat re-

Quest (SR ARQ) protocol is a general strategy for 
handling frame transmission errors when the round-
trip time for frame transmission and reception of the 
acknowledgment is comparable to or larger than 
frame transmission time, e.g. TCP. In this protocol, 
the transmitter groups the frames into windows so 
that each window contains N frames. When the 
sender sends frames within a window, the receiver 
stores the frames of the current window and checks 
for errors. After a complete window has been re-
ceived, or after the proper timeout period, the re-
ceiver instructs the transmitter to resend only the 
frames that contained errors. 

The investigations of delay performance and 
other related issues of different ARQ schemes has 
been subject of many papers [1]–[7]. 

In [1], Badia presents an extended analysis, with 
two Markov chains describing arrival and channel 
error processes. However, he assumes error-free 
ACK/NACKs and unlimited transmitter and receiver 
buffers as well as omits the constant propagation 
delay term. 

Seo et al., in [4], derive the delay statistics of 
Hybrid ARQ also through Markov chains.  

A matrix geometric approach [7] has been used 
by Le et al. to evaluate the performance of ARQ 
schemes in a radio link with adaptive modulation 
and coding. To derive the queueing statistics it is 
observed that the process is Quasi-Birth and Death 
(QBD), which holds also for the system studied in 
[5]. Finally, in [6], Luo et al. discuss the ARQ deliv-
ery delay by focusing on the impact of the link layer 

ARQ on the performance of upper layers, i.e., the 
service data unit (SDU) delay. Though their focus is 
different, they obtain some results by means of 
simulation, which in what follows will be derived 
analytically. 

The purpose of present paper is to present a 
simulator to evaluate the impact of burstness both 
in the channel errors and in the arrival process on 
the SR ARQ statistics. The simulations then used to 
show and discuss some results which emerge in 
the statistics and which are non intuitive. 

 
2. SIMULATION MODEL  

 
Figure 1 shows the delay between the first 

transmission of a frame and its release from the 
receiver buffer, we will call delivery delay- TD. Total 
delay- Tt experienced by a frame also comprises 
the time spent in the transmitter’s queue, which we 
denote as queueing delay- TQ..Because round-trip 
delay is larger than the frame transmission time, 
frames are not always transmitted in numerical 
increasing order, and this forces the receiver to 
keep the received frames in a buffer, from where 
they can be released only when all frames with 
lower identifiers have been acknowledged. The 
delay between the first transmission of a frame and 
its release from the receiver buffer can not be com-
puted trivially [1], since it also depends on the out-
come of the transmission of all frames with lower 
identifiers. In this paper General Purpose Simula-
tion System (GPSS) is used to create the simulation 
model and to estimate the delay terms. Q- system 
of this model is depicted on fig. 2. 
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Fig. 1. Frames delivery in Selective Repeat Automatic Retransmission Request Scheme 

 
The transmitter transfers frames after that re-

ceiver answers with positive or negative acknowl-
edgement (ACK/NACK) according to the cor-
rect/erroneous reception of these frames, respec-
tively. After a full round-trip time ACK/NACKs arrive 
at the transmitter’s side, and either a new frame or 
a retransmission is sent over the channel. We as-
sume that the value of the ARQ window size is m, 
i.e. the round-trip time equals m transmitted frames. 
Frames arrive at the transmitter’s queuing buffer 
from an ON- OFF source with two states, referred in 
the following as “OFF”=no frame arrival and 
“ON”=frame arrival.  

 

 
 

Fig. 2. Q- system of simulation model 
 
The ON- OFF source is characterized by means 

of two independent parameters, the average arrival 
rate- λ, and the average arrival burst length- A. 

The data sent from the transmitter’s queue ar-
rive at the receiver through a noisy channel. This is 
modeled through “good” state corresponding to 
error-free transmission and “bad” state where the 
frame is always in error.  

The channel in proposed model is characterized 
again by two parameters, the error probability ε, 
and the average error burst length B. 

 
 

3. SIMULATION RESULTS 
 
In this section we present some interesting re-

sults given from the proposed above GPSS Simula-
tor. For all of the reported results, m and ε are taken 
to be equal to 10 and 0.1, respectively, even though 
other values have been tested and the results 
agree with the ones shown here.  

Fig. 3 shows the queueing delay and the deliv-
ery delay as functions of A in the case B = 3 (a 
mildly correlated channel), m=10, and ε=0.1, for 
various values of λ = {0.4, 0.6}. The delivery delay 
curves show that the value of TD does not 
significantly change when λ and/or A varies. The 
queueing delay, instead, is shown to increase with 
λ, which maybe somehow expected, but also it 
exhibits a linearly increasing behavior in A.  

This can be explained by considering that the 
frames arrive in bursts and therefore are likely to 
find many other frames ahead in the queue, which 
results in a higher TQ and total delay. 

 

 
 

Fig. 3. Queueing and delivery delay vs. A, for various  
values of λ 
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Fig. 4 shows average values of the delivery de-
lay for m=10, ε=0.1, A=2.5 as a function of arrival 
rate λ, for various values of B. 

In this figure, a counterintuitive behavior is em-
phasized: one might expect that the delay increases 
with λ, since the system is more heavily loaded. 
This reasoning is correct for the queuing delay, but 
not for the delivery delay. 

However, for more realistic cases where the av-
erage burst length is moderate or higher, the deliv-
ery delay is almost independent of the frame arrival 
rate or may decrease with increasing λ. This phe-
nomenon can be explained by appearance of long 
sequences of slots where the channel is in a good 
state, thus it is easier to solve an entire sequence of 
frames directly. It is more acute for large values of 
burst error length B. 

 

 
 

Fig. 4. Delivery delay vs. λ, for various values of B 
 
Fig. 5 shows average values of the total delay 

for m=10, ε=0.1, λ= 0.6 as a function of burst error 
length B, for various values of arrival burst length 
A={2.5, 7}.  

 

 
 

Fig. 5. Total delay vs. B, for various values of A={2.5, 7}. 
 

As can to see total delay decreases at first and 
then increases linearly, i.e. the moderate channel 
burstiness achieves lower delay than one at the 
lower or higher channel burstiness.  

Finally, comparison between the queueing de-
lay, the delivery delay, and the total delay for m=10, 
ε=0.1, λ=0.6, as a function of B, for A=2.5 is shown 
in Fig. 6. This figure explains the fact that moderate 
channel burstiness achieves a lower total delay 
than one at the lower or higher channel burstiness: 
By looking at the figure, we are now able to recog-
nize that total delay depends on the dominant delay 
term being either the delivery or the queueing de-
lay. In fact, while TD is decreasing when the chan-
nel burstiness increases around moderate values, 
TQ is linearly increasing, which becomes the promi-
nent term for high B.  

 

 
 

Fig. 6. Queueing, delivery, and total delay vs. error length B 
 
Similar curves have been given in [1], which are 

derived analytically, and this fact can be presented 
as the kind of verification of proposed in present 
paper simulation model and results. 

 
 

4. CONCLUSION 
 
In present paper, we compare the SR ARQ de-

lays with various intensities of the arrival rate and 
the arrival burstnesss at the transmitter’s queue as 
well as investigate the effect of the error burstness 
in the channel. We show that the delivery delay 
may actually decrease for an increasing arrival rate 
when the channel is moderately burst, and in cer-
tain cases error burstness may imply a general 
decrease of the total delay. These aspects are re-
markable to achieve correct delay estimation in real 
time multimedia services over wireless channels, 
e.g. video-streaming applications. 

 
5. ACKNOWLEDGEMENTS 

 
This paper is sponsored by Research project No 

SRP-B4 at South West University- Blagoevgrad, 
Bulgaria. 



CEMA’10 conference, Athens 53

References 
 

[1] Badia, L. On the Impact of Correlated Arrivals and Errors 
on ARQ Delay Terms, IEEE TRANSACTIONS ON 
COMMUNICATIONS, VOL. 57, NO. 2, FEBRUARY 
2009, pp.334-337. 

[2] Hristov, V., SIMULATION OF TRANSPORT LAYER 
PROTOCOLS, Proc. of the Conference Computer Sci-
ence’2006, Instambul, Turkey, 30 September – 2 Octo-
ber, 2005, Part I, pp. 114- 119. 

[3] J. G. Kim and M. M. Krunz, “Delay analysis of selective 
repeat ARQ for a Markovian source over a wireless 
channel,” IEEE Trans. Veh. Technol. , vol. 49, no. 5, 
2000, pp. 1968-1981. 

[4] J.-B. Seo, Y.-S. Choi, S.-Q. Lee, N.-H. Park, and H.-W. 
Lee, “Performance analysis of a type-II hybrid-ARQ in a 

TDMA system with correlated arrival over a non-
stationary channel,” in Proc. ISWCS,Siena, Italy, 2005, 
pp. 59-63. 

[5] L. B. Le, E. Hossain, and A. S. Alfa, “Radio link level 
performance evaluation in wireless networks using multi-
rate transmission with ARQ– based error control,” IEEE 
Trans. Wireless Commun.,vol.5,no.10, Oct. 2006, pp. 
2647-2653. 

[6] W. Luo, K. Balachandran, S. Nanda, and K. Chang, 
“Delay analysis of selective-repeat ARQ with applica-
tions to link adaptation in wireless frame data systems,” 
IEEE Trans. Wireless Commun., vol. 4, no. 3, May 2005, 
pp. 1017-1029. 

[7] M. F. Neuts,Matrix-Geometric Solutions in Stochastic 
Models.New

 

 



ARCHIVING AND CONTENT PROTECTION OF VISUAL MEDICAL  
INFORMATION WITH INVERSE PYRAMID DECOMPOSITION 

 
                               Roumen Kountchev                                    Roumiana Kountcheva 

                                   Technical University of Sofia                                                 T&K Engineering Co. 
                                 Bul .Kl. Ohridsky 8, Sofia 1000                                      Mladost 3, Sofia 1712, POB 12 
                                      Phone: +3592 965 3283;                                                 Phone: +3592 983 4541  
                                      E: rkountch@tu-sofia.bg                                             E: kountcheva_r@yahoo.com. 

 
Abstract 

 
The paper presents new technique for archiving and content protection of visual medical information. For this is developed a 

special format based on new decomposition, named Inverse Pyramid. The images are archived with highest quality, but their 
restoration is performed in accordance with the application. The method permits the regions of interest to be visualized with 
lossless visual quality. The image content is protected by inserting multiple fragile watermarks, which could be extracted by 
authorized users only. The fragile watermark is inserted as additional decomposition layer and does not influence the image 
quality. This approach permits the creation of archiving systems with hierarchical access control.  

 
 

1. INTRODUCTION  
 
Hospitals and other healthcare institutions have 

recently to maintain significant number of electronic 
files: images, ECGs, EEGs, scanned documents, 
and many others. Two main problems exist when 
this information is archived and stored: how to ar-
chive it efficiently so that to create databases of 
size as small as possible, retaining the visual qual-
ity unchanged, and how to ensure the needed con-
fidentiality. The first problem is solved using some 
kind of image and data compression. Images are 
usually compressed using some kind of lossy com-
pression [1-3]. The most famous standard, used for 
medical images, is DICOM [4] (based on the JPEG 
standard). This is a high-efficient compression, 
which offers restored images with retained visual 
quality, but it does not involve watermarking tools.  

The second problem (the image content protec-
tion) is based on some kind of watermarking, en-
cryption, etc. The watermark insertion is usually 
performed in the frequency domain, but this results 
in lower quality of the restored images [5,6].  

In this paper is presented a method for image 
content protection based on new decomposition 
(Inverse Pyramid Decomposition, IPD), which per-
mits fragile watermark insertion without image qual-
ity deterioration.  

The paper is arranged as follows: in Section 2 
are given the basic principles of the IPD and the 
method for multi-layer watermark insertion; Section 
3 presents the structure of a database with hierar-
chical access control, based on the new decompo-
sition, and Section 4 is the Conclusion. 

2. BASIC PRINCIPLES OF IPD AND MULTI- 
    LAYER FRAGILE WATERMARK INSERTION 

 
The IPD essence is presented here in brief for 8-

bit grayscale images as follows. First, the digital 
image (B) is processed with two-dimensional (2D) 
direct Orthogonal Transform (OT) using limited 
number of low-frequency coefficients only. The 
values of these coefficients build the lowest pyramid 
level (S). The image is then restored, performing 
Inverse Orthogonal Transform (IOT) for the retained 
coefficients’ values only. In result is obtained the 
first, coarse approximation of the original image, 
which is then subtracted pixel by pixel from the 
original. The difference image (E), which is of same 
size as the original, is divided into 4 sub-images 
and each is processed with 2D OT again. The val-
ues of the retained coefficients build the second 
pyramid level. The processing continues in similar 
way with the next (higher) pyramid layers. The set 
of coefficients of the orthogonal transform, retained 
in every pyramid layer, can be different and defines 
the restored image quality (more coefficients natu-
rally give higher image quality). The image decom-
position is stopped when the needed quality of the 
approximating image is obtained – usually earlier 
than the last possible pyramid layer. The values of 
the coefficients got in result of the orthogonal trans-
form from all pyramid layers are then quantizated, 
sorted in accordance with their spatial frequency, 
arranged as one-dimensional sequence, and loss-
lessly compressed. For practical applications the 
decomposition is usually “truncated”, i.e. it does not 
start from the lowest possible layer but from some 
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of the higher ones and for this, the discrete original 
image is initially divided into sub-blocks of size 
2nx2n.  Each sub-block is represented by an individ-
ual pyramid, whose elements are defined with re-
cursive calculations. The mathematical description 
of the IPD method is given in detail in earlier publi-
cations of the authors [7].  

On the basis of IPD was created new format for 
the compressed images. It contains information 
about the number of decomposition layers, the size 
of the initial sub-image, the kind of orthogonal trans-
form used, the color transform (for color images), 
the number of transform coefficients for every layer, 
the quantization values, etc. This new format can 
comprise additional information, necessary for the 
efficient arrangement and search in the medical 
database, for example: personal information about 
the patient: age, place of birth, etc.; information 
about the disease(s); etc.  

One fragile watermark (WM) could be inserted 
between any couple of consecutive IDP layers as 
an additional one. In result the volume of the coded 
visual information is slightly increased, but com-
pared with the volumes of the protected images, the 
enlargement is negligible. For this is necessary to 
have a set of pre-prepared grayscale WM images. 
In order to make this additional data as small as 
possible, the watermark image is losslessly com-
pressed. Two kinds of fragile watermarking are 
possible: visible and invisible. The visible WM is 
visualized together with the protected image: the 
WM is overlapped on the original. In result, the 
most important information (the Region of Interest, 
ROI) could be inaccessible (hidden). The WM re-
moval is permitted for authorized users only. The 
invisible WM is not visualized together with the 
protected image, but it could be visualized using a 
password or other similar techniques. In each de-
composition layer could be inserted individual WM 
(visible or not).  
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Fig. 1. Block diagram of 2-layer IP coder for one sub-block 

The block diagram of the 2-layer IP coder for 
one sub-block of size 2nx2n pixels with fragile WM 
insertion is presented in Fig.1. In the coded image 
data are inserted 2 watermarks. The decoding is 
performed in reverse order. 

The mathematical representation of the water-
marking method is given in earlier publications of 
the authors [8]. 

 
 

3. DATABASE SYSTEM WITH HIERARCHICAL  
    ACCESS CONTROL 
 

On Fig. 2 is shown the block diagram of a sys-
tem with hierarchical access control, whose man-
agement is based on the IP decomposition. The 
decomposition comprises N layers, but in practice 
are usually used 2 or 3 layers only. This approach 
offers significant abilities for efficient transfer and 
visualization, because in the lowest layer the com-
pression ratio obtained is usually 100 or higher, if 4 
transform coefficients are used. The quality of the 
restored image is not high, but it is good enough for 
the user to evaluate if he/she is interested with this 
information. In case that the user does not need the 
information, further data transfer is not necessary. 
Additional advantage of the new decomposition is 
that it offers interactive abilities and permits the 
user to set Regions of Interest (ROI) in the visual-
ized image. In this case, the selected part only is 
further transferred with highest quality (Fig. 3). Both 
options enhance significantly the system perform-
ance. 

In the system, shown on Fig. 2, the access re-
quest starts from the lowest decomposition layer 
and continues to the higher ones. The access per-
mission for any of the lower layers, each of the next 
ones needs the permission from the preceding layer 
together with the permission for the current layer (a 
password). For layers, where permission is not 
obtained, the corresponding information is not visu-
alized and the image is restored with the quality of 
the highest layer. 

 

       
             Fig. 3. Medical test              Fig. 4. Example WM 
             image with selected               image 256 x 256  
                  example ROI               pixels, greyscale 



CEMA’10 conference, Athens 56 

The example image in the lowest layer is over-
lapped by the visible WM of size 256 x 256 pixels, 
shown in Fig. 4. After using the special lossless 
compression, developed by the authors [7], the size 
of the compressed file is 751 B only. In the pro-
posed IPD compression the additional information, 
added to the metadata is this of the compressed 

WM image (i.e. 751 B). The WM image from Fig. 4 
is just an example - in principle, any image could be 
used as a fragile WM. The basic requirements are 
the image to be relatively simple and to consist of 
comparatively large areas, which to resist the basic 
compression standards (JPEG, etc.). 
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Fig. 2. Block diagram of a system with hierarchical access control 

 
 
 

4. CONCLUSIONS  
 
The main advantages of the IPD method are: 

• It permits the processed images to be trans-
ferred layer by layer, with increasing quality. In 
result, the image transfer could be stopped any 
time, when required image quality is obtained; 

 
• It permits the insertion of fragile and resistant 

watermarks in the processed visual information, 
on the basis of which to be developed special 
tools for data access management; 
 
The main application areas of the method are:  
 
– Creation of medical databases which to con-

tain the global patients’ information. 

– Creation of tools for hierarchical access con-
trol in image databases. 
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Abstract 

 
In this article a new method for digital watermarking of medical images is proposed. The used approach is based on the modifi-

cation of selected coefficients phases of their discrete spectrum obtained by applying of the developed by the authors’ discrete 2D 
Fast Complex Hadamard Transform algorithm. The halftone image is divided into 16x16 sub-blocks and selected parts introduces 
digital watermark. The main advantages of the proposed approach to tagging images are the practical invisibility of watermarks in 
place, their resistance to change, compression with loss of information, affine transformations, trimming, contrasting, linear and 
nonlinear filtering, noising, and implementing other effects and manipulations. 

The obtained results show that the developed method is especially suitable for medical imaging and databases, where infor-
mation announces to be reliable, protected from external access and to reproduce with high accuracy. 

 
 

1. INTRODUCTION 
 
As a result of the widespread use of information 

and communication technologies, archiving and se-
cure storage of large quantities documents in digital 
form is integral part of the modern life. For this rea-
son, electronic archiving and authenticity protection 
of digital content is an important task for society in a 
number of priority areas such as administrative ser-
vices to the population, health, financial and police 
service, judiciary, distance education, preserving 
cultural heritage, and others. 

Usually the medical documents and images are 
stored in one of the popular formats such as JPEG, 
BMP, TIFF, PDF, PNG and others. Basic compres-
sion methods and algorithms used in these formats 
are associated with maintaining the visual quality of 
the images and their reproduction without losses. A 
disadvantage of this approach for storing of docu-
ments is that they may be edited, in result of which 
their authenticity is distorted. For important docu-
ments, the problems with their reliable storage in 
ensuring their authenticity are particularly signifi-
cant. Typically, this protection is done using special 
methods and use of codes with high resistance, 

which can lead to a considerable increase in the 
volume of stored data. Therefore, the problems 
associated with archiving of medical documents are 
of particular relevance in the world and attract to a 
significant proportion of applied research in this 
area. 

One possible solution is the use of digital wa-
termarking, as a means of integrating hidden infor-
mation in halftone images [1]-[6]. The watermark 
should be invisible to the viewer, resistant to at-
tempts to delete it, have a large information capaci-
ty, can be read using a passkey on several levels, 
to introduce a minimum number of computing oper-
ations and extracted without the use of original 
product. 

 
 

2. MATHEMATICAL DESCRIPTION 
 
The coefficients of Complex Hadamard Trans-

form matrix [CHN] with dimension N by N can be 
represented by the following equations [7], [8], [9]: 
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where: nN 2 , 1j , u, v=0,1,…2n-1 and  
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is the sign function. Here  .  is an operator, which 
represents the integer part of the result, obtained 
after the division.  

From the equations (1) and (2) the CHT basis 
matrix of order 2n calculated for n=2 and u,v = 
1,2,3,4 is presented as follows: 
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The basis complex Hadamard matrices of order 

2n (n>2) can be received as the Kroneker product of 
a number of identical “core” matrices of order 2n-1 in 
the following way: 
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The developed by the author’s algorithm for Fast 

Complex Hadamard Transform (FCHT) use factori-
zation of basis CHT matrices by the sparse matri-
ces [10]. The complex Hadamard matrix  NCH  of 
order N=2n can be presented by the equation: 
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where: Nn 2log ,  )(NGr  are the sparse ma-
trices with two non-zero elements in each row, 
which have the following block-diagonal structure: 
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The sub-matrices  )(rA  are defined as Kron-

eker product of the matrices: 
 

                   rIHrA
22)(   ,            (6) 

where:  rI
2

 is identity matrix of size rr x22 , and 

 2H  is real basic Hadamard matrix of order 2. 
Using definitions in (1) and equations (2)-(6) the 

fast forward one-dimensional CHT from the N-
components input signal vector 

 NN a,a,.....,a,aA 121 


, the output spectral 

vector -  NN b,b,.......b,bB 121 


 is received by 

the equations [7]:  
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where: 121 nC,....C,C


 is the sequence of “interme-

diated” vector-iterations, which are received by the 
transformations with sparse matrices. 

The developed FCHT algorithm can be illustrat-
ed by the signal flow graph for N=4, shown on 
Fig.1. 

 

 
 

Fig. 1. FCHT signal flow graph of order 4. 
 
The first matrix  4CHI  is presented with a first 

sub-graph and the second matrix  4CHJ  is pre-
sented with a second one in the generalized CHT 
signal flow graph. The third sub-graph presents 
reordering of spectrum elements. Multipliers are +1 
and -1 as indicated by the black and red solid lines 
in real parts of sub-graphs and +j and –j as indicat-
ed by the black and red dashed lines in complex 
parts, respectively. 

The described algorithm can be used for the re-
verse Fast Complex Hadamard Transformation. 
The flow graphs are identical and all output compo-
nents must be divided on the N. 

The FCHT algorithm is similar with the real FHT 
algorithm, which leads to considerable decreasing 
of mathematical computations. The difference be-
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tween FCHT and FHT is entirely into the last itera-
tion, which includes all complex operations. 

 
 

3. EXPERIMENTAL RESULTS 
 
The developed one-dimensional FCHT algorithm 

requires NN 2log.  additions or subtractions and 
N/2 complex operations in the last iteration. Using 
the matrix descriptions for the 2D Complex Hada-
mard Transform in [8], the 2D FCHT algorithm can 
be realized by applying of 1D FCHT on the rows of 
the input image matrix and after then applying the 
1D FCHT on the columns of the obtained matrix. 
The calculation complexity of 2D FCHT can be 
evaluated from the complexity of 1D FCHT and 
require: NN 2

2 log..2 additions or subtractions and 
2N  complex operations. 
The developed method for watermarking of 

medical images includes: 
– viding of input image into sub-blocks of size 

16x16; 
– caulation of complex spectrum of each sub-

block by the using of 2D FCHT; 
– modification of the phase of some chosen 

complex-conjugated couple of spectrum coefficients 
by the approaches, described in [14]. 

– calculation of inverse 2D FCHT of each sub-
block and writing the real part into the output image. 

The developed method for watermarking of 
medical images by the using of FCHT was simulat-
ed on Matlab 6.5 environment for one X-Ray test 
image.  

As a criteria for the watermark quality, evalua-
tion for every image, could be used the signal to 
noise ration (SNR) of the watermarked image in 
respect to the original. 

The obtained results proved the high efficiency 
of the watermarking with SNR>50 dB when the 
values of the watermark elements are in the range 
 30 and are coded with 5 bits per element, missing 
the code 00000. In this case the maximum speed 
for watermark data transmission is approximately 
860 bps. 

To protect the digital content of medical images 
can be used scrambling of image elements in each 
sub-block and a law scan of scrambling to be 
recorded in the involved watermark. This leads to 
the practical impossibility of using the medical 
imaging from unauthorized persons.  

As a sample on Fig.2 is shown one test image 
“Spine.tif”, with watermark sequence “13 9 5 1 1 5 9 

13 29 25 21 1 1 21 25 29”, written in each sub-block 
and on Fig.3 is shown the same image with scram-
bling.  

 

 
 

Fig. 2. Watermarked X-Ray test image 
 

 
 

Fig. 3. Scrambled X-Ray test image 
 
The scrambling was accomplished by the pseu-

do random reordering of rows and columns of each 
sub-block. 

 
 

4. CONCLUSION 
 
A new method for watermarking of medical im-

ages in the phase spectrum was developed. The 
method uses the developed Fast Complex Hada-
mard Transform algorithm. Advantage of the meth-
od is the fact that there is no quantization of the 
transform coefficients, the method has relatively low 
computational complexity and permits the insertion 
of different watermark with high information capaci-
ty in every sub-block of the images.  

The method offers exact watermark extraction, 
high resistance against pirates’ attacks with multiple 
lossy compression or different kinds of image trans-
forms. The insertion of different watermarks in eve-
ry sub-blocks makes the identification of the manu-
facturers and of the authorized distributors of mul-
timedia production much easier. 
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The obtained results show that the developed 
method is especially suitable for medical imaging 
and databases, where information announces to be 
reliable, protected from external access and to re-
produce with high accuracy. 
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Abstract 
 

This paper develops filter derivation for volumetric image processing both for the cases of separable and non-separable three-
dimensional filters. Such filters find major applications in the fields of computed tomography and magnetic resonance imaging sys-
tems, as well as in other subsurface sensing techniques. 

 
 

1. INTRODUCTION 
 
Volumetric images arise in many applications 

such as computer tomography imaging and subsur-
face sensing of various hidden spaces. Volumetric 
images are represented as three-dimensional (3-D) 
arrays of voxel values. They provide realistic repre-
sentations of real world solids as true 3-D images, 
not just 2-D projections onto a planar display. Being 
3-D signals, volumetric images are subject to 3-D 
signal processing. The various filtering techniques 
from 2-D signal processing may be extended to 
three dimensions. 

Basic to the filter characterization methodology 
is the derivation of the impulse response of an ideal 
lowpass 3-D filter. Based on that response, various 
highpass, bandpass and bandstop filters can be 
developed. 

The paper is organized as follows. Section 2 
gives the impulse responses of a separable filter 
with an ideal rectangular passband and of a non-
separable filter with an ideal spherical passband. 
Section 3 summarizes the results and a separate 
Appendix section outlines the derivation of the re-
sults in Section 2. 

 
 

2. IDEAL LOWPASS FILTER 
 
The starting point for designing a filter is the ide-

al lowpass filter spectral characteristic from which 
different highpass, bandpass and bandstop filter 
configurations can be derived. Similarly to the digi-
tal filters in 2-D signal and image processing [1, 2], 
the 3-D image filters can also be separable with 
rectangular support and non-separable. The non-
separable 3-D filter considered in this paper has a 
circular support. 

The performance difference between a separa-
ble and a non-separable filter lies in the spectral 
characteristics along different directions in 3-D 
space. On the one hand, the separable filter is 
simply designed; its impulse response is equal to 
the product of the marginal impulse responses 
along the three spatial axes which determines inde-
pendent spectral characteristics along the three 
axes. Its passband is rectangular which means that 
this kind of filter would pass higher frequencies 
along the diagonal directions of the rectangle, com-
pared to the frequencies along each frequency axis. 

On the other hand, the non-separable filter of-
fers spectral characteristics along the different di-
rections which are no longer independent. In partic-
ular, the non-separable filter with spherical pass-
band offers equal spectral characteristics along any 
direction in 3-D space. This may be very important 
especially in computed tomography and magnetic 
resonance imaging where the data details are 
equally important in all directions. 

Those observations give grounds to develop fil-
ter characterizations for both separable and non-
separable 3-D filters. The particular use of one of 
them is determined by such factors as complexity, 
speed, reliability in all directions and, of course, the 
particular intended application.   

 
2.1. Rectangular passband 

 
The rectangular passband defines a separable 

3-D filter. The impulse response of such a filter is 
given by (details in Appendix A) 
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for – < n1, n2, n3 < , where 
1c

 ,
2c  and 

3c
  

are the cut-off spatial frequencies along the corre-
sponding three frequency axes.  

For cccc  
321

, the filter’s passband 

becomes cubic. 
Fig. 1 shows pseudocolor slice plots of the im-

pulse response of the separable 3-D filter in (1). 
Fig. 1a shows the rectangular passband 3-D filter 
with 

1c
 =/2, 

2c =/4 and 
3c

 =/8. Fig. 1b 

shows the cubic passband 3-D filter with the cut-off 
spatial frequency c =/4. 

 

 
a) Rectangular passband with 

1c
 =/2, 

2c =/4 and 

3c
 =/8 

 

 
b) Cubic passband with c =/4 

Fig. 1. Impulse response of a separable 3-D filter with a  
rectangular passband 

 
2.2. Spherical passband 

 
The spherical passband defines a non-separab-

le 3-D filter. The impulse response of such a filter is 
given by (details in Appendix B) 
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with j1() being the first-order spherical Bessel func-
tion of the first kind and c being the cut-off spatial 
frequency. 

Fig. 2 shows s pseudocolor slice plot of the im-
pulse response of the non-separable 3-D filter with 
spherical passband in (2) with cut-off spatial fre-
quency c =/4. 

 
Fig. 2. Impulse response of a non-separable 3-D filter  

with a spherical passband 
 
 

3. CONCLUSION 
 
This paper develops derivation of the impulse 

responses for a separable and a non-separable 3-D 
filters. The separable filter naturally has a rectangu-
lar passband while the non-separable filter consid-
ered here is with spherical passband. Such filters 
are applicable in 3-D and 4-D computed tomogra-
phy imaging, as well as in various volumetric sub-
surface sensing and imaging applications. Further 
work will report various performance measures of 
those filters applied to different real-world captured 
data sets.  

 
 

4. APPENDIX 
 

A. Ideal lowpass filter with a rectangular  
passband 

 
The frequency response of such a filter is given 

by 
       321321 321

,,   ccc
IIIHr   (3) 

 
in the frequency cube  3,   , where the indica-
tor function 

ic
I is defined as 
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for I = 1, 2, 3, and with 
ic

  being the filter’s cut-off 

frequency with  
ic . The ideal impulse re-

sponse of the filter is derived by taking the inverse 
3-D Fourier transform of this separable function in 
the frequency domain: 
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for – < n1, n2, n3 < . 
 

B. Ideal lowpass filter with a spherical passband 
 

The frequency response of such a filter is given 
by 
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in the frequency cube  3,   . The ideal im-
pulse response of the filter is derived by taking the 
inverse 3-D Fourier transform of this function in the 
frequency domain: 
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where j0() and j1() are the zero-order and the first-
order spherical Bessel functions of the first kind [3]. 

In order to carry out the integration, the following 
substitutions have been made. First, polar coordi-
nates in frequency are used for 1 = usincos
2 = usinsinand3 = ucosThen, polar coor-
dinates in space are used for n1 = rsincos
n2 = rsinsinandn3 = rcos 
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Abstract 

 
In this paper an analysis is presented concerning the asymptotic state of the one-dimensional self-organizing map (SOM) with 

finite grid in the case of Rayleigh point distribution input. The main goal is to find the diversion of the neurons’ location after a certain 
number of epochs. The SOM distortion measure is analyzed with its value found approximately using Taylor series. The stationary 
values of the statistical expectations covered by the neurons are found solving a set of non-linear equations. Also the objective function 
of the SOM is found along with its gradient and using gradient-descent approach the minimum of the distortion measure is calculated. 
Based on the values obtained useful tips for proper initialization of the SOM in this case are given. The results are considered useful 
enough in wide variety of practical cases in telemedicine, image processing, optical communications and other areas. 

 
 

1. INTRODUCTION 
 
It is well known fact that the area allocated for 

storing the most important feature set inside a self-
organizing map (SOM) is proportional to the fre-
quency of occurrence of that very same feature in 
the observations [1].  

So far an investigation of the point density for 
the linear map is led in the presence of a very large 
number of codebook vectors over a finite area for 
linear, linear-quadratic and quadratic distributions 
[2], [3]. It is revealed that the asymptotic point 
density is proportional to the probability of a certain 
feature vector occurring raised to some exponent 
depending on the number of neighbors including 
the winning neuron and some scalar factor. Similar 
research on the change of this power is done in [4] 
when the neighbor function is Gaussian kernel and 
its normalized second moment is independent 
variable. The resulting range for the power value in 
this case is from 1/3 to 2/3. Similar results are 
presented in [5]. 

Some more recent researches concern the 
asymptotic state of the SOM at normal [6] and 
distorted normal distributions when the input passes 
at first through non-linear channel [7] where the 
power value range is found to be wider. 

Here the influence of the Rayleigh point density 
of the input over the asymptotic state of a finite one-
dimensional SOM is investigated with its distortion 
measure. In part 2 theoretical analysis is presented 
and in part 3 some experimental results are given. 
In part 4 a conclusion is made. 

2. SOM ANALYSIS WITH RAYLEIGH POINT  
    DENSITY INPUT 

 
Let one-dimensional feature space of x is consi-

dered. The number of points must be large enough 
(e.g. by criteria given in [1]) and they must be 
stochastic variables so their probability density p(x) 
could be defined. The codebook vectors mi usually 
form regular optimal configuration and thus can not 
be stochastic. Their number is typically low in any 
cluster as well. 

 
2.1. Asymptotic State of the One-Dimensional  
       Finite-Grid SOM 

 
Let suppose mi and mi+1 are two neighboring 

points. A way of defining the point density is as 
(mi+1 – mi)-1 but it does not cover the samples 
around the boundaries of the clusters for which this 
density does not have meaning. So a better way of 
defining it is as the inverse of the width of the 
Voronoi set [(mi+1 – mi)/2]-1. The input consists of 
samples  ,...2,1,0 ,)( =ℜ∈ ttx while the codebook 
is .,...,1 ,...,2,1,0 ,)( kittmi ==ℜ∈ .The one-di-
mensional SOM algorithm with at least one neigh-
bor at each side is given by [1]: 
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where Nc is the neighbor set around node c and ε(l) 
is the learning-rate factor. The Voronoi set Vi 
around mi is defined as: 
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In this case Ui is the set of such x(t) which 

provoke changes in mi(t) during one learning step. 
Following (1) and (2) we get to the well known 
stationary equilibrium for mi coinciding for the 
general case [1]: 

 i },|{ ∀∈= ii UxxEm . (3) 
 
In other words every mi becomes centroid of the 

probability mass for each Ui and then for 2 < i < (k-
1) the limits for Ui are: 
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For i =1 and i = 2, Ai = 0, and for i = k – 1 and i = 

k,   Bi = 1.  
The case investigated here concerns input data 

with the following distribution: 
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As (5) is too complex to be used in finding the 

centroids of the probability masses, Taylor series 
are used instead: 
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We find the absolute difference between the 

third and second order approximations: 
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 (8) 

 
then p(0) = 0, p’(0) = 1/σ2, p’’(0) = 0, p’’’(0) = -3/σ4, 
and Δp32(x) = -x3/2σ4. 

Now for 5 typical cases of σ the error Δp32 is 
found and the results are presented in Fig. 1. It is 
visible that only for σ = 0.5 the error between the 
second and third approximation exceeds 
considerably 1 by module and this in such a wide 
range for x from 0 to 10. So it is reasonable to use 
approximation for the original distribution of second 
order that is p(x) ≈ x/σ2. 

 

 
Fig. 1. The absolute error between approximations  

of second and third order 
 

The stationary values of the mi are defined by: 
 

 
{ }

i
AB
AB

UxxEm

ii

ii

dxxp

dxxxp

ii iB

iA

iB

iA

∀
−
−

=

=
∫

∫
=∈=

,
)(3
)(2

|

22

33

)(

)(

. (9) 

 
But they could be expressed in even simpler 

way - it consists of defining the point density qi 
around mi as the inverse of the length of the Vo-
ronoi set – qi = [(mi+1 – mi-1)/2]-1. As a result of that 
qi can be expressed in the form const.[p(mi)]α. Then 
passing from mi to mj it is true: 
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For improved accuracy more values of the mi 

are needed as we shall see in the next section. 
 

2.2. Finding the One-Dimensional SOM  
       Distortion Measure with Finite Grids 

 
The objective function of the SOM is given by 

[1]: 
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where Vi is the Voronoi set around mi and hij is de-
fined as: 
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and i and j run over all the values defining hij. 

Then (11) becomes: 

[

].
2

)(
3

)(2

4
)(1

)()(

22233

44

2

2

iijiij

ii

ji

j

D

Cji

CDmCDm

CD

dxxpmxE
i

i

−
+

−
−

−
−

=

=−=

∑∑

∫∑∑

σ
,(13) 

 
where Ni is defined in (1) and the borders Ci and Di 
of the Voronoi set Vi are: 
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3. EXPERIMENTAL RESULTS 

 
As a simulation environment we use Matlab® 

R2009B over MS® Windows® XP® Pro SP3. 
First α from (10) is found for different number of 

grid points. The more mi are used the more accu-
rate are the results. For i = 4 and j = k – 3 assuring 
negligible border effects 10, 25, 50, and 100 grid 

points are used. The same experiment is done with 
normally distributed input points in [6], so here a 
direct comparison can be made. The results are 
given in Table 1. 

 
Table 1. Experimentally estimated α for two different  

distributions of the input 
 

Exponent α Grid points 
Normal, [6] Rayleigh 

10 0.2989 0.3480 
25 0.3330 0.3495 
50 0.3331 0.3501 
100 0.3330 0.3509 

 
It is clearly seen that the exponent approxima-

tion is presented here by higher α which is actually 
expected because of the steeper left slope of the 
Rayleigh curve in comparison to the symmetric 
Gaussian one. 

Obviously the values obtained for the Rayleigh 
distribution almost do not depend on the number of 
grids. Now when we have the real case mi found it 
is seen that the exponent of the approximated state 
of the SOM is close to 1/3. This is actually a case 
strongly related with the optimal vector quantization 
[1]. 

Graphically the results from Table 1 are given in 
Fig. 2. 

 

 
 

Fig. 2. Experimentally derived α as a function of the number  
of grid points for two different distributions of the input  

for the SOM 
 
 

4. CONCLUSION 
 
In this paper an approach for finding the station-

ary positions of the nodes of one-dimensional SOM 
has been presented in the case of Rayleigh density 
point input. The results are precise enough taking 
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the advantage of very fast computation. Further-
more the distortion measure of the SOM using finite 
grid is calculated in the general case and it is 
shown that the positions of the nodes could be op-
timized at the stage of initialization. 

The results achieved prove the correctness of 
the suggested approach which is considered useful 
in a large number of practical cases where the input 
data poses Rayleigh point density distribution.  
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Abstract 
 
Data mining techniques have been applied to medical services in several areas, including prediction of effectiveness of surgical 

procedures, medical tests, medication, and the discovery of relationships among clinical and diagnosis data. In our study we use a 
dissimilarity-based metric for the classification of different types of medical data for diagnostics such as breast cancer, heart disease, 
diabetes etc.  

Dissimilarity-based pattern recognition offers new possibilities for building classifiers on a distance representation such as kernel 
methods or the k nearest neighbors (kNN) rule. The goal of this work is to expand the advantageous and rapid adaptive approach to 
learn only from dissimilarity representations by using the effectiveness of the Support Vector Machines algorithm for real-world clas-
sification tasks for medical data. This method can be an alternative approach to the well known methods based on dissimilarity rep-
resentations and can be as effective as them in terms of accuracy for classification. Practical examples on real medical data show 
interesting behavior compared to other dissimilarity-based methods. 

 
 

1. INTRODUCTION 
 
Pattern recognition techniques play a critical role 

when applied to medical databases by fully auto-
mating the process of abnormality detection and 
thus supporting the development of computer-aided 
diagnosis (CAD) systems. Often this involves identi-
fying structures such as tumors or lesions, but it can 
also include monitoring present structures such as 
the size of the heart in chest X-rays. In most cases, 
CAD systems are designed to be used for screen-
ing purposes, in which large numbers of medical 
data needs to be examined. They are adopted as 
an alternative "second opinion" that can assist for 
example a radiologist in detecting lesions and in 
making diagnostic decisions. The computerized 
schemes combine detection and classification of 
malignancies. The importance of these CAD sys-
tems in almost all telemedicine applications is evi-
dent and is expected to increase dramatically over 
the coming years [1], [2]. 

The goal of this work is to test the advantageous 
and rapid adaptive approach to learn only from 
dissimilarity representations by using the effective-
ness of the Support Vector Machines algorithm de-
veloped by Manolova and Guerin [3] for real-world 
classification tasks for medical data of different 
types. This method can be an alternative approach 
to the known methods based on dissimilarity repre-
sentations such as Pekalska’s dissimilarity classifier 
[4], Haasdonk’s kernel-based SVM classifier [3] and 
to classic kNN classifier. 

The paper is organized as follows: in Section 2 
we introduce the motivation of the approach, in 
Section 3 we describe the theoretical basis of this 
approach; in Section 4 we provide experimental 
results on real-life medical data sets. Finally, Sec-
tion 5 concludes the paper. 

 
 

2. MOTIVATION OF THE APPROACH 
 
The motivation for the development of a dissimi-

larity-based classifier is the following: if we assume 
that “similar” objects can be grouped together to 
form a class, a “class” is nothing more than a set of 
these “similar” objects. Based on this idea, it is pos-
sible that the notion of proximity (similarity or dis-
similarity) is actually more fundamental than that of 
a feature. Thus, the dissimilarity-based classifiers 
are a way of defining classifiers between the 
classes, which are not based on the feature meas-
urements of the individual patterns, but rather on a 
suitable dissimilarity measure between them. The 
advantage of this methodology is that since it does 
not operate on the class-conditional distributions, 
the accuracy can exceed theoretically the Bayes’ 
error bound. Another salient advantage of such a 
paradigm is that it does not have to confront the 
problems associated with feature spaces such as 
the “curse of dimensionality”, and the issue of esti-
mating a large number of parameters. 

The distance representation is most commonly 
used as dissimilarity because is usually the simplest 
measure. A dissimilarity value expresses a magni-
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tude of difference between two objects and beco-
mes zero only when they are identical. 

This paper focuses on the incorporation of SVM 
in to the dissimilarity-based classifier “Shape Coef-
ficient” described in [5], [6]. The Shape Coefficient 
(Cs) is defined from simple statistics (mean and 
variance) on the dissimilarity data. The proposed 
decision rules are based on this Shape Coefficient 
description and on optimal separating hyper plane 
with Support Vector Classifier (SVC), using the Cs 
coefficient as dissimilarity on the input space. This 
provides a decision rule with a limited number of 
parameters per class.  

 
 

3. DESCRIPTION OF THE “SHAPE COEFFICIENT” 
 
Let us consider a two-class classification prob-

lem where ω1 is the first class and ω2 the second 
class. Let N be a set of objects oi to be classified, D 
is the dissimilarity (N×N) table between each object 
such as: [ ]Nj,i1:)o,o(dD ji ≤≤= . Following [5] 
and [6], the Shape Coefficient describes the prox-
imity of an object to a given class (for example for 
ω1, eq. 1): 
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where 2

1i ),o(d ω  is the empirical average of the 
dissimilarity between object oi and all the observa-
tions in class ω1, )),o(dvar( 1i ω  is the empirical 
variance, and I (ω1) is the class inertia computed as 
the empirical mean of all the squared dissimilarities 
between objects in class ω1. The numerator deals 
with the “position” of the observation oi relatively the 
class center. The denominator interpretation is 
more complex, taking into account the “structure” 
(orientation, shape, intrinsic dimension…) of the 
observations distribution in the class. Then the pa-
rameters γ1 and δ1 are learning parameters to best 
fit this data structure. The equation for Cs(oi ω2) 
with the class ω2 is equivalent to (1) and has two 
fitting parameters γ2 and δ2. The decision rule for a 
two-class classification problem for an object oi is 
given then by the following equation: 
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3.1. Decision rule using SVC optimization 
 
The quantities Cs(oi ω1) and Cs(oi ω2) being 

positive, we can transform (2) using the logarithmic 
function as follows:  
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This is in fact, a linear decision rule in a 4-

dimensional input space. Following (3), we can 
represent each object oi using a vector xi with 4 
features, [ ]T4i3i2i1ii xxxxx = : 
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So now, the decision rule (3) becomes:  
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with β = [1 1 δ1 δ2]T be the normal to the optimal 
separating hyper plane and ⎟

⎠
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bias from the hyper plane to the origin. Labeling the 
objects with the auxiliary variables per class, such 
as 1ii ofor1y ω∈−= and 2ii ofor1y ω∈= , we 
have the following classical linear decision rule:  

 
 )x(signy 0i

T
i β+β=  (6) 

 
This is the standard decision rule for SVC. Here, 

the difference is the vector β normal to the optimal 
hyper plane: it is constraint to have the same two 
first components: β1= β2. Thus finding the optimal 
hyper plane when the 2 classes are inseparable 
consists of this optimization problem solved by us-
ing the Lagrange multipliers [BUR98]:  
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where ζi are the slack variables, associated with all 
the objects. If the object oi is classified in the wrong 
class then ζi > 1. The parameter C corresponds to 
the penalty for errors and it is chosen by the user. 
In order to introduce the constraints on the β vector, 
we consider the observations xi into two orthogonal 
subspaces such as:  
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The optimization problem is then transformed 

such as:  
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with 'ui the scalar product such as: 
 

 [ ] 2/'x,11'u i
T

i =  (10) 
 
 

4. EXPERIMENTAL RESULTS 
 
All the experiments are done using SVMLight, an 

implementation of Support Vector Machines in C by 
Thorsten Joachims (http://svmlight.joachims.org) and 
Matlab. We have made source modifications in 
order to implement the supplementary constraints 
on the β vector. 

The medical datasets come from the UCI Machine 
Learning Repository (http://archive.ics.uci.edu/ml/). 
The information of the medical dataset used in our 
experiments is gathered in Table 1. 

The information is collected from real world pa-
tients or microbiological laboratories and consists of 
mixed types of data: continuous, dichotomous and 
categorical variables (ex. age, sex, chest pain type, 
blood sugar, heart condition, proteins, blood pres-

sure etc.). There are also datasets with missing 
values (ex. the Heart dataset). For the multi class 
SVC optimization procedure we use “one versus all” 
method.  

 
Table 1. Medical Datasets used in the experiments 

 
Data Class Class 

sizes 
Dissimilarity 

Heart 2 139/164  Gower’s  
distance 

Proteins 
 
Cat Cortex 

5 
 
4 

 72/72/ 
39/30/13 
18/10/ 
18/19 

Evolutionary 
Distance 

Determined by 
Expert 

 
Table 2 summarizes the results for the average 

classification error for these datasets with the clas-
sifier “Shape Coefficient” and the classifiers 1-NN 
(Nearest Neighbor), K-NN (K Nearest Neighbors), 
the SVM with 3 different kernels (linear, polynomial 
and Gaussian) from [3] and [4].  

  
Table 2. Average classification error [in %] for the medical 

datasets in LOO 
 

Data Heart Proteins Cat Cortex 
1-NN 26.8 1.66 5 
K-NN 22.6 1.66 3.84 
Cs 22.6 1.11 3.46 
SVM 21.5 0.89 3.09 
 
 

5. CONCLUSION 
 
We have proposed a new way of optimizing the 

parameters of the proximity index “Shape Coeffi-
cient”. It used the SVM decision rules which allow 
us to find the optimal solution for our classification 
problem. With only two parameters per class, the 
model for class description is compact and parsi-
monious. The model is flexible, effective and fast in 
different classification tasks as already proven in [5] 
and [6]. The result of the comparison with the K-NN 
and 1-NN shows better results for the classification 
error. The Cs with SVC optimization procedure is a 
global method with adjustable parameters accord-
ing to the properties of the class so it performs bet-
ter then the K-NN rule in case of (1-NN or 3-NN). 
The good performance the SVM with linear kernel 
on proteins and cat-cortex data is a hint on the lin-
ear separability of these two datasets. The result is 
confirmed by the Cs classifier. Indeed, the polyno-
mial and Gaussian kernel improve the results of the 
linear kernel for most datasets. The Gaussian ker-



CEMA’10 conference, Athens 72 
nel even slightly outperforms the polynomial in most 
cases so in Table 2 only the best results are shown. 

The results with the real-world medical datasets 
encourage us to propose this metric as a good al-
ternative to other dissimilarity-based classifiers for 
this kind of tasks – assisting the medical personnel 
to take decisions about the condition of a patient for 
example. Because the metric uses only 2 parame-
ters per class and a linear kernel, data classification 
is very fast (0.07 seconds in SVMLight for 200 
points). 
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Abstract 
 
In this paper the author is presented the hardware application of the adaptive Kalman filter algorithm for pattern recognition with 

the FPGA. The adaptive temporal filter is proposed that lend itself to hardware implementation for real-time temporal processing 
of image sequences. Adaptation in this case is with respect to motion in the image sequence as well as variation of noise statistics. 
The project is used the Altera DE2 board to implement a simple hardware design. For describing its behavior use the VHDL lan-
guage and the Altera’s Quartus tools to synthesize and Altera DE2 board to implement a simple hardware FPGA design 

 
 

1. INTRODUCTION 
 
In this paper is presented basic hardware archi-

tecture, using extended Kalman filter-based method 
for calculating a trajectory by tracking features at an 
unknown location on Earth’s surface, provided the 
topography is known, is given in [1]. The proposed 
model is implemented using VHDL and simulated 
and synthesized into an FPGA. The hardware 
design was implemented on an Altera Quartus II 
board. The practical method for using FPGA to 
realize VHDL implementation of the developed 
algorithm using Altera De2 FPGA. The board is 
shown in fig. 1.  
 

 
 
 
 
 
 

 
 

Fig. 1. The Altera DE2 board 
 

 
Fig. 2. Navigation-changes in perceived location of the normal 

point between scan I and scan j are applied to estimate  
position changes 

 
In Fig. 2 R is the delta position vector (dis-

placement vector between scans i, at time ti, and 
scan j, at time tj, in this case); ni is the plane normal 
vector whose components are resolved in the Ladar 
body frame at scan epoch ti; nj is the plane normal 
vector whose components are. Note that in the 
navigation frame, the planar surface normal vectors 
at epoch’s ti and tj are equal since resolved in the 
Ladar body frame at scan epoch tj ; and, ρi and ρj 
are the shortest distances from the Ladar to the 
plane at epochs ti and tj, respectively. stationary 
planar surfaces are assumed. However, expressed 
in the Ladar body frame both normal vectors are 
likely to be unequal due to the body frame rotation 
between epoch’s ti and tj. From the geometry pre-
sented in Fig.1, a relationship can be derived be-
tween the projection of the displacement vector 
(between epoch’s ti and tj) onto the planar surface 
normal vector and the change in the normal point 
range between scans i and j is shown in Eq.1:  

 
  R ni  i   j    (1) 

 
Given M associated planar surfaces, a set of lin-

ear equations like (7) can be set up in matrix form is 
given in Eq.2:  

  H  R      (2) 

Were:  

 

 

 

H 
ni,1

T

M
ni,M

T
















,   r 

i,1   j,1

M
i,M   j,M
















  (3)   
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Note that a minimum of three non-collinear pla-
nar surfaces is required for the observation matrix, 
H, to be non-singular and thus allowing for a unique 
solution of Eq.2. The estimation process is based on 
a complementary Kalman filter methodology [2] 
which employs differences between INS and laser 
scanner observables as filter measurements. Chan-
ges in planar surface ranges between consecutive 
scans are used as laser observables. Correspond-
ingly, laser scanner observables of the Kalman filter 
are formulated as follows for the scan at time epoch 
tm in Eq.4: 

 

 LS (tm ) 
1(tm1)  1(tm )

...
N (tm1)  N (tm )
















  (4) 

 

where N is the number of features for which is 
match is found time epoch tm and tm-1. Equivalent 
observables can be synthesized from INS meas-
urements by transformation of the INS displacement 
vector into the range domain as follows in Eq.5 and 
Eq.6: 

 
 

  
INS(tm)H(tm1) RINS(tm)Cb

n(tm)lb  (5) 

   Cb
n (tm ) Cb

n (tm )Cb
n (tm1)   (6) 

 
The differences between inertial and laser scan-

ner observables Eq.7: 
 
 yKalman (tm )  INS (tm ) LS (tm )  (7) 
 
Particular filter states include: errors in position 

changes between consecutive scans, velocity er-
rors, attitude errors, gyro biases, and accelerometer 
biases in Eq.8:  

 

 x  Rn
T vn

T T ab
T bb

T T   (8) 

 
For this state vector, the observation matrix 

HKalman can be derived directly by augmenting the 
geometry matrix of Eq.3 with zero elements is 
shown in Eq.9: 

 

 

  

HKalman (tm ) 
n1

T (tm1) 0 L 0
M M O M

nM
T (tm1) 0 L 0
















  (9) 

 

The measurement noise matrix RKalman is de-
rived from the line and planar surface estimation 
processes performing a comprehensive covariance 
analysis of the feature extraction method. Deriva-
tion of the filter state transition matrix and the sys-
tem noise matrix for the filter states chosen em-
ploys a standard Kalman filter formulation. Errors in 
the position estimate are thus transformed into er-
rors in line parameters and add up to line extraction 
errors. As a result, the current position error con-
tributes to the position error for the next scan where 
the new line is used for navigation.  

 
 

2. ADAPTIVE FILTERING 
 
The Adaptive filters are based on dynamically 

adjusting the parameters of the supposedly opti-
mum filter based on the estimates of the unknown 
parameters. Adaptive Kalman filter can be based on 
an on-line estimation of motion as well as the sig-
nal and noise statistics available data. Let x (k) 
represent apixel grayscale on frame k. The ideal 
noise-free pixel value is represented by s (k) which 
is assumed to be a first-order AR model. This is a 
more realistic and simple model that is usually 
used to represent the temporal behavior of pixels in 
video signals[3]. Under this assumption, the pro-
cess and measurement equations:  

 
1. The process model is s(k 1)  as(k)  w(k), 

in which a is a constant that depends on the signal 
statistics and w(k) is the process noise (assumed to 
be a white independent zero mean Gaussian ran-
dom process with variance of w2).  

2. The measurement signal is x(k)  s(k)  v(k) 
in which v(k) is the independent additive zero 
mean Gaussian white noise with variance of v2.   

The noise and signal are stationary random pro-
cesses that are fully determined by their second-
order statistics. The recursive Kalman filter is de-
veloped based on the following definitions: 

1. The filter output is y(k) which is the estimate 
of the signal, at time k . 

2. The estimation error is defined by:  
 2 (k)  Ey(k)  s(k)2}, which is initially un-

known.  
3. Kalman filter gain is presented by K(k).   
 
The overall Kalman filter algorithm is then given 

as follows: 
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In this algorithm, there are several parameters, 

which are unknown in practice. These parameters 
are v2, w2 and a. Based on the aforementioned 
assumptions, the following instantaneous estimates 
can be used to achieve fast and simple implemen-
tation: 

1. Parameter a, defined by  
 Ex (k)x(k 1)- Ex2 (k)}, can be estimated 

by using aˆ  x(k)x(k 1) - x2(k)  x2(k 1)). For 
stability reasons it is suggested to use some a 
priori information about the signal and keep this 
parameter constant.  

2. Simple estimates of: 
v2  Ex (k)  aˆy(k 1)2 well as  
w2  Ey(k)  aˆy(k 1)2, are calculated, in 

turn by  
ˆv2  x(k)  aˆy(k 1)2 and 
ˆw2  y(k)  aˆy(k 1)2 2ˆv2 
Assuming there is a motion, estimates of the 

noise and process variances, ˆv2 and ˆw2, in-
crease which results in less filtering of the signal. 
This will reduce the noise filtering so that it can 
better follow the motion with minimal lagging effect. 
Selection of the threshold  is very important. In 
this case, it can be shown that 2 has 2 distribution 
with one degree of freedom [4]. Kalman filter by 
simulating a sudden change in the signal to repre-
sent motion [5]. In this case the SNR is set to 20dB, 
highest level, namely 99,9% ( 3.29). One ap-
proach to motion estimation is to compare two con-
secutive temporal samples and use their magnitude 
difference to infer existence or non existence of 
motion. When there is a sudden change in the sig-
nal, the difference between ay(k 1) and x(k), with 
a given confidence level, goes beyond its statistical 
variation. Assuming that v2 represents the vari-

ance of the aforementioned differences, then based 
on Gaussian noise [4] distribution, it can be said 
that a motion is present if {[x(k) ay(k 1)]/v} 
< . If the test is positive, then the gain calcula-
tion in the Kalman filter can be reinitiated by as-
suming 2(k) v2. The new gain value significant-
ly reduces the lagging effect while improves the 
noise filtering. Or set both 2(k) and w2 equal to 
v2 and initiate the Kalman gain to (k)  
a21a22 right after the motion. The overall al-
gorithm is Algorithm B.  

 

 
 
 
3. FPGA IMPLEMENTATION 

 
Memory components are used for frame and 

parameter buffers while the FPGA is used for 
pixel and parameter calculations. The system ar-
chitecture shown in Fig.3 illustrates 3 input buff-
ers holding y(k – 1), and 2,w2 and a Altera im-
plementation to calculate updated values for these 
buffers in addition to generating the output y(k).  

 

 
 

Fig. 3. Levels of implementation for Kalman filtering 
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The system can easily operate at 66 MHz clock 
enabling 1024 X 1024 60 Frames operation. Sys-
tem clock rates of 80 MHz and 100 MHz can also 
be achieved for more aggressive system band-
width requirements. The pixel calculation data path 
for y (k) is straight forward once the K parameter is 
calculated. The parallel pipelined structure used 
for the sample processing algorithm involves pre-
subtractions, two input variable multiplier and post-
addition as shown in Fig.4. 

 

 
Fig. 4. Pixel Calculation 

 

After the initial latency a sample y(k) is output 
every system clock. Hardware resources to per-
form this data path operation are approximately 
458 Logic Cells. The parameter calculation is more 
involved and also requires a parallel pipelined 
structure for sample processing since each pixel in 
the frame also has parameters 2 and w2. 

 

Fig. 5. Implementation for filtering 
 

The algorithm requires pre-addition and division 
for the K parameter calculation. To perform the 
comparison for the in quality it can requires pre-
addition and division for the K parameter calcula-
tion. To perform the comparison for the in quality it 
can normalize for,, define D’ and Г’. Using se-
cond compliment function on x(k) – y(k – 1) from 
the pixel calculation, we derive the necessary signal 
for the 2x1 mux parameter selection. The calcula-
tion of new parameters involves an adder, subtract-

er, variable multiplier and loadable constant coeffi-
cient multiplier as shown in Fig. 6. 

 

 
 

Fig. 6. Behavioral simulation of the Kalman Filter 

 

After initial latency a new updated parameter is 
given every system clock. The pixel and parameter 
calculation blocks are latency synchronized such 
that K and x(k) – y(k – 1) are property aligned. 

The output and parameters are aligner such that 
one memory controller can handle reads and writes 
to input buffers. Hardware resources for the para-
meter calculation is approximately 1664 Logic Cells. 

 
Table 1. Synthesis Results 

 
The project includes the creation of parallel 

models respectively Matlab environment and sec-
ondly in Quartus tools. The Altera Cyclone II FPGA 
connected to a variety of peripherals including 512K 
of SRAM, 4MB of Flash, 8MB of SDRAM, VGA out-
put Ethernet, audio input and output, and USB ports.  

No. Information Count % use 

1 No of slice 2145 of 32640 7% 

2 Slice LUTs 3626 of 32640 14% 

3 Slice LUTs Used as 
logic 3626 of 32640 14% 

4 LUT Flip-Fl.pair used 4168  

5 LUT Flip-Fl. pairs 
withan unused FF 2023 of 4168 49% 

6 LUT flip-flop an unsed 
LUT 542 of 4168 17% 

7 Fully used FF pairs 1603 of 4168 41% 

8 Bonded IOBs 82 of 480 21% 

9 DSP48Es 16 of 288 7% 
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4. CONCLUSION 
 
The performance of this implementation can be 

attributed to the parallel hardware blocks used in 
performing the necessary calculations for the algo-
rithm [7]. Further to this, the design can be scaled 
for larger databases by simply adding more pro-
cessing elements in parallel The above hardware 
design was implemented on an Altera Quartus II 
board (clocked at 100 MHz) and was able to opera-
tion time is about 60 clock cycle, which about 0.6us 
at 100MHz clock pulse, so the operation speed can 
be up to 1.5MHz. The whole design requires 4168 
ALUTs and 241 registers (occupancy of resources 
is about 49%).The advantage of parallel processing 
in FPGA leads to a substantial increase in perfor-
mance and accuracy in processing, extraction of 
information than in the simulation in Matlab. It 
should be understood that if there is an impulsive 
noise in the image sequence, this Kalman filter 
algorithm should be used in conjunction with pre-
spatially non-linear filtered frames. The main contri-
bution of the work is design and implementation of 
a physically feasible hardware system to accelerate 
the processing speed of the operations required for 
real time face recognition. The proposed models 
are implemented using VHDL, and simulated and 
synthesized into a single FPGA. It is demonstrates 
that this technology can produce effective and pow-
erful applications systems.  
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Abstract 
 

When obtaining histological preparats or compounds containing underdoses of a matter, the problem on analysis of their speci-
mens arises. Electron microscope and special software allows us to obtain images of such patterns and save them as files in graphic 
formats. The images may be considered as textural ones, i.e. images consisting of elements (or several classes such elements) which 
may be identified on perception. The authors have implemented a method based on texture analysis and expert knowledge, which al-
lows us to classify patterns using their graphical representations.The method was applied to distinguish among three classes of brain 
tumours (astrocytoma, oligodendroglioma and nevrinoma) and classify compounds containing underdoses of a matter. 
 
 
1. INTRODUCTION 

 
The analysis of histological preparations and 

compounds containing underdoses of a matter con-
cerns to the problem of pattern recognition that is 
crucial issue in many applications. To solve the pro-
blem neural networks [1] and texture analysis [2] 
are often used. 

It is well known that textual and visual informa-
tion happens to be redundant: one may delete as 
stable words combinations from a text as inconse-
quential details from a visual image without loss of 
meaning.  

From geometrical point of view one can consider 
both metric and topological properties of an object. 
Metric properties usually vary when the object is 
transformed by a continuous mapping that changes 
its size and form, whereas topological properties 
are main invariant properties of the object. 

It looks like our perception at first fixes topo-
logical properties (visual invariants) adding to them 
minor details afterwards. Many of pattern recogni-
tion methods are based on finding visual invariants 
of an object. 

Invariance of a sign or a value means that it is 
the same for a class of systems (objects). So, to 
find an invariant means to classify systems (ob-
jects) according to this sign (or value). 

It should be noted that there are widely used 
numerical invariants of processes that are applied 
to investigation of dynamical systems behaviour: 
correlation dimension of restored attractor and en-
tropy. In [3] correlation dimension of restored attrac-
tor was used to reveal α-synchronization phenome-
non in EEG records. 

Experienced people (professional experts inclu-
ded) mostly give accurate solutions for recognition 
and diagnostic problems using neither the objects 
features revealed by classic mathematical tech-
niques nor morphometry. While working with the 
experts analysing both EEG records to diagnose 
the evoked potentials and histological preparations, 
we have realised them to perceive a record as a 
picture, an image. Accumulating a clinical experi-
ence in reading and analysing EEG and tumour 
recognition the experts have shown to form mental-
ly visual invariant underlying their solution of a di-
agnostic problem. 
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Basing on our own experience in research into 
human information processing in perception and 
thinking we have developed a mimetic approach to 
an automated image analysis and processing 
aimed at duplicating, quantitating, and extending of 
human analysis process [4]. 
 
 

2. MAIN NOTIONS 
 

Image (pattern) is a group in a classification sys-
tem uniting a set of objects in accordance with a 
feature. Image perception of the world is one of the 
properties of the brain that allows it to investigate 
and sort endless informartion flow. When percep-
ting external world we classify an information, i.e. 
quantize it such that any group consists of similar 
but not identical objects. 

Images have a feature: if you acquainted with a 
finite number of objects from a group you can rec-
ognize a great deal of reprezentatives of the group. 
Moreover, images have objective properties in that 
different people which use different data of observa-
tion for the most part classify the common objects in 
the same manner and independently of one anoth-
er. 

To recognize a pattern means to identify an ob-
ject or obtain some of its properties using visual 
image or audiorecord. 

Texture is a structure of a pattern. In this work 
we assume that texture is a regular (in a way) struc-
ture of a pattern.  

There are various methods to reveal features in 
a pattern using its structure (texture analysis).  
 
 

3. METHOD OF ANALYSIS 
 
The recognizing algorithm uses both an expert 

knowledge in the correspondent subject area and 
the texture analysis. The expert knowledge is for-
malized as a generalized feature that is significant 
for patterns recognition and classification. For ex-
ample, it may be the ratio of areas with high and 
low brightness. The method we realised lies in con-
struction of associative image series. By this series 
we mean the sequence of images, each of them is 
the coded input image and depicts some infor-
mation sign. Solving our problem we coded this 
sign by a colour according to some scale.  

The images of histological preparations were ob-
tained with the help of special software of electronic 
microscope. The images of compounds with differ-

ent doses of Ag were obtained with the help of 
software for atomic-force microscope. 

An input image (associative series 1) of a prepa-
ration is transformed to a brightness matrix with 
256-by-256 pixels (the pixel brightness being mea-
sured in 256 gradations: 0–255). According to the 
developed algorithm an input matrix is partitioned 
into equal parts, being the part size depends on the 
microscope magnifying power. In our experiments 
we select part size equal 16. The generalised nor-
malised brightness is calculated for each part; its 
value is determined as a natural number from the 
row 1, 2, .., 8. It appeared enough to represent the 
part brightness range by only eight gradations.  

We obtain a simplified variant of the input image 
(associative series 2). By applying to this image the 
program implementing formalized expert knowledge 
we obtain associative series 3. 

So, we impose the input preparation image and 
two coded pictures together. Simultaneous presen-
tation of all images allows originating the associa-
tive series with desired directionality. Thus, a visual 
invariant of a texture is formalized as some numeri-
cal value and used for classification process. 

In what follows figures 1-3 show associative se-
ries for nevrinoma. 

 

 
 

Fig. 1. Input histological prepara-tion 
 

 
 

Fig. 2. The result of texture analysis 
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Fig. 3. The final result of analysis 
 
 
Figures 4-6 demonstrate compounds with differ-

ent underdoses of Ag. Dimensions are given in μm. 
The histogram in right side of a figure shows a satu-
ration and is used for construstion of the image in 
3D-format. In this work we use only images in 2D-
format, but we have for an object to apply the de-
scribed method for images in 3D-format, which may 
lead to more detailed analysis. For each pattern 
numerical characteristics that allowed classifying 
compounds with respect to a dose were obtained.  

Numerous experiments show that adding Ag to 
a solution results in appearing a set of organized 
structures. One can say about processes of self-
organization. Such processes on atomic-molecular 
level indicate rather complex system behaviour on a 
higher level. 

In solutions with small concentration of Ag there 
are no complex structures. The solution not contain-
ing Ag do not demonstrate any self-organization at 
all. 

 
 

 
 

Fig. 4. Large dose of Ag. There is fractal structure  
of the pattern 

 
 

Fig. 5. Small dose of Ag. There is no regularity 
 

 
 

Fig. 6. Zero concentration of Ag 
 
 
4. RESULTS 

 
The developed algorithm allowed us to classify 

the brain tumors of three types: astrocytoma, oli-
godendroglioma and nervrinoma. This method may 
be also applied to classify other types of brain histo-
logical preparations. The patterns of pharmacologi-
cal compounds whose graphic images are two-
dimensional pictures were studied. The results 
show that such an approach allows us to recognize 
specimens of different classes as having different 
texture characteristics.  
 
 
5. CONCLUSIONS 

 
Our algorithms may be slightly modified and ap-

plied to classify patterns where a regular structure 
is found out. They may be applied to classify the 
compounds containing underdose of a matter de-
pending on the dose. One of perspective applica-
tion of described method of the classification of 
compounds with underdose is homeopathy. 
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Abstract 

 
The electromagnetic and thermal exposure of users to commercially available mobile phones, operating at GSM 900 MHz and 

DCS 1800 MHz are studied. Simulated data, using Finite Difference Time Domain Method and Bio-heat Equation, are combined with 
non invasive temperature elevation measurements in healthy adult volunteers, using a prototype Microwave Radiometry-based 
Imaging System (MiRaIS). Specific Absorption Rate (SAR) and temperature elevation (ΔT) are computed in a three layered spherical 
head model, radiated by a linear dipole and a generic phone, at both frequencies. The maximum peak temperature increase due to 
electromagnetic power absorption is 0.4020C, computed in skin for the case of linear dipole operated at 1800 MHz, placed at d1 = 2 
mm, in room temperature of 300C. Radiometry measurements concluded to temperature increase of 0.8-10C. 

 
 

1. INTRODUCTION 
 
Mobile phone use has dramatically increased 

over the last decade, but doubts remain over its 
safety. One of the many electromagnetic field in-
duced effects on tissues is the tangible temperature 
elevation. According to epidemiological investiga-
tions, mobile phone users report symptoms of dis-
comfort feeling, warmth behind/around or on the ear 
and heat sensation of the cheek [1]. The heat sen-
sation may be due to power absorption by the tis-
sues, thermal insulation and phone battery currents. 
Obviously, the symptoms become intense, as the 
duration of mobile phone use increases.  

This study assesses numerically and experimen-
tally the tissue temperature elevation, combined 
with the electromagnetic absorbed power, due to 
mobile phone usage. A preliminary numerical com-
putation of the electromagnetic absorbed power 
and the thermal distribution in tissues is combined 
with measurements of temperature elevation in 
healthy adult volunteers, using a radiometry exper-
imental set-up.  

 
 

2. MATERIALS AND METHODS 
 

2.1. Simulation 
 
In order to numerically assess the absorbed 

power and the temperature elevation in biological 
tissue, electromagnetic [2] and thermodynamic [3] 
computations are respectively conducted. A three 

layered spherical adult head model is considered, 
consisting of skin, skull (cortical bone) and brain 
(grey matter) tissue. Head diameter is 20 cm, while 
the thicknesses of the skin and skull layers are both 
assumed to be 0.5 cm [4]. Head model is radiated 
by (a) a λ0/2 linear dipole and (b) a generic phone 
[5] operating at GSM f0 = 900 MHz and DCS f0 = 
1800 MHz. The linear dipole is placed at distance 
d1 = 2 mm (feed point at (3,0,0)) and d2 = 10.5 mm 
from the spherical surface, while the plastic cover of 
the generic phone is placed in touch with the 
sphere resulting to distance d = 10.5 mm between 
antenna feed point and head surface. The Finite 
Difference Time Domain (FDTD)-based platform 
SEMCAD-X (SPEAG, Zurich) is used. Both elec-
tromagnetic and thermodynamic computations are 
carried out with the same FDTD grid (up to ~20 
million FDTD cells). Tissue dielectric properties are 
assigned according to [6], while the thermal proper-
ties are derived by literature (e.g. [7]). At the ther-
mal boundary between the head model and the 
ambient, a heat transfer of 5 W/(m2K) at a nominal 
ambient temperature of 250C is assumed. Room 
temperature of 300C is also taken into considera-
tion. Initial temperature of all tissues is set to 370C.  

 
2.2. Measurement  

 
2.2.1. System Description 

 
Based on the focused microwave radiometry 

method, a prototype system (MiRaIS), including an 
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ellipsoidal conductive wall cavity, which provides 
the required beamforming and focusing, has been 
developed for the imaging of biological tissues via 
remote passive contactless measurements. The 
measurement is realized by placing the human 
head in the region of the first focus and collecting 
the radiation converged at the second by an almost 
isotropic dipole antenna connected to a sensitive 
total power radiometer operating at the range 1-4 
GHz. The system has already shown in previously 
performed research work [8] the capability to pro-
vide temperature and/or conductivity variations in 
phantoms and biological tissue. Theoretical and 
experimental results conclude that with the appropri-
ate combination of operation frequencies and dielec-
tric matching layers placed around the human head, 
it is possible to monitor areas of interest with a varie-
ty of detection depths and spatial resolutions [9]. 

 
2.2.2. Participants and Measurement procedure 

 
Initial measurements were performed with the 

participation of five healthy volunteers. The meas-
urements were performed using MiRaIs at 3.5 GHz 
operation frequency before and after usage of 

commercial mobile phones, three at 1800 MHz and 
two at 900 MHz, in sessions of 30 min duration. 
Each one of the participants was appropriately 
placed with the area of the ear lateral to the mobile 
phone at the ellipsoid’s focus point and steady state 
measurements were acquired before and after mo-
bile usage. In all cases of mobile use, all partici-
pants were instructed to keep the phone in normal 
usage (“cheek”) position. 

 
 

3. RESULTS 
 

3.1. Numerical  
 
Tissue peak temperature elevation (ΔT) is relat-

ed to the peak spatial average Specific Absorption 
Rate (psSAR1g/10g = 2 W/kg) with reference tissue 
mass of 1g and 10g, as defined by [10] and [11] 
respectively. Additionally, ΔT is scaled to average 
emitted power of 0.25 W (900 MHz) and 0.125 W 
(1800 MHz) for typical commercial equipment. 
Thermal steady state is achieved in less than 20 
min. Numerical results are presented in Table 1. 

 
Table 1. Peak temperature elevation ΔΤ (0C) in tissue for 900 MHz and (1800 MHz) 

 

EM 
source distance (mm) 

Pin = 0.25 W (0.125 W)  
at room temperature 

psSAR = 2 W/kg 

250C 300C psSAR1g [10] psSAR10g [11] 

linear  
dipole 

d1 = 2 0.173 (0.173) 0.210 (0.402) 0.159 (0.153) 0.171 (0.161) 

d2 = 10.5 0.165 (0.162) 0.168 (0.168) 0.167 (0.160) 0.179 (0.168) 

generic  
phone d =10.5 0.162 (0.158) 0.164 (0.161) 0.170 (0.161) 0.184 (0.170) 

 
 
The maximum peak temperature elevation is 
0.4020C and it is computed in skin for the case of 
linear dipole operated at 1800 MHz, placed at d1 = 
2 mm, in room temperature of 300C. The corre-
sponding peak temperature elevation in brain tissue 
is 0.3750C. Temperature distribution is indicatively 
illustrated in Figure 1 for the case of linear dipole 
operated at 900 MHz, placed at d1 = 2 mm, in room 
temperature of 300C. Temperature distribution has 
been extracted for xz plane (y = -0.45 mm) where 
the peak temperature elevation has been calculated 
(0.2100C).  

 Fig. 1. Temperature distribution in (0C) for the case of 
linear dipole operated at 900 MHz, placed at d1 = 2 mm, 
in room temperature of 300C. xz plane (y = -0.45 mm) 

where peak ΔΤ is illustrated. 
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Figure 2 illustrates temperature values along the 
x-axis, for (y,z) = (-0.45, 0) mm. The peak ΔΤ is 
computed in skin at x = 9.6 mm, i.e. in depth 4.6 
mm from the surface.  

 

Fig. 2. Temperature in (0C) for the case of Figure 1 along 
the x-axis for (y,z) = (-0.45, 0) mm. Red vertical lines  

indicate the sphere diameter 
 

3.2. Experimental  
 
Radiometric output voltage differences before 

phone usage compared to measurements made 
after using the mobile phones were in the order of 
1.5 mV-2 mV which according to the system’s tem-
perature resolution with the receiver setup de-
scribed above corresponds to a temperature differ-
ence of 0.8-10C [8]. The spatial resolution is less 
than 1 cm and detection depth inside the human 
head up to 2 cm. 

 
 

4. DISCUSSION 
 
Due to electromagnetic power absorption, the 

peak temperature increase is 0.4020C and 0.3750C 
in skin and brain, respectively at 1800 MHz, scaled 
to average emitted power of 0.125 W, for 300C 
room temperature. The values of temperature ele-
vation are in good agreement with already pub-
lished simulated data (e.g. [12]). Radiometry meas-
urements concluded to additional temperature in-
crease, which is probably due to i) the contact be-
tween the phone and the skin (thermal insulation) 
and ii) conduction of the heat produced in the 
phone by the battery currents and running of the 
radiofrequency electronic circuits transmitted to the 
tissue.  

Future investigations will include the use of sev-
eral anatomically correct head models in order to 
take into consideration i) the efficient heat transfer 
mechanisms taking place in the tissues and ii) the 
computation uncertainty and inter-subject variability.  

5. CONCLUSION 
 
Nowadays the number of cell phone users is in-

creasing rapidly while the technology is constantly 
evolving. Numerous studies are carried out to in-
vestigate the effects of RF energy from cell phones 
on the human body. In the present paper an effort 
to numerically and experimentally assess the tissue 
temperature elevation due to mobile phone usage is 
made. The maximum peak temperature increase in 
brain tissue theoretically computed is in the order of 
0.40C whereas preliminary radiometry measure-
ments concluded to temperature increase of 0.8-10C. 
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Abstract 

 
A new Perceptron training algorithm is presented, which employs the piecewise linear activation function and the sum of squared 

differences error function over the entire training set.  
The most commonly used activation functions are continuously differentiable such as the logistic sigmoid function, the hyper-

bolic-tangent and the arc-tangent. The differentiable activation functions allow gradient-based optimization algorithms to be applied 
to the minimization of the error. This algorithm is based on the following approach: the activation function is approximated by its lin-
earization near the current point, hence the error function becomes quadratic and the corresponding constraint quadratic program is 
solved by an active set method.  

The performance of the new algorithm was compared with recently reported methods. Numerical results indicate that the pro-
posed algorithm is more efficient in terms of both, its convergence properties and the residual value of the error function.  

 
 

1. INTRODUCTION 
 
Neural network (NN) models are of board inter-

est to researchers in the recent years, as its appli-
cations have flooded many areas.  

 
The activation function is a key factor in the NN 

structure [1]. The most fuzzy applications use a 
piecewise linear function (PLF) [2] for activation of 
neurons, because of its easy handling from their 
limited computational resources. NNs that use PLFs 
as activation function is known as piecewise linear 
NNs (PWL NNs). These cannot be trained by a 
gradient based optimization method because the 
lack of continuous derivatives. Hence several train-
ing algorithms of PWL NNs have been developed. 
For example the algorithm presented in [3] is used 
to NNs that employs the absolute value as activa-
tion function. In addition, in [4] is proposed a basis 
exchange algorithm.  

 
In this paper a new algorithm for training a PWL 

NN is proposed. The main stage of the method is 
the modification of the training problem to a quad-
ratic programming. This process is briefly described 
in Section 2. The main steps of the algorithm are 
presented in Section 3. Section 4 contains numeri-
cal results. The paper is concluded in Section 5. 

 

2.  MODIFICATION OF PERCEPTRON TRAINING 
TO A CONSTRAINED QUADRATIC  
OPTIMIZATION PROBLEM 
 
A graphical representation of a single hidden 

layer Perceptron with a single output is shown in 
Figure 1. The hidden layer consists of n neurons. 

 

 
 

Fig. 1. Graphical depiction of a single hidden layer Peceptron 
 
In Fig. 1 each neuron passes its input which is 

the weighted sum of the inputs of the network plus 
the input bias term, through its activation function 
f  and presents the result to its output. The pro-
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posed method adopts the 1-dim piecewise linear 
function (PLF) as activation of neurons:  
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where 1=L , its threshold. Obviously, it is nondef-
ferential and bounded between -1 and 1. Its graph 
is given in Fig. 2. It has three linear pieces which 
are locally differentiable and two corners. This form 
of the activation function may be viewed as an ap-
proximation to a nonlinear amplifier.  
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Fig. 2. 1-dim PLF bounded between -1 and 1 
  
Hence the output of the i th neuron, p

iy ,  corre-

sponding to the input of the pth training data px , is 
computed as: 
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where n is the number of neurons, p
jx  is the j th 

element of the N -dim vector px , that is 
,],,,[ 1

Τ= p
N

p
j

pp xxxx KK  ir  the input bias of 

the i th neuron and ijw  the weight connecting the j 
th input to the i th neuron. By considering =iw  

Τ],,[ 1 iNi ww K , (2) is written equivalently as: 

( )1,i
p

i
p
i rxwfy += Τ  for ],,1[ ni K= .  

The output of the network, pz , corresponding 
to the px , is the weighted linear combination of the 
outputs of the neurons plus the output bias: 
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where θ  is the output bias and iω  the weight con-
necting the i th neuron to the output layer. 

For every given training sample, let the p th one, 
the output of the network, pz , differs from the tar-
get (desired) value, pt , by )( pp zt − . The purpose 
of the proposed method is to determine the coeffi-
cients ijw , iω , ir , and θ  in such a way that the 
summed over all training samples squared error, 
between the actual and the target output, to be 
minimized. Hence the total error is selected to be 
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where M  is the number of training samples, r  is 
the vector of input bias, that is ],,[ 1 nrrr K= , W  
is the Nn ×  matrix of the weights connecting the 
inputs to the neurons that is Nj

niijwW ,,1
,,1][ K

K
=
==  

and ω  is the vector of weights connecting the out-
puts of neurons and the output layer of the network, 
that is ],,[ 1 nωωω K= .  

 The following property of the PLF is an easy 
consequence of its definition given by (1): 
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Take into account (5), (4) becomes: 
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To simplify the formula (6), the following trans-

formation is applied: 
 

  , ii ωζ = ΤΤ = iii wb ω , iii rq ω= , ni ,...,1=∀  (7)  
 
Hence the error function (6) is written: 
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where ],,[ 1 nζζζ K= , ],,[ 1 nbbB K=  and 

],,[ 1 nqqq K= . So the training of NN whose layout 
is pictured in Figure 1, is modified to the following 
optimization problem with inequalities constraints: 

 

 ( ){ }niBqE i
Bq

,...,1,0:,,,ˆmin
,,,

=≥ζζθ
ζθ

   (9) 

  
The basic idea of the proposed approach to 

carry out the optimization process for the problem 
(9) is the following: At each algorithm iteration and 
( )pi,∀  the PWF in problem (9) is approximated by 

its linearization at the current point. In doing so the 
problem (9) is modified to a constrained quadratic 
optimization problem. It is remarked that, to be valid 
the linearization has to be restricted within the linear 
piece of the PWF where its current value belongs. 
The validity of the linearization, is assured by set-
ting extra constrains. The resulting quadratic prob-
lem is solved via an active set method [5]. The 
original weights and bias of NN can be obtained by 
applying the inverse of the transformation (7) on the 
solution.  

 
 

3. OVERVIEW OF THE ALGORITHM  
 
The outline of the proposed algorithm is as fol-

lows: 
Initialization 
Input:  

1) )},(),,{( 11 MM txtx K , the training set, 
2) n : the number of neurons, 
3) ε : the threshold for stopping criterion, 

4) ( )oooo
def

o Bqu ζθ ,,,= , the initial point such that 
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point. Compute },{, pi, qxbf k
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Τ
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Step 2. Modify the problem (9) to the corre-
sponding quadratic substituting ( )pi,∀  the PLF for 
its linearization and setting the proper extra con-
straints, so that the linearizations to be valid.  

Step 3. Apply the active set quadratic program-
ming algorithm. Firstly, determine the feasible de-
scent direction, *d . If ε<*d  the algorithm ends, 

otherwise determine the maximum step length a , 

in this direction, for point *1 dauu kk ×+=+  to 
be feasible.  

Step 4. Set 1+= kk  and go back to Step 1. (For 
some },{ pi  at the new point ku  the PLF attains a 
corner of its graph. In these cases the linearization 
consider the other linear piece. As a result both the 
objective function and the extra constraints of the 
quadratic problem change at each iteration of the 
algorithm).  

[6] provides a detailed description of both the 
modification process and the relative algorithm.  

 
 

4. SIMULATION RESULTS 
 
Two benchmark problems were selected from 

[7]. The simulation results confirm the effectiveness 
of the algorithm in terms of both accuracy and 
speed. The algorithm was developed using Matlab. 

 
4.1. 1-dim Function approximation  

 
The desired function is the following: 
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As in [7], it was used 20 ))(,( xfx -samples with 

x  in )1,0(  randomly chosen, as the training set of 
two neurons NN. The new algorithm run 50 times 
using each time different random starting weights 
and bias in )1,0( . All times the algorithm was 
reaching the termination after 4 iterations and the 

final sum squared error =SSE  ∑
=

−
20

1

2))((
p

pp zxg  

was 4106 −× . These are better performances than 
most in [7].  

Furthermore, the algorithm is tested to approxi-
mate g  over a larger domain. So, the algorithm 
used 20 random samples within )9,0( , as the train-
ing set of 3 neurons NN and is tested for 50 differ-
ent random starting weights and bias, in )1,0( . The 
final SSE  fluctuated between 4109.1 −×  and 2103.2 −×  
after 19 and 39 iterations correspondingly. In Figure 
1 it is shown the approximation of g  from the out-
put of NN with the best performance. 
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Fig. 3. The output of NN after training with the new algorithm 

 
 
4.2. 2-dim Exclusive OR problem  

 
In this example a two neurons NN is trained to 

output a 1, when its input is (0,0) or (1,1), and a 0, 
when its input is (0,1) or (1,0). The new algorithm 
run 50 times using each time different random start-
ing weights and bias in )1,0( . All times the algo-
rithm was reaching the termination after 10 itera-
tions and the final SSE  was 5105.2 −× . These 
are by far better performances than most in [7].  

 
 

5. CONCLUSION 
 
A new training algorithm for a single layer NN 

with a single layer output is introduced in this work. 
Making use of PLF as activation of neurons, it modi-
fies the training problem to a constrained quadratic 
optimization problem. Numerical results confirm its 
effectiveness compared to other algorithms. 
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Abstract 

 
The subject of this paper is intensive extraction of information from ECG signals and using it in diagnostics and assessment sta-

tus of heart function. The aim of this study is presentation of the analytical methods designed for analysis of dynamic interrelations 
between different ECG parameters. The main idea of this paper is adaptation of Hankel matrix ranks and second order coherence 
matrices to describe complexity of ECG and relationship between parameters of ECG. The results show that expressing of cardiac 
signals with Hankel and coherence matrix could be useful for diagnostic purposes. 

 
 

1. INTRODUCTION 
 
Over the last years there has been growing in-

terest in problems of complexity analysis. There are 
very interesting research fields including the wide 
spectrum of tackled problems - from software de-
velopment to analysis of medical information. The 
complexity can be described as strength connection 
between different parts of complex system. It is 
obvious that human organism is a complex system. 
There are many excellent methods describing the 
complexity measure of various physiologic signals. 
The complexity of electrocardiogram (ECG) signal 
may reflect the physiological function and healthy 
status of the heart. For the purpose to characterize 
the nonlinear complexity of ECG signal the power 
spectrum, fractal dimensions, wavelet transfor-
mation, phase portrait, correlation dimension, the 
largest Lyapunov exponent, time-dependent diver-
gence exponent, mass exponent spectrum and 
complexity measure can be used, [1]. The methods 
verifies the fact that ECG dynamics are dominated 
by an underlying multi dimensional non-linear cha-
otic system, whose complexity measure is about 
0,7.  

Usually in system identification Hankel matrices 
are formed when is a sequence of output data and 
realization of an underlying state-space given or 
hidden Markov model is desired, but in this paper 
the ranks of the Hankel matrix will be used as fea-
tures for the system identification purposes.  

The ECG signals were recorded and analyzed 
by means of multi cardio signal analysis system 
developed in the Kaunas Institute of Cardiology and 

produced by “Kardiosignalas” Ltd. (Kaunas, Lithua-
nia). All signal analysis techniques used in this pa-
per are implemented on a PC using custom soft-
ware developed in Matlab R2007b. 

The work is divided into three sections. In the 
first theoretical section the mathematical reasoning 
of H ranks evaluation and complexity measure es-
timation are described. In the second section the 
method for investigation of intro concatenation be-
tween two elements of dynamical system based by 
second order matrix analysis is presented, and 
conclusions are delivered in the last section. 

 
 

2. COMPLEXITY FROM THE MATHEMATICAL  
     POINT OF VIEW 

 
In this section the mathematical characterization 

of complexity will be presented. 
Let a dynamical system S be given. This system 

can be characterized in this way: it consists of m 
components mKKK ,...,, 21  and these components 

mrKr ,...,2,1,   are related by algebraic rela-
tions. Usually these relationships are composed of 
ordinary sum and product operations, i.e. 

mmKKKS   ...2211 . In this case mea-

sure of complexity of dynamical system S is noted 
Scmpl .  

Having proposed interpretation of complexity it is 
possible to compose the mathematical algorithm of 
complexity estimation. Suppose that time series 
 ,...,, 210 yyy  describes dynamical system S. Here 

,...2,1,0, kyk  measures are describing the state 
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of dynamical system S in time moment n. It can be 
either scalar, or function, or matrix etc.  

Then the concept of Hankel rank for these series 
can be defined. Let a series  ,...,, 210 yyy  be a 

sequence of real or complex numbers. Then the 
sequence  ,...,, 321 HHH  of Hankel matrices 

,...3,2,1, mHm  can be formed: 

 

 01 : yH  , 









21

10
2 :

yy
yy

H , ...,...  

 
and from values of its determinants 

,...:det,:det 2211 dHdH   the sequence of de-
terminants  ,...,, 321 ddd  can be formed.  

Frequently the elements ,...3,2,1, rdr of this 
sequence with fixed 0  satisfy special con-
structed estimation. There exists fixed natural num-
ber Nmm ,  and such number satisfies inequali-
ties  
 ,...3,2,1,,   ndd nmm   (1) 

 
If the system of inequalities (1) hold true for se-

quence of determinants then the series has 
 Hankel rank equal to natural number m. Be-

sides, this is noted by this way:  
 
   myyyH ,...,, 210  (2) 
 
Then exists a function  xf  which is described 

by relation  

    



m

r

x
r

rexQxf
1

  (3) 

 
when )(xQr  is a polynomial and 
  ,...2,1,0,  jyjf j . 

The primary concepts for Hankel matrices anal-
ysis in finding exact, periodic and chaotic solutions 
of ordinary differential equations were presented in 
[2]. 

If the dynamical system S is described by time 
series with has  Hankel rank, then the compo-
nents rK  can be the functions   ,x

r
rexQ   

mr ,...,2,1  it means that complexity of dynamical 
system S is outlined this way: 

 
     .,..,1

1
x

m
x mexQexQScmpl   (4) 

The accuracy of expression depends on choose 
level of  . 

Proposed analysis of time series using Hankel 
matrices is an alternative method for Fourier analy-
sis which is widely developed. But in proposed 
method the expression for dynamical systems are 
finite functions and in most cases it needs less pa-
rameters to describe the evaluation of dynamical 
systems than Fourier methods. For fast classifica-
tion of dynamical systems and its complexity meas-
ure the convolution of Mealy and Moore automaton 
is practiced [3].  

 
 

3. INVESTIGATION OF INTERNAL LINKS  
    OF DYNAMICAL SYSTEM  

 
Let a dynamical system S be given. Suppose 

that this system can be described by two (or more) 
synchronous time series  ,...,, 210 yyy ,  ,...,, 210 zzz . 

Then it is considered that internal links of dynamical 
system S are relations between two synchronous 
time series described by mathematical expressions. 
It must be noticed that usually the couple of series 
are investigated using statistical methods and there 
are widely developed analysis of correlation of two 
series which describes tendency of variation of 
these series (global type features). But statistical 
methods are not convenient for investigation of 
instantaneous features of series variation. The 
knowledge of such characteristics is none the less 
important than correlation type properties.  

Experience shows that for description of instan-
taneous features of two time series the algebraic 
matrix analysis is convenient. In this case the ele-
ments ny  and nz , ,...2,1,0n  are considered as 

determined. The basis of algebraic matrix analysis 
is algebraic arrangement of matrices. The discrimi-
nant of matrix A  or difference of eigen values is 
outlined by this formula: 

 

 Adsk21    (5) 
 
and it shows the „informative degree“ of matrix, [4]. 

 

The smaller value of Adsk  implies simplicity 

of dynamical system described by matrix A . When 
two time series describing dynamical system are 
given then it is possible to relate to these series one 
matrix time sequence:  ,...,, 321 AAA  when 
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nnn

nnn
n zzy

zyy
A

11

11  (6) 

 

Then the features of matrix series sufficiently re-
flect the interdependence of two series. It shows the 
variation of discriminates series  ,...dsk,dsk 21 AA . 
Besides, these series can be considered as ana-
logue of correlation characteristic if the statistical 
methods in some cases for couple of initial series 
would be used. 

 
 

4. THE EXPERIMENTAL RESULTS  
 

The primary step of investigation of physiological 
systems requires the development of appropriate 
sensors and instrumentation to transduce the phe-
nomenon of interest in a measurable electrical sig-
nal. The next step of the signals analysis, however, 
is not always an easy task for a physician or life-
sciences specialist. The clinically relevant informa-
tion in the signal is often masked by noise and inter-
ference, and the signal features may not be readily 
comprehensible by visual or auditory systems of a 
human observer. Processing of biomedical signals 
is not only directed toward filtering for removal of 
noise and power-line interference; spectral analysis 
to understand the frequency characteristics of sig-
nals; and modelling for feature representation and 
parameterization. Recent trends have been toward 
quantitative or objective analysis of physiological 
systems and phenomena via signal analysis [1]. 

Analysis of ECG complexity is implemented by 
scientific group which contains employees of Kau-
nas University of Technology, Kaunas University of 
Medicine and Lithuanian Academy of Physical Edu-
cation. The physiological state of persons with car-
diovascular diseases, elite sportsmen’s, elderly 
people (project GUARANTEE) during various phys-
ical tasks is investigating.  

The expressing of cardiac signals with Hankel 
matrix could be useful for diagnostic purposes, 
because averaged ranks in each RR interval and 
normalized in one scale separate the “healthy” and 
“sick” persons groups, [5]. In Fig. 1 the example of 
these ranks (red line) is presented, when initial data 
is divided to RR intervals (blue lines).  

The higher rank value describes the higher sig-
nal complexity in certain interval. It is clearly ob-
servable that from numerical relations between 
ranks and the computation step for describing the 
higher variation of the signal, the higher rank is 
needed [6].  

 
 

Fig. 1. Example of Hankel matrix analysis 
 
Discriminates for healthy people in normal con-

ditions fluctuate between 0 and 0.2 and grow if 
physical load is applied, [7]. Results for three differ-
ent sportsmen (wrestle, stage 10-12 years, 11- 13 
place in Europe championship) are shown Fig. 2 (I 
Rest – 1 min; II – physical load - Rouffier test (30 
squats per 45 s); IIIa Recovery (1st minute); IIIb – 
recovery (2nd minute)).  
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Fig. 2. Example of coherence matrix analysis 
 

 
5. CONCLUSION 

 
The Hankel matrix ranks and second order co-

herence matrices for describing complexity of ECG 
and relationship between parameters of ECG were 
presented. Such type analysis was applied in eval-
uation of physiological state for different persons. 
The increasing amount of studies in this area and 
application of complex system theory into medicine 
it is hope to have more detailed and motivated in-
terpretation of intra and interpersonal concatenation 
and complexity itself.  
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Abstract 
 
The rapid development of counting techniques and technology make it possible to collect increasing amounts of information and 

perform modern data analysis. The complexity of the problems often stimulates the use of innovative mathematical techniques that 
are able to capture accurately processes that occur at multiple scales in time and space. The purpose was to present the analytical 
method for the analysis of dynamic interrelations of ECG, cointegrating data to matrixes by each cardio - cycle. The dynamic interre-
lations were compared between healthy persons and persons with MI, during coronary angiography. The results showed that a short 
and quick reciprocity of the signals could be observed using matrix analysis. The values of dynamic interrelations were significant 
higher (p<0.05) in healthy persons. The new algorithm required just three signal points for the evaluation of dynamic interrelations – 
it was practical to use in monitoring systems for real time analysis. 

 
 

1. INTRODUCTION 
 
Recently, the rapid development of counting 

techniques and technology make it possible to col-
lect increasing amounts of information and perform 
modern data analysis. New problems of processing 
of signals and their inherent information emerge 
that are particularly acute in areas where signal 
sources are very complex. One of the most actual 
and complex information storage and signal pro-
cessing areas is human physiology [1]. Basically, 
the majority of complex adaptive systems were 
defined as complex as well as the signals charac-
terizing these systems. The processing of these 
signals in terms of complex systems provides the 
possibilities to perceive the system components 
and dynamic interrelations [2], [3]. Currently, timely 
diagnosis of cardiovascular diseases is one of the 
most important problems not only in medical but 
also in social terms. The basic cardiovascular re-
search, widely used in clinical practice is an ECG 
recording. The new electronic technologies allowed 
automatically to record the characteristic points of 
ECG signal during each cardio-cycle time, and to 
use them for examining of the different dynamic 
processes on different time scales. Moreover, it 
provided a selection of combinations of the parame-
ters that reflected best different processes occurring 
in the heart and the detailed analysis of the level of 
these processes. However, the fragmental, disinte-

grated methods that are used in the modern analy-
sis systems of ECG parameters still lack a unifying 
methodology and processing techniques of holistic 
signals and information that allow to combine and 
synthesize information into cardiac organically inte-
grated whole. Small and fast changes occurring 
may have significant consequences. 

In view of these problems, the aim of the study 
is to analyse the ECG signals using the complex 
system theory approach based on integral analysis, 
which embraces holism of the systems analysed, as 
well as interrelations of their components. So the 
main aim of this paper was to present the analytical 
method for the analysis of dynamic interrelations of 
three ECG parameters. 

 
 

2. THEORETICAL BACKGROUND 
 
The classical methods for data set interrelation – 

the correlation analysis, the crosscorrelation analy-
sis, the coherence analysis require big sets of data. 
Their results are generalized. The complex system 
adapts to different conditions, the relations between 
its elements (complex system consists of at least 
three elements) are shifting. So the main was to 
present the new analytical method for the analysis 
of dynamic interrelations of three signals, which 
require only three points of each signal. 
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Suppose we have three synchronous signals 
 ,...2,1,0; nxn ,  ,...2,1,0; nyn  and  ,...2,1,0; nzn , 
the follwing elements nx , ny  and nz are determi-
ned. For the cointegration of three signals to series 
of third order matrixes can be constructed as fol-
lows: 
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The invariants of matrix An: 
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If ,1 aAInv n  ,2 bAInv n   ,3 cAInv n  then the 

symmetry coeficients can be defined: 
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The large discriminant of matrix nA : 

.dsk 13121 ρρAn   
According to these expressions, hypothesis can 

be formulated: if discriminants of matrixes become 
close to zero, then numeric time series become 
similar, i.e., their interrelation is high [4]. 

Interrelations of the signal series can be labeled 
as „  “. According to the previous expressions, the 
value of interrelations can be defined as follows: 
 

n
nnn Adskl
zyxε

1

1)(


 , 

 

here l – real number, ε – the value of interrelations.  
Assuming that l=1, dynamic interrelationhip of 

each cardio-cycle was calculated for ECG parame-
ters. 

3. MATERIALS AND METHODS 
 
For the synchronous registered ECG parame-

ters series the matrix analysis was applied. The 
automated ECG analysis system “Kaunas – Load 
W01”, developed at the Institute of Cardiology was 
used [5]. From ECG signals some parameters dur-
ing every cardio – cycle were calculated: RR inter-
val in ms (RR), JT interval duration in ms (DJT), R 
wave amplitude in μV (AR), QRS complex duration 
in ms (DQRS) and T wave amplitude in μV (AT).  

Data of ECG parameters series of 30 persons 
were analyzed. All persons were divided into three 
groups: healthy persons (N=10, 40-60 years old, 
average age 43.16±1.17), 2 groups of patients with 
acute myocardial infarction (one group patients of 
30-60 years old, N=9, average age 42.44±3.91; 
another group - patients of 60-90 years old, N=11, 
average age 72.55±3.78). For all patients the coro-
nary angiography was performed and occlusion of 
at least of the one coronary artery was diagnosed. 
For all of them percutanies transluminal coronary 
angioplasty reconstructing TIMI3 flow in damaged 
artery was successfully performed [6], [7]. 

For the analysis of different complexity levels of 
the heart [8] some triad were selected: 

ARDJTRR   for the system level,  
DQRSDJTRR   for the subsystem (heart regu-

lation) level and ATDJTRR   for the subsystem 
(heart metabolism) level. For the correct interrela-
tions analysis and comparison all the data were 
normalized to interval [0; 1] as follows: 

 

minmax

min0

xx

xx
x




 , 

 

here 0x - the original value, x – normalized value 

minx and maxx minimal and maximal physiological 
value [4].  

 
 

4. RESULTS AND DISCUSSION 
 
It was hypothesized, that if a person was 

healthy, the values of ECG parameter interrelations 
were high, if ischemic heart disease was diagnosed 
– values were low. All mentioned dynamic interrela-
tions for each person were calculated and analyzed 
individually. The examples of initial ECG parame-
ters and their dynamic interrelations before, during 
and after coronary angiography of patient with 
acute myocardial infarction are given in the Figure 1 
and Figure 2.  
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Fig. 1. An example of one investigation, initial ECG  

parameters RR, DJT and AT sequences 
 

0

20

40

60

80

100

120

140

160

0 500 1000 1500 2000 2500 3000 3500

Number of cardio - cycle

ε 
(R

R
 ◦

 D
JT

 ◦
  

A
T

)

coronory angiography
after procedurebefore 

procedure

 
Fig. 2. An example of dynamic interrelations of one  

investigative ECG parameters RR, DJT and AT 
 
For the results comparison the average value of 

was calculated. Non – parametric Man – Whitney – 
U test for the independent samples was applied. 
For the comparison of results before and after cor-
onary angiography for ischemic patients non – par-
ametric Wilcoxon test for two related samples was 
applied. The significance level 95 % was selected. 
The dynamic interrelations after coronary angi-
ography were significant (p<0.05) higher for both 
groups. The comparison between groups is given in 
Figure. 3. 
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Fig. 3. Comparison of different ECG parameters dynamical 
interrelations average values for between different groups 

(* - the difference is statistically significant, p<0.05) 

It was estimated that the values of dynamic in-
terrelations of ECG signal parameters were signifi-
cant higher (p<0.05) in healthy persons and better 
physical state (younger group). But in both situa-
tions the initial data didn’t differ (p<0.05). 

Non-invasive diagnosis of ischemic heart dis-
ease (IHD) is the main objective of cardiologists. 
However at rest accuracy of usual ECG, using only 
common, widely used diagnostic parameters is only 
about 45%. It increases using stress test [9], but 
also in this case accuracy and specificity is too low. 
If to take human body as a complex system [1], 
[10], important features of its complex function is 
assessment of dynamic interrelations between in-
vestigative parameters. There is still unknown the 
form of changes of any ECG parameters, during 
coronary artery revascularization procedures, when 
there is changing ischemic situation in the heart 
[11]. In this work it was hypothesized, that if person 
is healthy, ECG parameters interrelations values 
are high, if an ischemic heart disease is diagnosed 
– values are low [4]. The results confirm the hy-
pothesis and illustrate, that dynamic interrelations 
are more informative for clinical practice than initial 
ECG parameters series [4],[10]. 

 
 

5. CONCLUSIONS 
 
The results showed that a short and quick reci-

procity of the signals could be observed using ma-
trix analysis. Moreover, the new algorithm required 
just three signal points for the evaluation of dynamic 
relations – it was practical to use in monitoring sys-
tems for real time analysis.  

It was observed, that dynamic interrelations are 
different to each person and it is better to analyze 
them individually.  

All results should be tested with more data from 
ECG signals, registered for different age, gender 
and functional state persons. 
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Abstract 

 
Various aspects of simulation modeling using Matlab Simulink are considered in this study. Attention is focused on simulating the 

procedure for issuing European Health Insurance Card from the competent authorities. The presented simulation model is developed 
on the basis of the regulations describing the procedure for issuing such a card in Bulgaria. The study ends with an analysis of the 
results of the simulation and identification of the opportunities for optimization of the procedure. The results are obtained in the pro-
ject "Simulation Modelling of Administrative Services and Processes for e-Serving and Management”, funded by the grant for re-
search at the Technical University of Sofia. The author is leader of the team of the scientific project.  

 
 

1. INTRODUCTION 
 
The improvement of the automated electronic 

services requires application of a systematic ap-
proach for simulation modeling to test and evaluate 
the parameters of the service quality. The service 
quality requirements must be combined with the 
level of service from input to output, taking causa-
tion so as to ensure the network characteristics that 
define the communications between separate ad-
ministrative units. 

 
 

2. SIMULATION TOOLS 
 
A few stages of simulating the procedure for is-

suing European Health Insurance Card (EHIC) 
using Matlab Simulink are considered in this study. 
The presented simulation model is based on the 
regulations describing the procedure for issuing 
such a card from the competent authorities in Bul-
garia.  

 
The capabilities of MATLAB Simulink [1] - [7] for 

modeling dynamic systems are demonstrated, 
which enables the realization of the relevant princi-
ples in other areas. Only standard blocks are used 
for portability and compatibility of the model with 
older versions on other workstations. Matlab pro-
gramming environment was chosen because of the 
superb opportunities it provides for the simulation of 
models from all areas of science and technology 
and its wide distribution among researchers in 
these areas. 

 

3. Ehealth SIMULATION PROCEDURE  
 
Decision Scheme in the MATLAB Simulink envi-

ronment is built of subsystems, each of which pre-
sents institutions through which the documents are 
passed (Figure 1). To start the procedure docu-
ments are submitted in the subsystem „Customer” 
(Figure 2). The subsystems “Current number verifi-
cation”, “Appeal against refusal” and “Issue of 
EHIC” are joined to this subsystem. 

Block “Registering with an incoming number and 
classification” presents RHIF register, which brought 
the documents submitted for the EHIC. Block 
“Check for paid health insurance contributions” in 
the real system is confirmation of continued health 
insurance rights of the client. “Issue of EHIC” sub-
system is under the jurisdiction of the NHIF. The 
block “Archive” is a virtual model of the archive of 
the NHIF. 
 
3.1. Subsystem „Customer” 

 
The documents are divided into two blocks (Fig-

ure 2):  
 
1) Medical epicrisis and photoes that are made 

by step generators having in mind the accessibility 
of these documents and in most cases a single 
issue.  

2) Copy of Birth certificate, copy of identity card 
or passport and document for paid taxes are gener-
ated by pulse generators in view of the frequent 
need for issuing such documents. 
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Fig. 1. Overall Simulation scheme 
 

        

 
Fig. 2. Subsystem „Customer” 

 
 

3.2. Subsystem “Documents confirmation” 
 
In order to prevent interference the amplitude of 

the output signal is increased before the output of 
the upper subsystem. The same subsystem con-
tains a feedback block "Documents confirmation" 
(Figure 3), which is connected to counter consider-
ing the number of unfair documents. 

The verification of the correctness of the docu-
ments is conducted in accordance with the above 
logic. Each amplitude of the signal with a value 
other than zero is a correct document and vice 
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versa. For the purposes of the functions performed 
by this block are used two standard blocks to check 
the amplitude of the input signal. Any incorrect set 
of documents is returned to the subsystem „Cus-
tomer” to be processed there. 

 

 
 

Fig. 3. Subsystem “Documents confirmation” 
 
 

3.3. Subsystem “Registering with an incoming  
       number and classification” 

 
Once the documents are adopted by employees 

of the regional health insurance fund, they are reg-
istered with the registration number and classified. 
During the process of classification documents are 
sent to be checked on incoming number in the sub-
system "Verification of incoming number" (Figure 4) 
and to check the insurance status of the sender in 
subsystem "Check for paid health insurance". Addi-
tional functionality of the subsystem is added by 
finding the number of correct documents. 

 

 
 

Fig. 4. Subsystem “Registering with an incoming number  
and classification” 

 
 

4. SIMULATION RESULTS ANALYSIS  
 
The simulation procedure for issuing EHIC was 

carried out throughout 480 units with the assump-

tion that this is the duration of a working day in min-
utes. For the other studies the duration of the simu-
lation can be changed as the duration and time unit. 

A "right" logic is used in the whole scheme (Fig-
ure 5). Each signal amplitude value of zero can be 
interpreted as an incorrectly filed document, incom-
plete set of documents or lack of documents for 
processing. If the amplitude value of any signal 
from the scheme is different from zero, it is inter-
preted as a complete set of submitted papers, 
documents or correct processing of documents.  

 

 
 

Fig. 5. Simulation results 
 
After a careful analysis the percentage of incor-

rect documents, lack of full set of documents, the 
senders with unpaid health insurance contributions 
or discrepancy between the number of incoming 
documents may be determined. This analysis would 
be used to determine the reasons for the shorter 
and longer processing applications. It can take in-
formation to serve as a basis for further optimization 
of the procedure at its various stages. 

 
 

5. CONCLUSION 
 

This simulation model is widely applicable in the 
field of eGovernment, because of the potential for 
fast modification of the model for other procedures. 
After deposition of modifications on the model, it 
can be used for determining the bottlenecks in the 
information flow and to optimize the processing of 
documents in local or global plan of any e-service.  

The advantages of the simulation model are 
easiness to work with the model, the opportunities 
to regulate the duration of the simulation, model 
portability between computer systems with different 
software and/or hardware and compatibility with 
older versions of the programming environment. 
Unlike other abstractions of the procedure for issu-
ing the EHIC this model allows rapid and significant 
changes in amendments to the regulations describ-
ing the card issue. This model is applicable for both 
an employee and the department or the whole sys-
tem. Quick and visually easily distinguished analy-
sis is to be made by changing the input parameters. 
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Abstract 

 
eHealth Mind Map is derived trough Busan’s iMind Mapping software. Analysing and combining the advantages of the Dialectical 

Spiral , Boehm’s Spiral Model and Spiral Iterative Development the eHealth Mind Map model is modified into a spiral one. It is widely 
applicable in the field of eGovernment, because of the potential for fast modification of the model for other procedures. The results 
are obtained in the project "Simulation Modelling of Administrative Services and Processes for e-Serving and Management”, funded 
by the grant for research at the Technical University of Sofia. The author is a leader of the team of the scientific project and creator of 
this innovative approach. 

 
 

1. INTRODUCTION 
 
eHealth is a brand new area which needs a lot of 

innovative knowledge–based modelling techniques 
to be well understood, modelled and simulated. The 
improvement of the automated electronic services 
requires application of new approaches for the sta-
ges of service procedures. The service quality requi-
rements must be combined with the level of service 
from input to output, taking causation so as to ensure 
the network characteristics that define the communi-
cations between separate administrative units. 

 
2. BUSAN’S MIND MAPPING 

 
Visual thinking is our brain’s natural way to solve 

problems creatively [3]. A mind map is a normal 
way of organizing information that is both rational 
and artistic. It uses visual thinking to create an or-
ganized display of the problem. It is typically an 
organic multicoloured chart, containing words and 
drawings for the mind's images and associations by 
arranging them around a central theme. It utilizes 
analytical left brain functions such as key words, 
sequencing, and associative links combined with 
spatial right brain functions like symbols, colour, 
images, links, attachments, dimension, and connec-
tive lines [2]. It leads to harmonious whole brain 
thinking that brings together the left and right brain 
thinking parts which is greater than the simple sum 
of them.  

 
3. Ehealth MIND MAP  

 
An eHealth Mind map model is proposed on 

Figure 1. In its centre is the core idea – eHealth 

(symbolically shaped in red heart). After the central 
idea is set, then modifying the eHealth mind map 
begins with creating of main branches. These main 
branches represent the most important aspects of 
eHealth - Health knowledge management, mHealth, 
Telemedicine, Virtual Physiological Human, national 
eHealth, ePharmacy, Internet, Virtual Care Teams, 
Electronic Medical Record, Personal Health Sys-
tems, ICT for Patients Safety. 

Mind map development continues with identify-
ing topics connected to mentioned main branches. 
These topics are parent nodes of eHealth mind 
map. If information labeled on a parent note should 
be expanded, then child node is created with specif-
ic description. The process goes further in order to 
completely uncover all the important events or data 
concerned with the core idea. The last thing to do 
when modifying a mind map is to draw feed back 
connections between communicating nodes. 

Health knowledge management is a design of a 
customizable prototype public health knowledge 
management repository system and interface with 
optimal interoperability and the capability to provide 
timely access to public health information in support 
of decision making at the point and time of need. 

mHealth includes the use of mobile devices in 
collecting aggregate and patient level health data, 
providing healthcare information to practitioners, 
researchers, and patients, real-time monitoring of 
patient vitals, and direct provision of care (via mo-
bile telemedicine) [7]. 

Telemedicine is a rapidly developing application 
of clinical medicine where medical information is 
transferred through interactive audiovisual media 
for the purpose of consulting, and sometimes re-
mote medical procedures or examinations [8]. 
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The Virtual Physiological Human (VPH) is a 
methodological and technological framework that, 
once established, will enable collaborative investi-
gation of the human body as a single complex sys-
tem [7]. The collective framework will make it possi-
ble to share resources and observations formed by 
institutions and organizations creating disparate, 
but integrated computer models of the mechanical, 
physical and biochemical functions of a living hu-
man body. The VPH is a framework which aims to 
be descriptive, integrative and predictive.  

Connections are data bases store information 
for computer models. 

Parent nodes are:  
 Fields of research – bioinformatics, genomics, 

neuron-informatics; 
 Aims – personalized care solutions; reduced 

need for experiments on animals; more holistic 
approach to medicine; preventive approach to 
treatment 
Virtual healthcare teams consist of healthcare 

professionals who collaborate and share infor-
mation on patients through digital equipment. 
ePharmacy and Virtual Care Teams imply the use 
of Internet to provide connections [7]. 

 

 
Fig. 1. eHealth Mind Map 

3.1. Dialectical Spiral of the eHealth  
       development 

 
The systemic pattern of eHealth evolution can 

be visualized as an ascending spiral (Figure 2) 
where its first convolution reflects the conflict (the-
ses vs. antitheses), the second convolution - the 
conflict resolution (synthesis), and the third convolu-
tion -its transcendence [4]. This model assumes 
that we will be able to learn how to ascend the dia-
lectical staircase and build a better security gov-
erned e-Society free of bureaucracy and corruption 
for all.  

 

 
 

Fig. 2. Dialectical Spiral 
 

3.2. Boehm’s Spiral Model 
 
Boehm’s Spiral Model (Figure 3) [1], [5] is a 2D 

variant of the "dialectical spiral" and as such pro-
vides useful insights into the life cycle of the sys-
tem. It can be considered as a generalization of the 
prototyping model with the first iteration being a 
prototype.  

 

 
 

Fig. 3. Boehm’s Spiral Model 
 

3.3. Spiral Iterative Development 
 
Spiral Iterative Development (Figure 4) [6] is an 

approach to building software in which the overall 
project life cycle is composed of several sequential 
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iterations. Each iteration is a self-contained mini-
project composed of activities such as requirements 
analysis, design, programming, and test. The final 
iteration release is the planned product released to 
the client. Our decision-making process uses a 
series of steps to ensure the best possible out-
comes. 

 

Fig. 4. Spiral Iterative Development 

 
4. Ehealth MODIFIED MIND MAPPING 

 
Modified Mind Mapping approach proposes in-

tegration of spatial-temporal structures into 4D or 
2D (Figure 5) models. It symbolizes a lateral varia-
tion of the ordinary Mind Mapping. It combines the 
advantages of the mind mapping and dialectical 
spiral dynamics into an integrated iterative model. 
Struggle of contradictions is the moving mechanism 
or development engine. Basic principle is the sta-
ges repetition at a higher level of development. 
Causation and iterative procedure are used to re-
veal the different aspects and stages of eHealth 
development process. The spiral development pro-
cess starts with new system objectives, alternate-
ves, and constraints being identified. It is followed in 
a circular pattern with evaluating alternatives and 
identifying and resolving risks. As in the conven-
tional Mind Mapping in the Modified one the infor-
mation and tasks circulate around a central theme 
or goal. But the difference is that as in the spiral 
dynamics they are arranged over a single spiral line 
branching out of it. Thus Modified ‘Mind Mapping’ 
approach for eHealth modeling is derived. 
 
5. CONCLUSION 

 
This modified spiral model is widely applicable in 

the field of eGovernment, because of the potential 
for fast modification of the model for other proce-
dures. After deposition of modifications on the 
model, it can be used for determining the traffic jam 

in the information flow and to optimize the pro-
cessing of documents in local or global plan of any 
eService. The advantages of the modified spiral 
model are easiness to work with the model, the 
opportunities to regulate the duration of the simula-
tion, model portability between computer systems 
with different software and/or hardware and com-
patibility with older versions of the programming 
environment. The ways in which it could be used 
and the positive results that would ensue in its suc-
cessful implementation are analyzed. 

 

 
 

Fig. 5. eHealth Modified Mind Map 
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Abstract 

 
A uniform and strong magnetic field is required for application in the magnetic resonance imaging (MRI). There are two main ap-

proaches to achieve a uniform enough DC magnetic field: a) using a permanent magnet; b) using a resistive magnet (coil). Here the 
second approach is considered.  

Coils of different shapes can be applied to achieve such a uniform DC magnetic field over the vicinity of its center. Here a long 
solenoid is chosen and analyzed. Another two systems of coils inside one MRI device are: a) gradient coil; b) RF coil, but they are 
out of our scope here. 

In this paper a simple analytical algorithm for improving the uniformity of magnetic field’s distribution of solenoid, is presented. 
The on-axis magnetic flux density is improved by using a variable winding’s density. 

Suitable numerical results are included in the paper to demonstrate the efficiency of proposed method for improvement of the 
uniform on-axis magnetic field distribution. 

 
 

1. INTRODUCTION 
 
Magnetic resonance imaging (MRI) is an effi-

cient nonionizing medical imaging technique used 
in radiology to visualize the structure of the body by 
providing detailed images of it in any plane [1 -7]. A 
strong DC magnetic field aligns the nuclear spins of 
the hydrogen protons of the water contained in the 
body, while a perpendicular RF magnetic field alters 
the alignment of these protons following prescribed 
pulse sequences. This is very similar to the phe-
nomenon of gyrotropy in a ferrite where an RF field 
perpendicular to the DC magnetic field modulates 
the magnetic dipole moments (to provide an anisot-
ropic macroscopic response). 

After each pulse, the protons drift back into 
alignment with the DC field, thereby emitting a de-
tectable RF signal, which is picked up by coils and 
recorded. The MRI images with spatially varying 
contrast can then be constructed by various digital 
signal processing (DSP) techniques based on the 
fact that protons in different tissues of the body (e.g. 
fat vs. muscle) realign at different speeds. A critical 
issue for high-resolution imaging in MRI is the ca-
pability to generate an extremely uniform DC mag-
netic field across the field of view [8 –11]. In princi-
ple, it can be also applied for the off-axis magnetic 
flux density, but there much more complicated ex-
pressions in terms of special functions (elliptic inte-

grals) appear [12]. Because of that, such an oppor-
tunity is not further explored in the paper. 

Another possible method to solve this problem 
is, for example, to use a genetic algorithm in order 
to find the position of every turn of the coil, but this 
stochastic optimization method is rather time-
consuming (because of the big number of parame-
ters involved). 

The design of resistive and superconducting 
magnets is usually based on two well-known coils in 
electromagnetics. The first one is the so-called 
Helmholtz pair [9], which consists of two adjacent 
loops of the same radius carrying same current I in 
same direction, as illustrated in Fig. 1. It can be 
shown easily that when the distance between the 
two loops equals the radius of the loops (d = R), the 
magnetic field Bz is uniform around z = 0 through 
the third power of z:  

 
 4( ) (0) (( / ) )z zB z B O z d= +  (1) 

where 

 
R
IBz 55

4)0( 0μ=  (2)  

 
One can achieve even a higher degree of ho-

mogeneity for Bz by using two or more symmetrical 
pairs of loops but then it is difficult to find the opti-
mum distance analytically. This multiple case yields 
to the second important coil considered below. 
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Fig. 1. Geometry of the Helmholtz pair 

 
Another symmetrical source of a relatively uni-

form magnetic field is the cylindrical coil (solenoid) 
[10] with a length L and a radius R (Fig.2), but with 
a length grater than the radius (L >> R). The classi-
cal result for the uniform magnetic flux density of 
such a coil is obtained approximately by Ampere’s 
law application  

 
 INzBz 00)( μ=  (3) 

 

I  

R  

zB  

L  

N  

0=z  z
 

 
Fig. 2. Geometry of the long solenoid 

 
where 0 /N N L const= =  is the number of wind-
ings per unit length and N is the total number of 
windings. In this paper we propose a method to 
improve the uniformity of the axial magnetic field 

)(zBz by exploring a more general case with a 
variable winding’s density. Because of the geomet-
rical symmetry in magnetic field distribution it is 
natural to assume that the last function is an even 
function. Let us assume that N0 is replaced by a 
simple polynomial of second order  

 
 ( )2'

200 1)( zbNzM +=  (4)  
 

where '
2b  is a unknown coefficient that has to be 

determined in such a way so the corresponding 
magnetic field to be uniform as much as possible. 
Here 00 )( NzM =  is the particular case when 

0'
2 =b (uniform density). In the next section a more 

general expression for the on-axis magnetic field of 
a solenoid with non-uniform winding’s density 

)(0 zM is derived.  

 
 

2. MAGNETIC FIELD OF NON-UNIFORM  
    SOLENOID 

 
The on-axis magnetic field of a solenoid, repre-

sented in Fig.2, can be obtained by the solution of 
the following superposition integral [11] 
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where z’ is the integral variable. It is convenient to in-
troduce new relative variables: 2 /z Lς = , 2 '/z Lη =  
and new relative parameter: 2 /R Lρ = . It is clear 
that for a long solenoid the interest region of the last 
parameter is 1<ρ or RL 2> . A substitution with 
the new variables into (5) yields 
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where new coefficient 4/2'

22 Lbb =  is involved. The 
particular case of b2 = 0 can be solved by setting: 

tanη = ς +ρ ϕ  and by direct integration - this 
gives the well-known magnetic field of a uniform 

coil. Taking into account that 2cos
dd ϕ

η = ρ
ϕ

 for 

the non-uniform coil is obtained 
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where new auxiliary integrals are introduced 

 

  
2

1

( )

( )

( ) tan cosk
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ϕ ς

ς = ϕ ϕ ϕ∫ (k=0,1,2) (8) 

 
with the following integration limits 
 

 1 2
1 1( ) tan ;  ( ) tana a⎛ ⎞ ⎛ ⎞− −ς −ς

ϕ ς = ϕ ς =⎜ ⎟ ⎜ ⎟ρ ρ⎝ ⎠ ⎝ ⎠
 (9) 
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For the uniform case (b2 = 0) only the first inte-
gral D0 (ς) survives and for an infinite long coil 

∞→L , 2)(0 →ςD ,that yields the uniform field (3). 

After lengthy but straightforward calculations 
(omitted here) the following final expressions in 
terms of elementary functions are obtained for the 
three integrals above 

 

 2 1
0 2 2

2 1

( ) ( )( )
1 ( ) 1 ( )

D α ς α ς
ς = −

+α ς +α ς
 (10) 

 
with parameters   

 

 1 2
1 1( ) ;  ( )+ ς − ς

α ς = − α ς =
ρ ρ

 (11) 

Similarly: 

 1 2 2
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and 
 2 3 0( ) ( ) ( )D D Dς = ς − ς  (13) 
 
Here new auxiliary integral is introduced 
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which leads to the following final expression  
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where     

 1 2
1 2

( ) ( )( ) tan ;  ( ) tan
2 2

t tϕ ς ϕ ς⎛ ⎞ ⎛ ⎞ς = ς =⎜ ⎟ ⎜ ⎟
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 (16) 

is set. 
The magnetic field of the solenoid with non-

uniform winding’s density can be found by closed-
term expression (7), where the three auxiliary inte-
grals are defined by expressions (10), (12), (13) 
and (15). 

 
 

 3. NUMERICAL RESULTS  
 
Good enough results are obtained for the case 

of a long solenoid (when 1ρ < ) – here the parame-
ter b2 is in the range 20 1b< < . Several results of 

simulations in the special case 0.2ρ =  and with 

different values of the parameter b2 are shown in 
Figs. 3 – 5. For this particular case very uniform on-
axis magnetic field is obtained for the value 

12.02 =b  which may be considered as an opti-
mum here (Fig. 4).The real range of the coordinate 
z is Lz 5.0||0 <≤  ( 1||0 <≤ ς ). However, we will 
explore the magnetic flux density )(zBz  in the in-
terval Lz 3.0||0 <≤ . For this particular choice the 
magnetic field is very uniform. For every value of 
the shape parameter ρ  a suitable optimum value of 
the other polynomial parameter 2b  could be found. 

The corresponding winding’s density for these three 
cases is shown in Fig. 6. It is obvious that to com-
pensate the decreasing of the on-axis magnetic flux 
density near the ends a suitable increasing of the 
winding’s density of the coil there has to be applied 
(see the curve for the optimal case 12.02 =b  with 
a dashed line).  

 

 
Fig. 3. Magnetic field for the case 

02 =b (uniform winding’s density). 
 

 
Fig. 4. Magnetic field for the case 

12.02 =b (optimal case) 
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Fig. 5. Magnetic field for the case 

20.02 =b  

 
Fig. 6. Winding’s density for the case 10000 =N   

(b2 = 0 – solid line; b2 = 0.12 - dashed line;  
b2 = 0.20 - dash-doted line) 

 
 

4. CONCLUSION 
 

In this paper one simple method of improving 
the homogeneity of the axial magnetic field of sole-
noid is considered. We have analyzed the case of 
variable winding’s density – the numerical calcula-
tions are based on the derived equation (7) which 
involves elementary functions only for the integrals 
(8). They show that for every shape parameter 

LR /2=ρ  a specific optimum value for the coeffi-

cient 2
2

'
2 /4 Lbb = of the polynomial (4) exists. The 

problem with achieving a uniform magnetic flux 
density zB on the z-axis of a permanent magnet is 
important in the case of MRI and also in other 
medical applications [13 – 16].  
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Abstract 

 
In the paper is presented a new approach to edge detection using wavelet packet decomposition. The proposed wavelet based 

edge detection algorithm combines noise reduction with edge detection on a series of scales to achieve better results for shape and 
contours of different objects in the ultrasound (US) image. To reduce the specific noise, the input US image is decomposed on the 
base of wavelet packet transformation (WPT) by using soft threshold on all highpass subbands. The wavelet transform characterizes 
the local regularity of signals by their decomposing into elementary building blocks that are well localized both in space and frequen-
cy. This not only explains the underlying mechanism of classical edge detectors, but also indicates a way of constructing optimal 
edge detectors under specific working conditions. Then the wavelet model is applied for Canny edge detector to develop a multiscale 
wavelet model for edge detection. 

In the paper are presented some results obtained by using the proposed algorithm. They are compared with results obtained by 
using of classical Canny edge detector and multiscale edge detector based on discrete wavelet transformation (DWT). 

 
 

1. INTRODUCTION 
 
Edge detection is a fundamental issue in image 

analysis. The classical edge detectors work fine 
with high-quality images, but often are not good 
enough for noisy medical images (especially in 
case of ultrasound images) because they cannot 
distinguish edges of different significance. There 
are two kinds of noise typically for US images: 
speckle noise and white noise [1]. Due to the pres-
ence of speckle, which can be modeled as a strong 
multiplicative noise and white noise can be modeled 
as an additive noise, edge detection in US images 
is difficult and methods developed for optical imag-
es are generally applied after a process of noise 
reduction. On the other hand approaches based on 
wavelet transform has been proposed separately 
for noise reduction and edge detection. Many exist-
ing methods for multiscale edge detection are 
based on DWT [2], [3]. 

In the paper is proposed to incorporate noise re-
duction and multiscale edge detection in US medi-
cal images as a single process. To reduce the spe-
cific noise, the input US image is decomposed on 
the base of WPT by using soft threshold on all 
highpass subbands. Then the wavelet model is 
applied for Canny edge detector to develop a mul-
tiscale wavelet model for edge detection. 

 

2. STAGES FOR US IMAGES EDGE DETECTION  
 
In this paragraph are presented the basic stages 

of the algorithm, used to improve image edge de-
tection, shown in Figure1. 

 
2.1. Noise model and preprocessing stage 

 
In an image contained additive Gaussian white 

noise the basic model for each pixel is as follows 
(1): 

 
 ),(),(),( yxnyxfyxs   (1) 

 
where ),( yxf  is the desired image, without noise, 

),( yxn  is N(0,1) noise. 
As speckle noise is proportional to the desired 

signal it is generally modeled as multiplicative noise 
(2): 

 
 ),().,(),( yxnyxfyxs   (2) 
 

where ),( yxf  is the desired image, without noise, 
),( yxn  is the noise. 

Logarithmic transformation of a US image con-
verts the multiplicative noise model to an additive 
noise model (3): 

 
 )log()log()log( nfs   (3) 
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Our goal is to extract f and reduce the noise n . 
 

 
Fig. 1. Block diagram of the algorithm 

 
2.2. Noise reduction 

 
The next stage of the algorithm is noise reduc-

tion. It is based on the wavelet packet transform [4]. 
The wavelet packet analysis is a generalization of 
wavelet decomposition that offers a richer image 
analysis [5]. Based on the organization of the wave-
let packet library, it can be determinate the decom-
position issued from a given orthogonal wavelets. 
As this number may be very large, it is interesting to 
find an optimal decomposition with respect to a 
conventional criterion. The classical entropy-based 
criterion is a common concept. It’s looking for mini-
mum of the criterion from three different entropy 
criteria: the energy of the transformed in wavelet 
domain image, entropy by Shannon and the loga-
rithm of the entropy by Shannon [6]. By looking for 
best shrinkage decomposition to noise reduction 
two important conditions must be realized together 
[7]. They are the conditions (4) and (5): 

 
 nKforSEK ...3,2,1min,)(   (4) 

 
where KE  is the entropy in the level K  for the best 
tree decomposition of the image S  

 
 Tsij   (5) 

where ijs  are the wavelet coefficients of S  in an 

orthonormal basis, T  is the threshold of the coeffi-
cients.  

By determination of the threshold it is used the 
strategy of Birge-Massart. This strategy is flexibility 
and used spatial adapted threshold that allows to 
determinate the threshold in three directions: hori-
zontal, vertical and diagonally. It is focused on soft 
thresholding technique which consists in putting to 
zero all detail wavelet coefficients of amplitude 
smaller thanT , reducing the amplitude of the other 
coefficients by the quantity T [5].  

 
2.3. Edge detection 

 
Wavelet filters of large scale are more effective 

for noise reduction, but at the same time increase 
the uncertainty of the location of edges. Canny 
edge detection method is optimal for step edges 
corrupted by white noise, with application of addi-
tive noise model. It is used three criteria to design 
edge detector. The first requirement is reliable de-
tection of edges with low probability of missing true 
edges, and a low probability of detecting false edg-
es. Second, the detected edges should be close to 
the true location of the edge. Third, there should be 
only one response to a single edge. Canny edge 
detection uses the first derivative of a Gaussian as 
its filter. The choice of the standard deviation   for 
the Gaussian filter depends on the size, or scale, of 
the objects contained in the image. From the point 
of wavelet transforms, it can be used more effective 
approach to adjust the scale of the filters. So the 
wavelet best shrinkage decomposition to noise 
reduction of the US image can be used as wavelet 
model for Canny edge detection. The level of de-
composition can be selected in depending on the 
requirement of details desired in the edges. 

 
 

3. EXPERIMENTAL RESULTS 
 
The formulated stages of processing are real-

ized by computer simulation in MATLAB environ-
ment by using IMAGE PROCESSING TOOLBOX 
and WAVELET TOOLBOX. In analysis are used 20 
grayscale US images from cardiology with size 
640X 480 pixels.  

Errors as “missed detection” and “false alarm” in 
edge detection are minimized when the SNR of the 
detection filter is maximized. In the paper are ana-
lyzed some quantitative estimation parameters: 

LOADING THE INPUT US IMAGE S 

WPT 

NOISE REDUCTION 

EDGE DETECTION 

START

EDGE IMAGE 

LOG (S) 
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Coefficient of noise reduction (CNR), Signal to 
noise ratio in the noised image ( YSNR ), Signal to 
noise ratio in the filtered image ( FSNR ), Effective-
ness of filtration ( FFE ), PSNR [8]. In Table 1 are 
presented the obtained average results from simu-
lation by using the proposed algorithm. They are 
compared with results obtained by using of classical 
Canny edge detector and multiscale edge detector 
based on discrete wavelet transformation (DWT). 

 
Table1. Simulations results 

 

Method of 
edge 

detection 

Estimations Parameters 
PSNR 
[dB] 

CNR SNRY 
[dB] 

SNRF 
[dB] 

EFF 
[dB] 

Canny 
edge 

detection 
(CED) 

21.963 
 

0.857 
 

4.515 7.463 3.947 

Noise 
reduction 

with 
DWT+CED 

23.812 
 

0.533 
 

6.949 12.116 5.167 

Noise 
reduction 

with 
WPT+CED 

23.855 0.255 11.518 16.739 5.862 

 
The best results are obtained by proposed ap-

proach including noise reduction on the base of WP 
transformation. The CNR is minimum (0.25) and 
shows that the noise is four times reduced. The values 
of FSNR , FFE  and PSNR are more sufficient.  

On Figure 2 is illustrated the original grayscale 
US image of size 640x480 pixels. On Figure 3 is 
shown its edge map image, obtained from Canny 
edge detection method. On Figure 4 is illustrated 
the edge map image after noise reduction on the 
base of DWT and Canny edge detection.  

Figure 5 presents the edge map image for the 
proposed approach. The best shrinkage decompo-
sition to noise reduction is obtained by Shannon 
entropy criterion. In depending on the requirement 
of details desired in the edges the selected level of 
decomposition is 3.  

 
Fig. 2. Original US image 

 
 

Fig. 3. Edge map of US image, obtained by Canny  
edge operator 

 

 
 

Fig. 4. Edge map of US image, obtained by noise reduction 
on the base of DWT and Canny edge operator 

 

 
 
Fig. 5. Edge map of US image, obtained by proposed  

approach 
 

 
4. CONCLUSION 

 
In the paper is presented a new approach to 

edge detection using wavelet packet decomposi-
tion. The proposed wavelet based edge detection 
algorithm combines noise reduction with edge de-
tection on a series of scales to achieve better re-
sults for shape and contours of different objects in 
the ultrasound images. The implemented studying 
and obtained results by using of real images at-
tempt to make diagnostic more precise.  

The proposed approach can be demonstrated 
by studying of medical image processing in engi-
neering and medical education. 
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Abstract 
 
In the paper is presented software for edge detection and contour segmentation of objects in medical images and its graphic us-

er interface (GUI). It works in the MATLAB environment and uses IMAGE TOOLBOXES defined functions. Different operators for 
edge detection and contour segmentation with different parameters can be used, regarding to process different medical modalities of 
the images. The GUI proposes also an interactive option to choose the type of the edge detection operator and also its parameters.  

The aim of algorithms, based on edge detection, is detail preservation abilities of the different objects in medical images or in 
their selected region of interest (ROI). The quality of the edge detection and his stability of noises can be also estimated. 

The proposed GUI can be applied to real medical images attempt to make diagnostic more precise. The presented GUI is suita-
ble also to engineering education for studying of this processing. 

 
 

1. INTRODUCTION 
 
Edge detection is an important task in medical 

image processing [1]. It is a main tool in pattern 
recognition, image segmentation and scene analy-
sis. An edge detector is basically a high pass filter 
that can be applied to extract the edge points in an 
image. It is realized by the convolution with a set of 
directional derivative masks [2], [3].  

The aim of algorithms, based on edge detection, 
is detail preservation abilities of the different objects 
in medical images. By properly choosing of different 
type of classical operators for edge detection such 
as: Roberts, Sobel, Prewitt, Laplacian of Gaussian, 
Zerocross, Canny and their parameters different 
medical modalities of the images can be processed. 

The software is created in MATLAB 6.5 envi-
ronment by using IMAGE PROCESSING 
TOOLBOX.  

The graphic user interface consists of check-
boxes, buttons, edit boxes, pop-up controls, which 
make it easy to use. Users enter or choose input 
data in a single form, because input information 
changes and visualizations are easier and faster in 
this way. 

The processed image can be saved on the disk 
and so can be used to another processing or its 
visualization.  

2. THE GUI FOR EDGE DETECTION IN MEDICAL  
     IMAGES  

 
The GUI for edge detection in medical images is 

shown on Fig.1. It is divided in several areas, where 
the user applies different settings, concerning edge 
detection operators and theirs parameters.  

 

 
 

Fig. 1. GUI for edge detection of medical images 
 
The area “Image Path” is for entering an image 

file name with an image file extension. The image 
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file for edge detection must be in the same directory 
(folder), where the main program and the rest mod-
ules are. The user can navigate among the folders 
in the work folder and choose image by using 
“Browse” button. The edge detection operator can 
be selected in area “Edge Detection Method”, 
shown in Fig. 2. 

 

 
 

Fig. 2. Area “Edge Detection Method” 
 
The selection is realized trough drop-down 

menu and it contains the following operators: Sobel, 
Prewitt, Roberts, Laplacian of Gaussian, Zerocross 
and Canny [5]. Selecting appropriate parameters is 
an important part in edge detection of medical im-
ages. It can be selected in area “Parameters”, 
shown in Fig. 3.  

The first parameter is the Threshold. There are 
two options: Automatic generation of the threshold 
(Automatic) or manual input of the threshold (Val-
ue). When “Automatic” radio button is selected the 
generated value for the threshold is visualized at 
the bottom of the GUI in red color. 

 

 
 

Fig. 3. Area “Parameters” 
 
The second parameter is the Direction, shown in 

Fig.4. This is a drop-down menu with three values: 
Both, Horizontal and Vertical. 

 

 
 

Fig. 4. Area “Direction” 
 
Another parameter is standard deviation   

(“sigma”), which has to be manually filled in. The 

choice of the standard deviation for the Gaussian 
filter depends on the size of the objects in the im-
age.  

The area “Specific” gives an opportunity to save 
results in image files in ‘jpg’ format if ‘Save Image 
on HDD’ is checked and estimate edge detection 
quantitative estimation parameters if “Calculation of 
EP” is checked, as shown in Fig.5.  

 

 
 

Fig. 5. Area “Specific” 
 
Selecting check box “Image Cropping” located in 

area “Domain of Interest” or “Region of Interest” 
(ROI) is shown in Fig. 6. It gives the opportunity to 
process only part of the image. 

 

 
 

Fig. 6. Area “ROI” 
 
It is possible to apply additive white Gaussian 

noise on the image by selecting the check box “Im-
noise picture” located in area “Gaussian white 
noise”, shown in Fig. 7. This option requires stand-
ard deviation parameter  for the Gaussian white 
noise, which has to be manually filled in and the 
value has to be between 0.001 and 0.1. 
 

 
 

Fig. 7. Area “Gaussian white noise” 
 
After choosing all input information the proce-

dure of edge detection processing begins, when the 
user clicks on button ‘View images’. Then the final 
result is shown – original image, and processed 
images. 

 
 

3. TASKS CARRIED OUT FROM THE MAIN  
    PROGRAM 

 

By acting of component from GUI can be imple-
mented a callback-function from the main program. 
Every graphic component can be treated to object. 
Every object can be referred to handle. The objects 
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referred a complex of attributes, which can be ma-
nipulated from the software. The multifarious attrib-
utes can be leaved for using in MATLAB environ-
ment, such as “Enabled”, “Value”, “Visible”, “On”, 
”Off” etc.. Every attribute can be enabling in the 
presence of corresponding handle or reference to 
the object. Every graphic component can be reiter-
ated to a cycle of events for the MATLAB environ-
ment by initialization of the graphic application. It 
submits addresses of the callback-functions, asso-
ciated to a given event, which are important. By its 
identification can be called out a corresponding 
callback-function. One of the important tasks that 
the main program has is input data validation. The 
execution is canceled if an error concerned with 
wrong information occurs. Another essential pur-
pose of the main program is presenting the input 
information in appropriate data structures. It is nec-
essary for the next steps in the processing strategy, 
in this step the processing is made with appropriate 
input data. Wrong information prevents edge detec-
tion from carrying out or may lead to wrong output.  

Some of the classical edge detectors do not 
work well with noisy images, because their SNR is 
not maximized through the detection filter [3]. The 
applied algorithm calculates also some objective 
quantitative estimation parameters as: CNR, Signal 
to noise ratio in the noised image ( YSNR ), Signal 

to noise ratio in the filtered image ( FSNR ), Effec-

tiveness of filtration ( FFE ), PSNR [4]. On the base 

of their analysis the quality of the edge detection 
and his stability of noises can be also estimated.  

In Fig. 8 is shown an original gray scale ultra-
sound image (US) with size 640x480 pixels from 
urethra. In Fig. 9 are shown respectively the visuali-
zations of its original and noised ROI images with 
size 210x150 pixels and their modifications by pro-
cessing of three different classical edge operations: 
Sobel, Zerocross and Canny operator. The thresh-
olds for all operators are automatic selected from 
the program. The noise is additive Gaussian white 
noise with standard deviation 03.0 . 

 
 

Fig. 8. The original US Image 

  
a) b) 
 

  
b) d) 
 

  
e) f) 
 

  
                  g)                                          h) 
 

Fig. 9. US ROI Images: a) original; b) noised; c) original im-
age by processing with Sobel operator; d) noised image by 
processing with Sobel operator; e) original image by pro-
cessing with Zerocross operator; f) noised image by pro-
cessing with Zerocross operator; g) original image by pro-

cessing with Canny operator; h) noised image by processing 
with Canny operator 

 
4. CONCLUSION 

 
In the paper is presented a GUI for edge detec-

tion in medical images. It uses MATLAB defined 
function and works in MATLAB 6.5 environment. 
The pre-processing can realize a contour segmen-
tation by using of different classical type of edge 
detection operators and its parameters. The GUI 
can be used in engineering education for studying 
this process. It can be used also in real time to pro-



CEMA’10 conference, Athens 

 

115

vide important anatomical information in medical 
images to physicians and specialist upon which can 
be made diagnoses of different diseases.  
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Abstract 
 
Telemedicine, the use of information technology to deliver health care from one location to another, has the potential to increase 

the quality and access to health care and to lower costs. Telemedicine besides facilitating the delivery of quality healthcare to the 
remotest regions, can also prove to be useful to increase the efficiency of urban physicians whose main target is the urban masses. 

This software system offers a telemedicine platform with the ability to create a clinical analysis with textual information and data 
from biomedical peripherals, and send data for consultation. Health care professionals are able to view the data and respond to the 
case using a Personal Computer from remote. 

Since the delay is the enemy for patients, so the integrated and high-speed telecommunication is an optimal option for Telemed-
icine systems. 

 
Index Terms: Telemedicine, telehealth Internet, Java 
 
 

1. INTRODUCTION 
 
Application of electronics, computer and tele-

communication technology for medical information 
exchange from one site to another, to facilitate the 
improvement of health care delivery. 

Lessons learned from other developing coun-
tries indicated that usage for community purpose 
would face problems in operations and cultural 
sustainability, even with the relatively low-cost inter-
net-based system. Computer networks have made 
it possible to share electronic medical records and 
to deliver medical expertise via remote consultation. 
Web-based telemedicine systems have been at-
tempted by many researchers, and the most ap-
proaches are experimented with the use of vide-
oconferencing for remote consultation [1]. 

Prevention and treatment interventions on this 
scale require efficient information management, 
which is critical as clinical care must increasingly be 
entrusted to less skilled providers. To help them, we 
need to find a way not only to improve management 
tools, but also to reduce unnecessary, duplicate 
efforts[2]. To overcome the problems, proposed 
development of internet-based community telemed-
icine in Bulgaria should be based on the concept of 
initially focusing on the essentials. In this paper, we 
developed telemedicine system to promote the idea 
of E-medicine. 

Characteristics in the system 
 
– Provides the efficient and convenient methods 

for patients and doctors to communicate with each 
other and allows patients to send their medical da-
ta/image through the Internet; 

– Build computer-based patient records and 
other electronic information systems that provide 
relatively easy and fast access to large databases 
and that permit the application of powerful statistical 
methods for analysing and displaying those data; 

– Potentially allows easier access to more infor-
mation about a patient than the user either requests 
or needs. 

 

 
 

Fig. 1. Real-time video conferencing between a practitioner 
and a patient or between a practitioner and patient and  

another specialist practitioner. 
 
Fig. 1 show ways in which telehealth can be 

used in determining the problem and making a di-
agnosis. 

The inability to examine a patient directly is fre-
quently raised as a criticism of telehealth's capacity 
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to discover patients' problems and make a correct 
clinical diagnosis. The fact that face-to-face consul-
tations the correct clinical diagnosis is usually made 
in 60%-80% of cases from the clinical history alone 
suggests that telehealth should be able to make a 
correct diagnosis in the majority of cases as long as 
a detailed clinical history is taken[3]. 

Clinical research comparing telehealth with con-
ventional methods of clinical examination and inter-
preting investigations suggests that telehealth is a 
reliable way of making clinical diagnosis remotely. 
The diagnostic accuracy of telehealth consultations 
does not have to be 100% equivalent to conven-
tional methods of clinical practice to make tele-
health a workable proposition. If a telehealth appli-
cation is consistently reliable in a sufficient percent-
age of cases and is of high quality and lower cost, it 
can safely replace some, but not all, elements of 
conventional clinical practice. 

 
Types of telemedicine information. 
In a face-to-face consultation, a physician might 

use some combination of all five senses-sight, 
sound, touch, smell and taste-to assess a patient’s 
condition. In telemedicine, however, the sensory 
data are first converted into electrical impulses for 
transmission to the remote physician. 

Methods to convert smell and taste stimuli into 
electrical signals are still in the experimental stage 
and, while the sense of touch can be translated 
successfully into an electrical equivalent, the re-
verse process is more difficult and not well under-
stood. 

Hence, a consultation relies primarily on the two 
senses of sight and sound[6].  

 
The information (useful data) derived from these 

senses can be divided into four types: 
 text and data; 
 audio; 
 still (single) images; 
 video (sequential images). 

Table 1 gives telemedicine examples of these 
types along with their typical file size in kilo- or me-
gabytes following digitization [4].  

 
Table 1. Typical examples of telemedicine information 
 

Source Type File size 
Patient notes Text < 10KB 
Stethoscope Audio 100 KB 
Chest X-ray  Still image l MB 
Ultrasound Video 10 MB 

 

2. MAIN TEXT 
 
Telemedicine in Bulgaria is a new, seductive, 

and superficially easy-to-use technology, there 
tends to be a belief among health service managers 
that it can simply be made available to clinicians 
who will automatically accept and use the telemedi-
cine systems.  

 

 
 

Fig. 2. TU-Sofia Telemedicine Network 
 

Every developed nation throughout the world, 
whatever the political persuasion of its government, 
is facing serious difficulties with the delivery of 
healthcare to its citizens[5].  

 
The USA and the countries of Europe exhibit the 

full diversity of these different systems but they face 
the same daunting problems, particularly: 

 the increasing age of the population; 
 the increasing cost of medical technology; 
 patient expectations; 
 economic and social change 
These and other factors drive up the cost of 

healthcare and reduce equity of access. [7] 
These advantages are difficult to factor into the 

cost-benefit equation but they are attractive to 
countries such as Australia, Canada, Sweden, 
Norway and Finland where distance and/or climate 
prevent rural communities from experiencing the 
same provision of services as their urban counter-
parts. 

The priorities in underdeveloped countries are 
very different. Often finance, organization, culture 
and/or distance do not allow the authorities to pro-
vide even basic healthcare[8]. 

While underdeveloped countries are unable to 
finance these programmes themselves, a surprising 
amount of progress can be made with small clinics, 
voluntary organizations and satellite links to special-
ists in industrialised countries. 

 



CEMA’10 conference, Athens 118

3. SYSTEM ARCHITECTURE 
 
In this system, JBoss server maintains the whole 

system, which includes Seam Framework, Rich-
Faces , Hibernate, and PostgreSQL object-relatio-
nal database system. JBoss, by Red Hat, is the 
leader in enterprise-class open source middleware. 
JBoss Enterprise Middleware is comprised of certi-
fied, supported platform and framework distributions 
that are based on JBoss Community projects.  

Seam is a powerful open source development 
platform for building rich Internet applications in 
Java. RichFaces is an open source framework that 
adds Ajax capability into existing JSF applications 
without resorting to JavaScript. Hibernate is con-
cerned with data persistence as it applies to rela-
tional databases. 

System Management can been specified as a 
combination of Service System, Information Sys-
tem, Entertainment System, Security System and 
Department Administration System. And every sys-
tem performs particular functions. 

  

 
 

Fig. 3. System Architecture 
 

The approaches to home monitoring range from 
low-cost and easy to use touch-tone telephone 
systems to more expensive systems that mimic the 
real-time videoconferencing approach in traditional 
telemedicine and web-based systems that allow 
access to patient data from anywhere an Internet 
connection is available[9]. 

These systems are different from web interfaces 
to medical records systems at hospitals. In the hos-
pital systems, only care providers can view and add 
information to records. In the patient-targeted sys-
tems, patients can access their records. One of the 
advantages of current database systems is the 
capability to enforce global integrity constraints on a 
large amount of data. Input of contradicting data will 
be rejected by database systems in order to main-
tain correctness. On the other hand, in medical 

information systems it may be necessary to realize 
two or more databases in one system, where there 
are some controlled contradictions among these 
databases. 

Data sharing and data security are important 
functions required for medical information systems. 
There are, however, cases when we need to show 
non-real data to some users. Security mechanisms 
usually prevent a user from retrieving critical data. If 
a request for retrieval of some data is rejected by 
the system, a user may find there is something 
secret being kept from him. Using PostgreSQL rule 
system in medical information systems, doctors can 
make a smooth explanation of a patient's condition 
in serious cases, when hiding real data is required 
[10]. 

I believe that PostgreSQL rule system can be 
applied to many fields in medical data processing.  

 
 

CONCLUSION 
 
The goal of this E-Medicine system was to 

demonstrate that an asynchronous web-based tel-
emedicine system could be successfully imple-
mented with low-cost components that are available 
off the shelf.  

Even novice computer users were able to oper-
ate the system, although the web browser user 
interface may be too complex for some. 

A larger trial with a patient population that has a 
greater need for telemedicine support is needed to 
comprehensively test the clinical impact of E-
Medicine systems.  

In conclusion, after painting a brief picture of 
some of the interests affecting telehealth, we see a 
rosy future. The unifying point of contact among 
government, professional groups in health care, 
and the telecommunications industry is a focus on 
consumers. The interest of the telecommunications 
companies is in providing the pipeline for services 
into the home. It is interesting to see the interest of 
consumer IT companies in health care on the Inter-
net as a major area of growth potential. 

  
 

References 
 

[1] MARILYN J., "Telemedicine". Committee on Evaluating 
Clinical Application of Telemedicine, National Academy 
Press, Washington, D.C. pp. 20-52, 1996. 

[2] H.K. HUANG, D.Sc., “PACS”, A john wiley&sons, Inc., 
publication, pp.449-467,1999. 



CEMA’10 conference, Athens 119

[3] XIN LI, DANIE J. VALETINO, George J., " A world wide 
web telemedicine System" ,SPIE Proceedings of Medical 
Imagine1996. PACS: design and Evaluation, 
vol.2711,pp.427-439,1996. 

[4] MOUKHEIBIR NW, "The digital clinical diagnostic pro-
cess: An application for telemedicine over the Internet." 
Telemedicine Today, Jun/Jul, 2000. 

[5] Charles, B. L., “Telemedicine can lower costs and im-
prove access”, Healthcare Financial Management, 54(4), 
The Healthcare Financial Management Association, Oak 
Brook, Ill., 2000, pp. 66-69. 

[6] Field, Marilyn J. (Eds.), Telemedicine: A Guide to As-
sessing Telecommunications in Health Care, National 
Academy Press, Washington, D.C., 1996, pp. 26. 

[7] Bashshur, Rasid L., Teardon, Timothy G. and Shannon, 
Gary W., “Telemedicine: A new health care delivery sys-
tem”, Annual Review of Public Health, 21, Annual Re-
views, Palo Alto, Calif., 2000, pp. 613-637 

[8] Huston, Terry L and Huston, Janis L., “Is telemedicine a 
practical reality?”, Communications of the ACM, 43(6), 
Association for Computing Machinery, Baltimore, Md., 
2000, pp. 91-95 

[9] Bashshur, R. L., “On the definition and evaluation of 
telemedicine”, Telemedicine Journal 1(1), Mary Ann 
Liebert, Inc., Larchmont, New York, 1995, pp. 19–39 

[10] Moscovice, I., Wellever, A., Christianson, J., Casey, M. 
and Yawn, B., “Understanding integrated rural health 
networks”, Milbank Memorial Fund Quarterly, 75, Mil-
bank Memorial Fund, New York, NY, 1997, pp. 563–588. 

 



VULNERABILITY OF MEDICAL IT SYSTEMS MANAGEMENT LIFE-CYCLE 
 

Lidya Jordanova, Tzveta Dimitrova 
 

Faculty of Telecommunication, Technical University - Sofia,8, “Kliment Ohridsky” str., 1000 Sofia,Bulgaria, 
E-mail: tz.dimitrova@gmail.com 

 
Abstract 
 

This paper aims at telemedicine practitioners and the challenges they face in managing IT security vulnerabilities in their medical 
organizations. In the course of this work it is pinned down the most important challenges and introduced possible solutions. The 
benefits and opportunities that come with these solutions, as well as their limitations are outlined. 

The goal is to show how vulnerability management can be a valuable organizational tool for telemedicine companies to: 
1) Reach continuous compliance with legal regulations, 
2) become more cost effective in their IT operations  
3) build a more robust business environment that allows them to compete with ever more professional attackers. 
 
 

1. INTRODUCTION 
 
Vulnerabilities in medical IT systems and soft-

ware are caused by various factors, but most com-
monly faulty system configurations, bad system 
design or poor quality. In the case of faulty configu-
ration, the cause of the vulnerability and responsi-
bility to fix it lies in the same hands: the users. In 
the latter cases however, one might argue that the 
responsibility to find and fix vulnerability are on the 
vendor’s side. Unfortunately, there too the user is 
often required to take matters into their own hands. 
Clever vendors have realized the business risks 
that come with software vulnerabilities and conse-
quently try to externalized them: They've created 
end-user license agreements (EULA) which free the 
vendors from security vulnerability related liabilities 
[1] and place the task of finding and fixing vulnera-
bilities back in the hands of the use.  

 
 

2. WHAT IS DRIVING VULNERABILITY  
    MANAGEMENT IMPROVEMENT EFFORTS?  

 
There are three major influences that drive im-

provement efforts in today’s vulnerability manage-
ment:  

1) Attacks on the IT systems of medical comput-
er networks and individuals are increasingly profes-
sionalized.  

2) The costs from security incidents and their 
counter measures are rising: In 2007 the CSI Com-
puter Crime and Security Survey found that the 
average annual costs for reported security brea-
ches in U.S. companies had nearly doubled since 
2006 [Richardson07] [Welberg08].  

3) New corporate governance legislation now 
mandates adequate security vulnerability manage-
ment processes in companies and medical comput-
er networks which handle financial records, pay-
ment card information or privacy-critical data.  

Individually, these factors already drive medical 
computer networks to invest more in their security 
efforts, but where two or more of them apply at the 
same time, the need for improvement becomes 
even more evident. 

 

 
 

Fig. 1. Depicts the growing importance of improvements in 
which several vulnerability management several factors  

overlap 
 
 
 

3. CHALLENGES FOR MEDICAL  
    ORGANIZATIONS 

 
Each of the three driving factors of vulnerability 

management presents a distinct set of challenges 
that medical computer networks need to address in 
their improvement efforts. 
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3.1. Attacker and defender fight on unequal terms 
 
The attacks on medical computer networks and 

individuals are increasingly professional and profit-
driven. In the context of todays Black-Hat1 communi-
ty, professionalization means more resources are 
available to develop highly sophisticated tools, which 
allow attackers to automatically scan for exploitable 
security vulnerabilities in potential targets. The appli-
cation of automation further enables attackers to use 
economics of scale to their advantage, by conducting 
parallel vulnerability scans on thousands of targets at 
the same time instead of just one, with little or no 
additional risk for the attacker. 

Attackers can leverage the economics of scale 
while defenders often rely on individual efforts, re-
sulting in a long half-life of unpatched vulnerabilities 
in medical organizations.  

Protecting the integrity of systems and data is 
essential for achieving continuous compliance with 
regulations like the PCI-DSS, ISO 27001, SOX and 
others.  

 
 

4. CHANGING THE GAME OF VULNERABILITY  
    MANAGEMENT 

 
How did medical computer networks engage in 

security vulnerability management before and what 
changed their way of thinking?  

When the vulnerability management issue first 
appeared in medical organizations, their security 
staff often created individual solutions that could be 
executed manually and were tailor-fit to the organi-
zations particular environment.  

The manual approach was well suited for highly 
customized and fairly static systems, but it brought 
along a series of problems, that did not surface until 
medical computer networks started to grow and 
their IT systems began to change. In the context of 
vulnerability management, four particular issues 
stand out as „game-changers”: 1) growing dynam-
ics, 2) commercial off-the-shelf software, 3) industry 
standards, and 4) compliance regulations. 

 
4.1. Change driver: Growing dynamics 

 
Organizational growth, faster technology cycles, 

and growing business dynamics create a series of 
problems for manual vulnerability management:  

As a company introduces new systems more of-
ten, it needs to conduct vulnerability assessments 
in shorter intervals [3].  

Changes in IT systems require customized vul-
nerability solutions to be adapted or replaced.  

Frequent changes in vulnerability management 
tools and processes make it hard to compare re-
sults across platforms or over time. Time compari-
son is valuable to identify trends and evaluate the 
success of management decisions (e.g. “have our 
recent IT investments made us more secure, com-
pared to last year?”).  

Timely patching of vulnerabilities becomes in-
creasingly important: The time period between the 
public announcement of vulnerabilities and the 
availability of first exploits has been shrinking, thus 
leaving medical computer networks with less time to 
find and react to threats.  

 
4.2. Change driver: COTS software 

 
Many custom applications required unique vul-

nerability management solutions, which effectively 
prevented medical computer networks from estab-
lishing economics of scale in their security efforts. 
The advent of commercial off-the-shelf software 
(COTS) products greatly improved this situation by 
standardizing interoperability between software 
systems and vulnerability management solutions. 

 
4.3. Change driver: Common standards  
       for vulnerabilities 

 
In an effort to further advance interoperability, 

industry medical computer networks introduced a 
set of vulnerability standards.  

Two of the most influential ones are the CVE 
and CVSS: The Common Vulnerability Enumerator 
“CVE” established a dictionary of publicly known 
security vulnerabilities and enables different securi-
ty solutions to share a common language when 
referring to particular vulnerabilities.  

The Common Vulnerability Scoring System 
“CVSS”, was introduced to enable comparison and 
prioritizations of vulnerabilities based on their sever-
ity. CVSS uses scores between 0 to 10, where 10 
indicates the most critical vulnerabilities. 

 
4.4. Change driver: Compliance 

 
Legislators and industry medical computer net-

works worldwide established corporate governance 
regulations in an attempt to improve the transpar-
ency and accountability of corporate governance 
processes. A central goal of these efforts was to 
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establish common standards for risk management 
across medical computer networks that include the 
management of information security and vulnerabili-
ties. 

Several of these standards, like the PCI-DSS2 , 
ISO/IEC 270013 , Sarbanes Oxley Act (SOX sec-
tion 404)4 , GLBA5 or Basel II are particularly rele-
vant for security management issues, and have 
changed the way vulnerabilities need to be man-
aged [Blount06]. In order to achieve continuous 
compliance, companies need to fulfill new require-
ments that strain the possibilities of traditional, 
manual vulnerability management processes.  

Even though the compliance requirements differ 
between the individual standards, we can identify a 
set of common requirements in the security and 
vulnerability management. 

Req.1 - Proactive Vulnerability Analysis: An or-
ganization needs to actively search for potential 
points of weakness in their systems.  

Req.2 - A consistent auditing model across all 
platforms: All platforms (e.g. operating systems, 
application servers, etc.) need to be subject to the 
same security baseline and auditing.  

Req.3 - Documented processes: The security 
management activities are to follow a consistent 
and formalized process.  

Req.4 - Advanced reporting capabilities: Reports 
should be generated in human-readable ways, 
where the understanding of complex issues can be 
facilitated through meaningful forms of representa-
tion (e.g. graphical).  

Req.5 - Report customization: Reports should 
be tailored to the individual business context to 
improve applicability and reduce overhead.  

Req.6 - Flexible Alerting and notification ser-
vices: Discovered security issues should be brought 
to the attention of the responsible roles within the 
organization in a timely manner.  

 
 

5. VULNERABILITY MANAGEMENT LIFECYCLE 
 
Phase 1 - Identify the threat exposure: Which 

systems are vulnerable and are those vulnerabilities 
exposed to potential attackers?  

Phase 2 - Quantify the risk: How severe is the 
vulnerability compared to others, and how danger-
ous is it in the organizations particular business 
context?  

Phase 3 - Manage countermeasures: Identify 
and apply available countermeasures to resolve the 
vulnerability.  

Each phase in the vulnerability management 
lifecycle consists of a number of individual process 
activities. The following Table 1 lists examples of 
these activities for each of the three lifecycle phas-
es (P1-P3) and exemplifies how automation can be 
integrated in them. 

 

 
Fig. 2: Vulnerability Management lifecycle 

 
 

6. CONCLUSION 
 
In writing this paper, it is set out to show how 

medical computer network scan use IT security 
vulnerability management as a tool to 1) reach con-
tinuous compliance, 2) become more cost effective 
in their IT operations and 3) build a more robust 
environment that allows them to compete with pro-
fessional attackers.  

For the first goal, it is proposed a vulnerability 
management lifecycle that is structured, easy to 
document, and benefits from the use of automated 
activities.  

Automation in the discovery, prioritization, and 
reporting of vulnerabilities help companies to realize 
economics of scale and become more cost-effective 
in their security operations.  

While cost-effectiveness was the primary con-
cern of the second goal, the use of automated and 
consistent auditing models also improves cost-
predictability, by combining a defined process with 
the known execution costs of software tools.  

The vulnerability management activities that 
were presented further strengthen the robustness of 
systems from both, the compliance as well as the 
information security perspective.  

The inherent documentation of all automated ac-
tivities facilitates meeting compliance regulations 
even as they change over time and the ability to re-
run automated vulnerability scans on a regular ba-
sis, help security managers leap ahead of potential 
adversaries. This combination of robust security 
and regulatory compliance creates advantages for 
medical organizations. 

 
 



CEMA’10 conference, Athens 123

References 
 

[1] O. Jones, “Article Title”, Journal, Volume, Publisher, 
Location, Date, pp. XX-YY. 

[2] O. Jones, M. Thompson, and J.K. Nielsen, Book Title, 
Publisher, Location, Date. 

[3] Anderson, R., “Why information security is hard - an 
economic perspective”. 17th Annual Computer Security 
Applications Conference. ACSAC. Proceedings (2001)  

[4] Blount, Summer. “The role of security management in 
achieving continuous compliance”, Whitepaper: Compli-
ance, CA Security Management, October 2006  

[5] Brenner, M. Classifying ITIL Processes; A Taxonomy 
under Tool Support Aspects. Business-Driven IT Man-
agement, 2006. BDIM '06. The First IEEE/IFIP Interna-
tional Workshop on, (2006), 19-28.  

[6] Chen, Y. Stakeholder Value Driven Threat Modeling for 
Off The Shelf Based Systems. International Conference 
on Software Engineering, IEEE Computer Society Wash-
ington, DC, USA (2007), 91-92.  

[7] Frei, S., May, M., Fiedler, U., and Plattner, B. Large-
scale vulnerability analysis. Proceedings of the 2006 
SIGCOMM workshop on Large-scale attack defense, 
ACM (2006), 131-138.  

[8] [ Frühwirth Christian. “On Business-Driven IT Security 
Management and Mismatches between Security Re-
quirements in Firms, Industry Standards and Research 
Work”. PROFES 2009: pp. 375-385 (2009)  

 
Note: The scientific results described in this paper 
have been obtained on the base of support of con-
tract No.102пд41-7 

 



COMPUTER SIMULATION OF INTERPOLATION OF THE SPECTRUM  
OF ECG SIGNAL 

 
Assoc. Prof. Dr. Mariya Nikolova1, Eng. Tzveta Dimitrova2 

 
1Department of Mathematics and Informatics, 

N. Y. Vaptsarov NAVAL ACADEMY 
73 V. Drumev St., Varna 9026, BULGARIA 

2Technical University Sofia 
 8 Bul. K. Ohridski 

E-mail: mpn@abv.bg1; tz.dimitrova@gmail.com2 

 
Abstract 

 
Computing experiments for restoration of the ECG signal’s spectrum by means of interpolation were carried out. A loss of spec-

trum for different frequency values was simulated. The computations were made in Matlab. The built-in functions for interpolation in 
Matlab were used, as well as the mathe matical method of L. Aizenberg for analytical continuation of finite spectrum. The software, 
which provides application of Aizenberg’s method, has been programmed also in MATLAB. The errors of signal’s restoration in the 
cases of different number of values of loss have been calculated. 

The results received from the built-in Matlab functions and algorithm written on the Aizenberg’s method was compared. 
 
 

1. INTRODUCTION 
 
It is quite often necessary to remove the noise, 

focused in determined band while accepting a 
signal with finite Fourier spectrum. Or, which is 
mathematically the same - to eliminate noise in the 
spectrum focused on the Fourier finite signal in a 
band. This is a task for the interpolation of the 
spectrum of Fourier of a finite signal or a task for 
signal interpolation of finite spectrum. The report 
presents the results of interpolation of the spectrum 
of cardio signal.  

In order to support clinical decision-making, 
reasoning tool to the ECG signal must be clearly 
represented and filtered, to remove out all noises 
and artifacts from the signal. ECG signal is one of 
the biosignals that is considered as a non-stationary 
signal and needs a hard work to denoising. 
Interpolation of signal, which is lost at a certain time 
interval must be used. 

In regard to this, in the computer experiments 
Aizenberg’s formulas have been used for interpola-
tion of the analytical functions and built-in Matlab 
functions interp 1 and interpft. 

 
 

2. INTERPOLATION OF THE SPECTRUM OF  
    ECG SIGNAL WITH AIZENBERG METHOD 

 
Viner’s class 

W , consists of functions, which 

have Fourier spectrum, concentrated in the interval 
[0,]. The task for interpolation of the function f(x) 

in 
W  is solved from L. A. Aizenberg [1]. If f 

W , 

the formula for interpolation of f(x) has the following 
form (1): 
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The known values of the spectrum are marked 

with )( kxf , they are numbered m.  

The above formula can be applied for interpola-
tion of the spectrum of one-dimensional signals and 
in item 4 the results of the recovery of spectrums of 
ECG signals will be presented as a simulated loss 
of spectral values. 

Formula (1) contains two parameters m and . 
The accuracy of signal restoration depends on their 
values. Results from previous experiments show 
that the number m of the known values of the spec-
trum must be not more than 30. 

The parameter  is defined by searching of the 
minimal root mean-square error sqr by formula (2) 

between the real and interpolated spectral values:  
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where ix  and ix~  are the values of the real and 

restored signal. 
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3. COMPUTER EXPERIMENTS FOR SPECTRUM  
     INTERPOLATION OF ECG SIGNAL 

 
Data from echograph are entered in the form of 

Microsoft Excel WorkBook (xls). The Excel table 
contains 3 columns of 7680 values for the cardiac 
signal parameters. Each of these columns is 
imported into the Matlab's Array Editor and stored 
as a separate variable in Matlab's Workspace. Then 
it is stored in Workspace as a .mat-file. Formula (1) 
is programmed on Matlab as a function, called in 
program in the form of m-script file. The algorithm of 
the program is as follows: 

1. .mat-file with cardiogram data opens 
2. With the function fft from Matlab the spectrum 

of the signal (separately for the both channels) is 
found  

3. The user enters the values of the start and 
end points of the frequencies of both intervals in 
which the signal (named s0) of the first channel is 
known. 

4. Function is called, in which formula (1) is 
programmed. The missing spectral values can be 
found by it using interpolation.  

5. Graphs of the theoretical ECG signal’ spect-
rum and the signal obtained by formula (1) are 
plotted. 

6. The results for the absolute and root mean-
square errors of the signal from the first channel are 
found. 

7. Steps 3 - 6 are repeated for the signal (named 
s1)’s spectrum from the second channel.  

Computational experiments for restoration of the 
signal are performed by the use of the functions 
interp1 and interpft as well. The values of the 
spectrum are introduced as complex numbers in the 
function using the algorithm Aizenberg. The 
functions interp1 and interpft required values of the 
function that will interpolate to be real numbers. 
Therefore, as input data for these functions 
amplitude signals from each of the two channels of 
the ultrasound are used. 

In the spectrum of the interpolation with interp1 
a method 'pchip' is used. (Piecewise cubic Hermite 
interpolation). It gave better results (less error 
recovery) compared with the methods 'linear' 
(Linear interpolation) and 'nearest' (Nearest 
neighbour interpolation). Interpolation according to 
the method 'spline' was not done, because during 
its performance interp1 function failed and issued 
an error. Since when interpft function was used a 
very large absolute error abs = 69.8726 was ob-

tained, in section 4 only the results of interpolation 
with interp1 are presented. 

A computing experiment on interpolation of a 
spectrum with noise of ECG signal using the 
method of Aizenberg, was carried out. A block 
diagram of the algorithm of Matlab-function that 
realizes the formula (1) is presented in Fig. 1. 
Variables in it have the following meanings: Input 
parameters: IN1B - the first frequency from kx  in 

the first interval (before the area with noise) where 
the values of the spectrum are known; IN1E - the 
last frequency of kx  in the first range; IN2B - the 

first incidence from kx  in the second interval (after 

the area with noise) where the values of the 
spectrum are known; IN2E - the last frequency from 

kx  in the second interval; M - the number m of 

formula (1) of all the known values of the spectrum; 
sf - the input spectrum (with noise) signal; sigma - 
parameter  of (1); MAXABSER - first value of 
absolute error, MAXABSER = 0.001; MAXSQRER – 
first value of mean-square error, MAXSQRER = 
0.001.  

Output parameters: MAXSQRER1 - calculated 
mean square error; MAXABSER1 - calculated 
absolute error; S - interpolated amplitude spectrum 
of f (x) of (1); F2 - interpolated spectrum in complex 
form; Stru - the real amplitude (spectrum with noise) 

Auxiliary variables: L, J and K are used for man-
agement of the cycles, P - production П in (1), SUM 
-  of (1) X - vector of frequencies x from (1); LL - 
secondary variable for calculating mean square 
error. 

 
4. RESULTS FROM THE COMPUTING  
    EXPERIMENTS  

 
On Figure 2 it is shown the interpolation, using 

(1) of a spectrum of a recorded ultrasound signal in 
time domain. The spectrums of the signals s0 and 
s1 from the two channels are calculated and it is 
modelled loss of one spectral component under 
number 16. On Fig. 2 in both signals the number of 
known spectral values m = 28. Errors of the recov-
ered signals in the frequency domain are: for s0: 
absolute error: abs =0.9505, root mean square 

error sqr =0.1796; for s1: abs =0.7642, root mean 

square error sqr =0.1419. On all figures the graph 
of the interpolated values is in blue, and the real 
(unprocessed) signal values are in red. 
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Fig. 1. Scheme of algorithm, computing formula (1) 
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Fig. 2. Interpolation of the spectrum by the method  

of Aizenberg when 1 spectral value is lost 
 

Fig. 3 shows the interpolation of 16 component 
of the spectrum signal s0, using built-in function 
interp1, method pchip. Values obtained for mean- 
square and absolute error were as follows: 

sqr =2.6605 и abs =14.3271.  
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Fig. 3. Interpolation of the spectrum by interp1 when one 

spectral value is lost 
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From Fig. 2, Fig. 3 and the values of the errors 
show that better results in the interpolation of a 
value obtained through the application of the meth-
od of Aizenberg. In Fig. 4 a) is presented the spec-
trum of ECG with noise, and in Fig. 4 b) - interpo-
lated spectrum for frequencies in the range [41, 42] 
where there is noise. 
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a) Spectrum with noise 

 

b) The noise is removed by interpolation 
 

Fig. 4. Interpolation of the noised spectrum by the method of 
Aizenberg when two spectral values are lost 

 
 

5. CONCLUSION 
 

The Aizenberg method gives more accurate re-
sults (less error) for the recovery of the spectrum of 
ECG signal in comparison with built-in Matlab func-
tion interp1 and interpft. For recovering the values 
in a larger interval the formula (1) can be repeatedly 

used, as kx  are taken also from the frequency of 
recovered intervals in previous figures. 

 
Note: The scientific results described in this pa-

per have been obtained on the base of financial 
support of contract No.102пд41-7 
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Abstract 

 
This study analyzed vulnerabilities in networked computer systems that are accessible from the internet. Vulnerabilities are de-

fects, bugs or misconfigurations in software that can be exploited by an attacker to compromise the confidentiality, integrity or availa-
bility of information. Vulnerabilities in networked systems are a major source of today’s information security risks, as they expose an 
organization and its assets to external threats like black-hat hackers, crackers or plain criminals. New vulnerabilities are discovered 
every day. Thus, with the development of telemedicine, hospitals that rely on dependable information systems need to frequently 
assess their exposure to these vulnerabilities in order to be able to manage their risk. Today, vulnerability management is no longer 
just a technical need, it has become a legal requirement for many medical organizations that seek to fulfill modern compliance regu-
lations and conduct business internationally. The article present the results of a recent vulnerability exposure assessment conducted 
in 32 different medical organizations. The results show the most vulnerable system types, service families and network ports. They 
further evaluated differences in the risk exposure of medical organizations with different kinds of vulnerability management practices 
such as regular automated vulnerability scans. 

 
 

1. INTRODUCTION 
 
The following analysis is based on the assess-

ment of 523 Vulnerabilities on 42 hosts in 32 medi-
cal organizations. To protect the identity of the par-
ticipating medical organizations and because the 
same standard software products like Apache web 
servers or PHP are used in all medical organiza-
tions regardless of their size, headcount or busi-
ness area we have excluded that information from 
the assessment. The purpose of the analysis is not 
to provide statistical proof for particular claims, but 
to learn from examples to help better protect all 
medical organizations’ assets. 

 
2. KEY FINDINGS: 

 

High-risk vulnerabilities make up on third (33%) 
of the total number of identified vulnerabilities.  

A large part of the analyzed medical organiza-
tions (47%) suffered from such high-risk6 vulnera-
bilities. However, 41% managed to have neither 
high nor medium-risk vulnerabilities. (Figure1) 

Medical organizations that manage their vulner-
ability exposure through regular vulnerability scans 
or security audits show a tendency of reduced risk 
exposure compared to other medical organizations.  

The most common vulnerability had an average 
CVSS severity score1 of 5.86 (at a standard devia-

                                                      
1 The Common Vulnerability Scoring System (CVSS) measures 

the relative severity of a vulnerability on a scale from 0 (low) to 10 
(high). CVSS is used by the National Vulnerability Database (NVD). 
Specification available online at http://www.first.org/cvss/ 

tion of 1.79) and is found on a web server running 
PHP behind the ports 80 or 443. 

 

  
Fig. 1: The share of hosts that suffered from high-risk  

vulnerabilities - by host type. 
 
 

3. RISK FACTORS OF VULNERABILITIES  
    BY HOST TYPE2 

 
The identified vulnerabilities were unevenly dis-

tributed among the analyzed host types. The largest 
share of high-risk vulnerabilities was found on web 
servers, followed by application and security serv-
ers. An explanation for the surprisingly high number 
of vulnerabilities on security servers, such for ex-
ample firewalls, could be the fact that many of these 
security systems are themselves based on vulnerable 

                                                      
2 The type of a server was determined by the it’s main use in the 

organization and not by its technical characteristics such as installed 
software. The main use was provided by the organization in a pre-
study questionnaire. 
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 platforms like Linux, Unix or provide user interfaces 
using insecure PHP/HTTP components. (Table 1) 

 
Table 1: The share of host types that suffered from high-, 

medium- or low risk vulnerabilities 
 

Host Type  High  Medium  Low  Tota  
Application 
server  

2% 1% 0% 1% 

Mail server  3% 1% 0% 1% 
File server  0% 0% 0% 0% 
Unspecified  32% 80% 74% 71% 
Security serv-
er  

22% 8% 12% 10% 

Web server  41% 10% 14% 16% 
Total  100% 100% 100% 100% 

 
 
4. VULNERABILITY FAMILIES  

 
PHP vulnerabilities were overall the most com-

mon, followed by those related to the Apache web 
server and SSH, SSL. When only severe vulnerabil-
ities (with a CVSS score >7) are taken into consid-
eration however, the Apache vulnerabilities are 
almost insignificant whereas PHP weaknesses 
dominate the picture. (Figure 2). The common web 
ports 80 (HTTP) and 443 (HTTPS) lead in all risk cate-
gories. Most vulnerability that were found on the stand-
ard SSL port 22 were only of low risks. (Table 2). 

 

 
 

 
Fig. 2. Up - all vulnerabilities – Down: Vulnerabilities with 

CVSS score > 7 

Table 2: Suffered from vulnerabilities with a risk factor of: 
 

Port High Medium Low Total 
21 0% 2% 0% 1% 
22 9% 8% 26% 10% 
25 0% 1% 0% 0% 
80 58% 38% 34% 44% 
110 4% 4% 5% 4% 
443 19% 21% 8% 20% 
445 1% 1% 3% 1% 
465 1% 0% 0% 0% 
587 0% 0% 0% 0% 
666 1% 6% 3% 4% 
822 5% 3% 11% 4% 
995 1% 1% 0% 1% 
3306 0% 1% 5% 1% 
3389 0% 0% 0% 0% 
4242 1% 6% 3% 4% 
7600 1% 6% 3% 4% 
8088 1% 1% 0% 1% 
19638 1% 1% 0% 1% 
Total 100% 100% 100% 100% 

 
 

5. MEDICAL ORGANIZATIONS 
 
A quarter (25%) of the analyzed medical organi-

zations were evaluating their vulnerability exposure 
on a regular basis either through security audits 
(9%), automated (16%)- or manual vulnerability 
scans (19%). Medical organizations that did not 
conduct such evaluations showed a tendency to-
wards larger numbers of high- and medium risk 
vulnerabilities on their hosts. (Figure 3). 

 

 
 
Fig. 3: Left: Medical organizations without vulnerability man-
agement activities. Right: Medical   organizations conducting 
Security audits or automated or manual vulnerability scans. 

 
Average vulnerability severity in medical organi-

zations  
A large part of the analyzed medical organiza-

tions (47%) suffered from high-risk vulnerabilities. 
However, 41% managed to have neither high nor 
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medium-risk vulnerabilities. The average severity 
score across all identified vulnerabilities was 5.86 
(with a standard deviation of 1.79). (Figure 4) (Ta-
ble 3). 

 
 

 
 
Fig. 4: Histogram of the CVSS scores of all identified  

vulnerabilities 
 
 
 

Table 3: Suffered from 1 or more vulnerabilities with a risk 
factor of 

 

Organization  High  Medium  Low  
ID001  yes  yes  no  
ID002  no  yes  no  
ID003  yes  yes  yes  
ID004  no  no  no  
ID005  no  no  no  
ID006  yes  yes  yes  
ID007  no  no  no  
ID008  no  no  no  
ID009  yes  yes  yes  
ID010  no  no  no  
ID011  yes  yes  yes  
ID012  no  no  yes  
ID013  yes  yes  yes  
ID014  no  yes  no  
ID015  yes  yes  yes  
ID016  no  yes  no  
ID017  yes  yes  no  
ID018  yes  yes  no  
ID019  yes  yes  no  
ID020  no  no  no  
ID021  yes  yes  no  
ID022  no  no  no  
ID023  no  no  no  
ID024  no  no  no  
ID025  no  no  no  
ID026  no  yes  no  
ID027  yes  yes  no  
ID028  yes  yes  no  
ID029  yes  yes  no  
ID030  no  no  no  
ID031  yes  yes  yes  
ID032  no  no  no  

 

6. CONCLUSIONS  
 

Among the participating medical organizations in 
this study, many showed a low level of vulnerability 
exposure and demonstrated that high-risk vulnera-
bilities are not inevitable. Based on their success, 
we suggest the following actions to be taken by 
organization managers and network administrators. 

 
Network administrators  

 
There are clear hot spots for vulnerabilities: Ser-

vices related to web servers are among the most 
common sources for vulnerabilities. These systems 
are worthy extra attention and should be evaluated 
more regularly by administrators and their security 
staff.  

All of the vulnerabilities identified in this study 
were found using automated vulnerability scanning 
tools that are publicly available. Administrators 
should make increasing use of the automated tools 
in order to be able to reduce their workload and 
conduct evaluations more frequently.  

 
Organization Managers  

 
Many of the found vulnerabilities had been pub-

licly known for a long time. Establish an organiza-
tional process to find and react on new vulnerabili-
ties in a timely manner.  

As medical organizations change so do their 
Medical IT systems and their exposure to vulnera-
bilities. The more dynamic a network or a system 
becomes the more frequent vulnerability exposure 
assessments should be carried out.  
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Abstract 
 
Human to machine interfaces have received more and more attention of researchers in recent years. Electrooculography (EOG) 

is a new technology to sense eye signals and can be used as an efficient bio-based human computer interface (HCI). The paper is 
concerned with the design and implementation of an eye movement detection system for biomedical research. The described system 
includes several electronic units for acquisition, conditioning, amplification and noise filtering of measured voltage signals. Analog to 
digital conversion of such biopotentials is achieved with an Arduino BT board. With its built-in Bluetooth module, it allows for wireless 
communication to personal computers for further signal processing and analysis. Experimental results based on real-life EOG sig-
nals show that the developed system is efficient in terms of accuracy and applicability. The proposed solution is a low-cost general 
purpose EOG-based HCI system that can be used by patients with disabilities for communication. 

 
 

1. INTRODUCTION 
 
Traditional methods of control or communication 

between humans and machines, e.g. mouse and 
keyboard, require a certain control motor on the 
part of the users. However, many people with se-
vere disabilities only retain their control capacity 
over the oculomotor system. Therefore, the focus 
on the development of new human computer inter-
face (HCI) and communication systems based on 
the detection of eye position has increased in the 
last years. 

Electrooculography (EOG) is a new technology 
of recording both horizontal and vertical eye move-
ments, by measuring, in real time, very small elec-
trical potentials that exist across the cornea and the 
retina. Such signals are easily detected by placing 
electrodes on user’s forehead around the eyes. 
Also, the relationship between EOG waveforms and 
eye movements is almost linear. 

EOG based HCI is becoming the hotspot of bio-
based HCI research in recent years, since it pro-
vides users with a degree of independence in the 
environment. This method was used as the guid-
ance strategy in assistive devices for controlling 
wheelchairs for disabled people [1]. It also repre-
sents an efficient computer interface to improve 
communication abilities of those patients [2, 3, 6]. 
EOG has also been used as a measurement device 
used in psychophysiological tests as research 
equipment for recording facial expressions during 
human emotion studies [4]. Furthermore, applica-

tions can be extended to normal persons as well, in 
robotics and entertainment. 

As a contribution in this area of biomedical re-
search, we present a general purpose EOG based 
HCI system for online control. The proposed ap-
proach includes several electronic modules for ac-
quiring and filtering EOG waveforms, generated 
from different eye movements such as looking 
up/down, right/left and eye blinking. The system 
also provides wireless data transmission to a per-
sonal computer (PC) for further signal processing 
and analysis. 

The paper is organized as follows: Section 2 in-
troduces the fundamental principles of detecting 
and acquiring EOG signals. Section 3 describes the 
design of the proposed HCI system in detail. Exper-
imental results of several eye movements and blink-
ing are illustrated in Section 4 and the conclusion is 
given in Section 5. 

 
 

2. EOG DETECTION PRINCIPLES 
 
EOG is a method for sensing eye movement 

and is based on recording the standing corneal-
retinal potential arising from hyperpolarizations and 
depolarizations existing between the cornea and 
the retina [1]. Such biopotential, commonly known 
as an electrooculogram, is captured by five surface 
electrodes placed around the eyes, as shown in 
Figure 1. 
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Fig. 1. Electrodes placement [2, 5] 

 
Independent measurements can be obtained: 

two electrodes are placed on the temples to detect 
horizontal movements, while another pair above 
and below the eye is used to detect vertical motion 
and eye blinking. A reference electrode (ground) is 
placed on the forehead or at the mastoid [6]. 

The corneal-retinal potential is roughly aligned 
with the optic axis and hence rotates with the direc-
tion of gaze. When the gaze is shifted, positive or 
negative pulses will be generated when the eyes 
are rolling, e.g. upward or downward. The ampli-
tude of EOG pulses will be increased with the in-
crement of rolling angle, and their width is propor-
tional to the duration of the eyeball rolling process. 

EOG values vary from tens to hundreds of 
V, with a frequency range of about DC-100 Hz. 
The EOG signal changes approximately 20 V for 
each degree of eye movement and is practically 
linear for gaze angles up to 30º [1]. Therefore, with 
proper calibration, EOG can be used to accurately 
specify the angular position of the eyeball in both 
vertical and horizontal channels. 

 
 

3. HCI SYSTEM DESIGN 
 
The block diagram of the proposed HCI system 

is shown in Figure 2. The system is microcontroller 
(C) based, battery powered, and is composed of 
four main parts or units: signal pre-amplification, 
signal filtering, analog to digital conversion (ADC) 
and data transmission to PC. 

 

 
 

Fig. 2. EOG based HCI system block diagram 

Five Ag/AgCl electrodes (two for each channel 
and one for ground) are used to acquire EOG sig-
nals. The pre-amplification circuit is intended to 
amplify the signals to appropriate amplitude. The 
EOG signal filtering unit includes a band-pass ana-
log filter (a combination of high-pass and low-pass 
filter) to remove the baseline and higher frequency 
interference. The total gain of the system is 
achieved by implementing signal amplification into 
two stages, each having a fixed gain. Analog to 
digital conversion is then performed, and horizontal 
and vertical EOG signals are finally transmitted to 
the PC serial port over Bluetooth wireless technolo-
gy. Free open source is used to program the micro-
controller and display EOG waveforms in real-time. 
 
3.1. Power Supply 

 
The whole circuit is operated from a single +5 V 

power supply, by using a 7805 voltage regulator. 
The chip ICL7660 was used to perform supply volt-
age conversion, resulting in complementary output 
voltage –5 V. The circuit has been powered with a 
simple +9 V battery. 

 
3.2. Pre-amplification 

 
According to the characteristics of EOG signals, 

the differential amplifier chip INA126P was selected 
for the acquisition and pre-amplification step, as it 
can handle EOG signals in V range. The INA126P 
is a precision instrumentation amplifier for accurate, 
low noise differential signal acquisition. The gain of 
the INA126P is set by simply adjusting the value of 
a single external resistor RG: 

 
                    G1 = 5 + (80 k/ RG)             (1) 
 
A protection system in the form of an RC low-

pass filter was also implemented at the INA126P’s 
inputs, in order to remove electro-static discharge 
and radio frequency interference [2]. 

 
3.3. Reference Electrode 

 
To improve the INA126P’s common mode rejec-

tion ratio (~94 dB), a driven-right leg circuit was 
implemented. Here, a low-noise high-precision 
OPA2227 dual amplifier was used. This circuit 
reads what it believes to be noise and transfers a 
minute signal back to the body through reference 
electrode to negate its effect. This technique is 
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normally used in medical operations when reading 
a very small electrical potential from the body. 

 
3.4. Signal Filtering 

 
A critical issue in accurately acquiring and ampli-

fying the EOG potential, is overcoming a substantial 
DC offset generated by the potential difference 
between the reference electrode and each of the 
active electrodes. For reducing DC offset and some 
other shifting resting potentials, an active high-pass 
filter is employed with cutoff frequency at 0.20 Hz. 
Once DC component is removed, an OPA227 am-
plifier circuit is designed to complement the entire 
magnification required. The formula for gain de-
pends on two resistors RA and RB: 

 
                      G2 = 1 + (RB/ RA)             (2) 
 
The power line noise and high frequency com-

ponents of EOG signals are then greatly reduced 
with low-pass filtering. A cutoff at 32 Hz was select-
ed due to bandwidth of EOG signals. A single 
OPA4227 was used to implement both 4th order 
Bessel filters. 

 
3.5. Data Acquisition 

 
After all amplifications and filtrations, EOG sig-

nals are digitized and transferred to PC. Analog to 
digital conversion with 10 bits of resolution is done 
using a microcontroller board Arduino BT [7]. Since 
it supports wireless serial communication over Blue-
tooth, software was written in Processing [8] to read 
incoming data from the PC serial port and display 
the measured signals on the screen saved real-
time. 

 
 

4. EXPERIMENTAL RESULTS 
 
In building the whole circuit, number of compo-

nents was tried and final component selection was 
based on optimal performance. Therefore, the two-
stage signal amplification was implemented by us-
ing RG = 806 RA = 994  and RB = 55.8 k. 
From equations 1 and 2, G1 = 104 andG2 = 57. 
Thus, for each EOG channel, the total gain of the 
system was set to G = G1*G2 = 5928. Some exam-
ples of EOG waveforms acquired from horizontal 
and vertical eye movements and eye blinking are 
shown in Figure 3. 

 

 

 

 

 
 

Fig. 3. EOG waveforms. From top to bottom: Center–RIGHT, 
Center–RIGHT–LEFT, Center–UP, Center–UP–DOWN  

and eye blinking 
 
All signals were sampled at 100 Hz (10 ms per 

sample), which rightly follows the Nyquist rate. Ex-
periments with higher sampling frequency (500 Hz 
and 1 kHz) were also performed. In all cases, simi-
lar results were obtained. 

 
 

5. CONCLUSION 
 
A general purpose EOG based HCI system for 

eye movement detection was presented. With a 
simple design, the system is C-based, battery 
powered and supports wireless data transmission to 
PC. The results show that the proposed system has 
stable performance and can be used as an effective 
low-cost solution for online control applications. 

 



CEMA’10 conference, Athens 135

References 
 

[1] R. Barea, L. Boquete, M. Mazo, and E. López, System 
for Assisted Mobility Using Eye Movements Based on 
Electrooculography, IEEE Trans. on Neural Systems and 
Rehabilitation Engineering, 10(4), 209-218 (2002).  

[2] A.Q. Malik, and J. Ahmad, Retina Based Mouse Control 
(RBMC), World Academy of Science, Engineering and 
Technology, 31, 318-322 (2007). 

[3] B. Usakli, S. Gurkan, F. Aloise, G. Vecchiato and F. 
Babiloni, On the Use of Electrooculogram for Efficient 
Human Computer Interfaces, Computational Intelligence 
and Neuroscience, Vol. 2010, Article ID 135629, 5 pages 
(2010). 

[4] A.T. Vehkaoja et al., Wireless Head Cap for EOG and 
Facial EMG Measurements, Conf Proc. IEEE Eng Med 
Biol Soc, 5865-5868 (2005). 

[5] Y. Chen, “Design and evaluation of a human-computer 
interface based on electrooculography”, Master Thesis 
(2003) unpublished. 

[6] Zhao Lv, Xiao-Pei Wu, Mi Li and De-Xiang Zhang, De-
velopment of a human computer Interface system using 
EOG, Health, 1, 39-46 (2009). 

[7] Arduino – http://arduino.cc/ 

[8] Processing – http://processing.org/ 

 



 XIV 

 
 
 
 
 

AUTHOR INDEX 
 
 
 
 

AMPILOVA, N. 78 
ANTONOVA, V. 31 
BARBAROSOU, M. 85 
BERŠKIENĖ, K. 93 
BIKULCIENE, L. 89 
BOULTADAKIS, G. 13 
CARVALHO, C. 31 

CHAZIACHMETOVAS, A. 39,47 
CHRISTOPOULOU, M. 82 
CITAVICIUS, A. 47 
DEMIREV, V. 22,25 
DIMITROV, D. 31 
DIMITROVA, TZ. 120,124,128 
DRAGANOV, I. 65 
DUMBRAVA, V. 39,43 
ESCUDEIRO, N. 35 
ESCUDEIRO, P. 35 

FRANGOS, P. V. 5,13 
GEORGIEVA, V. 108,112 
GUREVICH, E. 78 
GRIGORATOU, E. 13  
HRISTAKIS, H. 13 
HRISTOV, V. 50 
ILIEVA, R. 97,101 
JARUŠEVIČIUS, G. 93 
JORDANOVA, L. 120 
KALLITSIS, E. 13 
KARAKASILIOTIS, A. 13 
KARANASIOU, I. 82 
KASIMKHANOVA, R. N.  5 
KITOV, S. 43 
KLIROS, G. S. 1 

KOLEV, S. 29 
KOUNTCHEV, R. 54,58 
KOUNTCHEVA, R. 54 
MANOLOVA, A. 69 
MARATOS, N. 85 
MARTINS, M. J. 19 
MILEV, D. 116 
MIRONOV, R. 58 
NAVICKAS, Z. 89,93 
NIKITA, K. 82 
NIKOLOVA, M. 124 
OLIVEIRA, J. 132 
PAPAGEORGIOU, K. A. 1 
POPOVA, A. 65 
RODRIGUES, J. F. 19 
SANTOS, F. 132 
SAUTBEKOV, S. S.  5 
SAVOV, S. 104 
SHTARBOVA, S. 112 
ŠMIDTAITĖ, R. 89 

SOLOVIEV, I. 78 
SPIROV, R. 73 
STERGIANNIS, E. 13 
SVILAINIS, L. 39,43,47 
TSEREMOGLOU, I. 13 
UZUNOGLU, N. 82 

VAGIANOU, A. 13 
VAINORAS, A. 89,93 
VALCHEV, D. 62 
VASILEVA, V. Y. 9 
VINHAIS, C. 132 

 

 


