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Dear Colleagues, 
 

It is our privilege to thank all of you for your contributions submitted at 7th regular Interna-
tional Conference on ‘Communication, Electromagnetic and Medical Applications’ CEMA’12. This 
is a conference which should help future collaboration in the area of engineering, especially   in the 
area of communication technologies and medical applications. This is an important scientific event 
not only in Balkan region, but in Europe, also. The International Conference on Communication, 
Electromagnetism and Medical Applications CEMA’12 is dedicated to all essential aspects of the 
development of global information and communication technologies, and their impact in medi-
cine, as well. The objective of Conference is to bring together lecturers, researchers and practitio-
ners from different countries, working on the field of communication, electromagnetism, medical 
applications and computer simulation of electromagnetic field, in order to exchange information 
and bring new contribution to this important field of engineering design and application in medi-
cine. The Conference will bring you the latest ideas and development of the tools for the above 
mentioned scientific areas directly from their inventors. The objective of the Conference is also to 
bring together the academic community, researchers and practitioners working in the field of 
Communication, Electromagnetic and Medical Applications, not only from all over Europe, but  
also from America and Asia,  in order to exchange information and present new scientific and 
technical contributions. Many well known scientists took part in conference preparation as mem-
bers of International Scientific Committee or/and as reviewers of submitted papers. I would like to 
thank all of them for their efforts, for their suggestions and advices.  

 
On behalf of the International Scientific Committee, we would like to wish you successful 

presentations of your papers, successful discussions and new collaborations for your future scien-
tific investigations. Engineering and medicine should provide high level of living for all people. 
 
 

P. Frangos 
Conference Chairman 
 
D. Dimitrov 
Conference Vice Chairman 
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Abstract 
 
This paper provides a comprehensive investigation of the performance and practical implementation issues of two coding schemes, 
employing Turbo Codes and low-density parity-check (LDPC) codes, over vehicular ad-hoc networks based on IEEE 802.11p speci-
fications. Using simulation authors present the results of an evaluation of system performance for the two different coding schemes. 
We concentrate our evaluation on two different environments Rayleigh Fading and Weibull Fading. BER (Bit Error Rate) and SNR 
(Signal to Noise Ratio) values for BPSK modulation are examined and tested. 

 
 

1. INTRODUCTION  
 
Effective use of an Intelligent Transportation 

System (ITS) cannot only improve vehicular safety 
but also enhance the efficiency of current transport 
systems and driving comfort. Dedicated short-range 
communications (DSRC) system is a critical com-
ponent of ITS for the future transport telematic ser-
vices. This demand leads to wireless access for 
vehicular environments (WAVE), which is also regu-
lated by the IEEE 802.11p standard [1]. In Ameri-
can Society for Testing and Materials (ASTM) 
2213-03 standard, IEEE 802.11 and 802.11a are 
modified as a medium access control (MAC) and 
physical layer (PHY) specifications, respectively, for 
the DSRC system. In 1949, Claude Shannon de-
veloped a result that has become one of the fun-
damental theorems of coding theory. In his analysis 
he quantified the maximum theoretical capacity for 
a communications channel, the Shannon limit, and 
indicated that error-correcting channel codes must 
exist that allowed this maximum capacity to be 
achieved. In [2] Irving Reed and Gus Solomon pub-
lished a paper which describes a new class of error-
correcting codes that are now called Reed-Solomon 
(RS) codes. RS codes are the most popular class of 
block codes. In today's systems, convolutional 
codes are the most widely used channel codes. 
They owe their popularity to good performance and 
flexibility to achieve different coding rates. Block 
codes are different from convolutional codes in the 
sense that the code has a definite code word length 
n, instead of a variable code word length. In 1993 

Berrou, Glavieux and Thitimajshima [3] proposed “a 
new class of convolution codes called turbo codes 
whose performance in terms of Bit Error Rate 
(BER) are close to the Shannon limit”. IEEE 
802.11p Physical Layer (PHY) standard intends to 
support road transport, traffic applications and pub-
lic safety over roadside and high-speed mobile 
units, or between high-speed vehicles. Researches 
have shown that multiple propagation paths or mul-
tipaths have both slow and fast aspects. The re-
ceived signal for narrowband excitation is found to 
exhibit three scales of spatial variation such as Fast 
Fading, Slow Fading and Range Dependence. 
Moreover temporal variation and polarization mixing 
can be present.  

This paper provides a comprehensive investiga-
tion of the performance for two different coding 
schemes (LDPC codes and Turbo codes), over 
vehicular ad-hoc networks for Rayleigh and Weibull 
fading channels. 

 
2. LDPC CODES VS TURBO CODES 

 
In information theory, Low-Density Parity-check 

codes [4] are a sub-class of linear error correcting 
coding schemes, which are methods of transmitting 
messages over noisy transmission channels. LDPC 
codes can be described as the null space of a 
sparse 0,1 check matrix as well as by a bipartite 

graph, Tanner graph, which represents the rows 
and columns of the parity-check matrix. A generic 
LDPC decoder architecture is shown in Figure 1. It 
comprises Ku shared variable nodes units (VNUs), 
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mailto:3nuzu@cc.ece.ntua.gr


2   CEMA’12 conference, Athens, Greece 

Kc shared check variable nodes units (VNUs), Kc 
shared check nodes units (CNUs) and a shared 
memory fabric used to communicate messages 
between VNUs and CNUs. The computing opera-
tions taking place in each iteration are part of the 
min-sum decoding algorithm, while is a type of it-
erative message-passing decoding, also proposed 
as an approximation to the belief propagation (BP) 
algorithm. It is also referred to as the BP-based 
algorithm. The min-sum algorithm is a soft-decision, 
iterative algorithm for decoding binary-LDPC codes 
and is commonly used due to its simplicity and 
good BER performance. During the process, each 
decoding iteration consists of updating and transfer-
ring extrinsic messages between neighboring vari-
able nodes and check nodes.  

 

 
Figure 1. Generic LDPC decoder  

 

A Turbo encoder [5] consists of two (or more) 
systematic block codes (Fig. 2). In a simplified Tur-
bo encoder, there are two convolutional encoders in 
parallel. The interleaver is a key component of a 
Turbo encoder that guarantees excellent bit error 
rate and frame error rate performances.  

A key development in Turbo codes is the itera-
tive decoding algorithm. In the iterative decoding 
algorithm, decoders for each constituent encoder 
take turns operating on the received data. Each 
decoder produces an estimate of the probabilities of 
the transmitted symbols. The decoders are thus soft 
output decoders. Probabilities of the symbols from 
one decoder, known as extrinsic probabilities, are 
passed to the other decoder (in the symbol order 
appropriate for the decoder), where they are used 
as prior probabilities. The decoding algorithm thus 
passes probabilities back and forth between the two 
decoders, with each one combining the evidence it 
receives from the incoming prior probabilities with 
the parity information provided by the code. After a 
number of iterations, the decoding process conver-
ges to an estimate of the transmitted codeword. 

The algorithm most commonly used for soft-de-
cision decoding is the maximum a-posteriori proba-

bility (MAP) algorithm, also commonly known as the 
BCJR algorithm 

 

 

Figure 2. Block diagram of Turbo encoder  

 
3. FADING TYPES FOR V2X COMMUNICATIONS 

 
One of the most important problems that ap-

pears in vehicular communications is the multipath 
fading. This effect is causing a fluctuation in the 
received signal. To reduce or solve this problem we 
need to be able to predict this fading effect. There 
are two channel models for V2X communications 
that can be found in the literature in order to de-
scribe the multipath fading. The first propagation 
model [6] is proposed in the IEEE draft standard [7] 
and the distribution functions which can be used for 
modelling and designing it are either Rice or 
Rayleigh, with Doppler influence. The second 
model, presented in [8], takes into account two 
particularities of the mobile-to-mobile propagation 
channel : the inter-tap correlation and the nonsta-
tionarity modeled by a first order two-state Markov 
chain. In addition, the tap amplitudes are Weibull 
distributed. In the next paragraphs we introduce 
Rayleigh and Weibull distribution functions which 
can be used for describing the multipath fading. 

 
3.1. Weibull distribution 

 
The primary advantage of Weibull analysis is the 

ability to provide reasonably accurate failure analy-
sis and failure forecasts with extremely small sam-
ples. Another advantage of Weibull analysis is that 
it provides a simple and useful graphical plot of the 
failure data. The Weibull distribution is often used to 
model the time until failure of many different physi-
cals systems. The Probability Density Function 
(PDF) and the Cumulative Distribution Function 
(CDF) of Weibull is:  
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where k > 0 is the shape parameter and λ > 0 is the 
scale parameter of the distribution. The Weibull 
shape parameter can take values between 0 and 
 . For k=1 the Weibull distribution is identical to 
the exponential distribution, while for k=2 the Wei-
bull distribution is identical to the Rayleigh distribu-
tion.  

 

3.2. Rayleigh distribution 
 
The Rayleigh distribution is a special case of the 

Weibull distribution and is often observed when the 
overall magnitude of a vector is related to its direc-
tional components. This distribution represents the 
worst fading case because we do not consider to 
have Line-of-Sight (LOS). The power is exponen-
tially distributed. The phase is uniformly distributed 
and independent from the amplitude. The PDF and 
the CDF for the Rayleigh distribution is:  

2

2 2

x x
PDF( x ) exp

2 
  , 

2

2

x

2CDF( x ) 1 e 


   

 

where: x is the received signal envelope voltage,  
is the rms value of received voltage before enve-

lope detection, 2 is the time average power of re-
ceived signal before envelope detection. 

 
4. SIMULATION RESULTS 

 
In order to evaluate the coding options pre-

sented in the previous sections a full system model 
of 802.11p PHY was implemented in Matlab – 
Simulink, employing LDPC code and Turbo code. 
We have estimated Bit Error Rate (BER) versus 
Signal-to-Noise Ratio (Eb/No). For the performance 
evaluation of the Turbo codes we use a recursive 
systematic convolutional code with constraint length 
K=3 and specific frame size. The model generates 
Turbo code, and decodes the code iteratively (10 
iterations) using MAP detectors.  

Log-Domain [9] technique was used for the de-
coding of LDPC codes. The comparison was per-
formed for BSPK modulation and the relative ve-
hicular velocity was 50 km/h. The distance which 
the measurements took place was 200m for the 
path between transmitter and receiver. For the 
Weibull fading according authors at [8] the shape 
factor was found 3.95 for small cities. We assumed 
400 ns RMS delay spread. The Doppler spread was 
found 268 Hz. The rate of both codes is R = 1/2. 
Figure 3 shows the performance of Turbo codes 
and the LDPC codes for Rayleigh fading channel 

with iterations one and ten respectively. Figure 4 
shows the performance in Weibull path. Our simula-
tion results for Rayleigh environment have shown 
that with LDPC scheme the performance was 
slightly better than the Turbo coding chain espe-
cially in the range between 0.5 to 3 dB. After that 
the two coding schemes performs equal. Regarding 
the second case over Weibull fading channel, our 
results have shown that performance obtained by 
LDPC coding is better than the Turbo coding by 0.5 
dB in the 1st and the same in the 10th iteration.  
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Figure 3. Simulation results for Rayleigh fading  
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Figure 4. Simulation results for Weibull fading  

 
5. CONCLUSION 

 
This article presents the performance evaluation 

results of a comparative study for IEEE 802.11p 
PHY employing two different coding schemes, 
LDPC coding and Turbo coding. From the obtained 
simulation results, the BER vs SNR for BPSK 
modulation scheme in Rayleigh fading channel and 
in Weibull fading channel is calculated. In our eva-
luation, we have explored Turbo codes and LDPC 
codes and we came to the conclusion that LDPC 
codes tend to outperform the other coding scheme 

http://en.wikipedia.org/wiki/Scale_parameter
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especially in low and middle Eb/No values. The re-
sults presented in this paper show that in difficult 
environmental cases both codes achieved signifi-
cant improvement in our propagation conditions.  
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Abstract 
 

Traditional haemodialysis treatment for renal patients is known to be a suboptimal approach, although the only one tested and prov-
en in the absence of transplantation options. We present the data management and analysis aspects of a design for an ICT-enabled 
wearable renal support device, offering personalized care to patients outside a hospital setting. The device features real-time func-
tional adaptation based on sensor readings. It is supported by a mobile application as well as a clinical-back-end application; all of 
them communicating wirelessly to exchange control signals and patient data. 

 
 

1. INTRODUCTION 
 
NEPHRON+ will provide a major leap forward in 

Renal Care. It aims at a next generation, integrated 
solution for personalized treatment and manage-
ment of patients with chronic renal failure. It presents 
an ideal solution for continuous dialysis outside the 
hospital offering better blood clearance, while pa-
tients can stay mobile and active in social and eco-
nomic life. It relies on an ICT-enabled wearable artifi-
cial kidney for on-body blood purification [1]. 

 
2. THE SYSTEM 

 
NEPHRON+ is based on realizing that the clear-

ance rate of haemodialysis could be improved dras-
tically if the dialysis operation can be performed 
continuously and matched to individual conditions 
and context. Continuous dialysis driven by monitor-
ing and adjustment of the treatment is necessary, 
so that blood parameters constantly remain within 
normal ranges – thus, avoiding large peaks and ra-
pid falls. This improved treatment results in impro-
ved well-being and quality of life of the patient and 
reduces the relative burden and costs imposed on 
the medical care system. A high-level view of the 
system is shown in Figure 1. 

The project makes use of innovative ICT tech-
nologies, new micro-sensor principles and nanofilt-
ration materials, medical knowledge in embedded 
and remotely operated analysis algorithms, safe 
low-power wireless connections and well-accepted 

consumer devices such as blood pressure devices, 
with a purpose to build a system that offers con-
trolled and personalized renal treatment outside a 
clinical setting. 

 
The NEPHRON+ system consists of: 

1. A Wearable Artificial Kidney Device (WAKD) for 
real-time treatment adaptation, accurate mo-
nitoring and purification of blood, enabled by a 
smart configuration of available and newly de-
veloped ICT components including: 

- Multiparametric monitoring via a set of bio-
micro-nanosensors embedded in the device 
to measure potassium, sodium, urea, blood 
pressure and temperature; 

- An artificial nanofiltration component, provi-
ding sophisticated blood purification based 
on nanofiltration, which removes not only 
the small molecule toxins (salts, urea) as in 
traditional haemodialysis but also the mid-
dle molecules (such as β2-microglobulin) 
and the protein bound toxins; 

- Embedded software for data fusion and 
adaptive control; 

- Secure low-power wireless connectivity. 
2. Wearable on-body sensors, including ECG/ 

blood pressure/ body posture & activity ones. 
3. A personal renal-care application for the patient, 

to be used in a mobile device (such as a 
smartphone or a tablet PC). 

4. A clinical back-end renal care application that 
supports clinical personnel to remotely monitor 
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and reconfigure treatment based on receiving 
patient data at constant intervals throughout 
each day. 
 

 

Figure 1: High level view of NEPHRON+ system 
 

3. WAKD 
 
The various sensors integrated within the WAKD 

perform measurements and produce the infor-
mation on which the system's concepts and opera-
tion are based. The collected data is transferred to 
the WAKD control unit where the autonomous 
WAKD embedded software controls the dialysis 
process [2]. The computed values, which are ex-
tracted from the data, are used for the adaptive 
control of the device's function. Especially the pri-
mary function of the WAKD device, i.e. the filtration 
of blood, is adapted according to actual measure-
ments. If certain predefined patterns are observed in 
the acquired data, notifications and alarms towards 
the patient and treating physician are triggered; or 
advice is displayed on the available screens, to 
initialize manual corrective measurements. 

 
4. SMARTPHONE APPLICATION 

 
The Smartphone/Mobile application will enable 

the patient, through a friendly User Interface (UI) to 
interact with the WAKD as well as provide infor-
mation and feedback to the Clinical Back-end. More 
specifically, the patient will be able to receive infor-
mation regarding the status of his/her disease, to 
safely control some functionality of the device (e.g. 
ultrafiltration rate etc.), to answer various question-
naires in order to provide input for his/her condition, 
as well as to receive alarms and reminders for re-
markable variations of his/her measurements and 
upcoming events respectively. The UI takes care of 
plotting diagrams and visualizing information over-

all, but does not perform any data transformations. 
For instance, if a histogram is to be produced, value 
frequencies are calculated by the main application, 
and produced data is sent to the UI – which then 
draws diagrams and shows them to the user. 
 
5. CLINICAL BACK-END 

 
The main idea behind the clinical backend infra-

structure is to be realized as a centralized horizon-
tal platform on which relevant applications (vertical 
features) and functionalities will be implemented. 
This part of the system will allow the management 
of patients with renal disease, which includes: wire-
less retrieval of data produced by NEPHRON+ sen-
sors and stored in the NEPHRON+ device; their 
analysis and monitoring as well as processing of 
the patient data for the decision making procedure 
on the various stages of the disease; the appropri-
ate reconfiguration of the NEPHRON+ recognition 
of alarm situations and to adapt the treatment ac-
cordingly; to organize tasks of the various specific 
roles of clinicians within the workflow; or to manage 
medications and refills. 

 
6. COMMUNICATIONS 

 
NEPHRON+ is a complicated system combining 

components of different nature and scope. Thus in 
order to connect these various types of components 
a wide variety of protocols for guaranteeing stable, 
secure (e.g., HTTPS, SSL etc.) and reliable (e.g., 
SLIP) connections are applied. An overview of the 
various communication routes and the wireless 
technology employed is illustrated in Figure 2. 

 
6.1. WAKD Physical Communications 

 
The device will be wirelessly connected to sev-

eral external devices, via two types of wireless 
technologies: 
1. Standard Bluetooth technology will provide con-

nection to Mobile Communication device/ Smart 
Phone, as WAKD device control and monitoring 
facility. Two Bluetooth Profiles will be considered 
for this purpose.  

2. Bluetooth Low Energy technology will provide 
connection to On Body Sensor Device. The 
most significant available profile will be used for 
this purpose. 
In order to keep the system as modular as pos-

sible on the hardware level as well as on the soft-
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ware level, a specific board that handles both wire-
less technologies will be provided, its named in the 
rest of the document as the Communication Board. 
This will abstract different communication protocols 
for the rest of the system. The wireless communica-
tion will be fully transparent for the WAKD on the 
Data/Application level. 

 

 

Figure 2: Supported communication routes with WAKD 

 
6.2. Message Structure 

 
The messages exchanged between the various 

parts of the system are composed of two main 
parts: 1) The Header that contains descriptive in-
formation on the scope of the sender of the mes-
sage and 2) the payload that maintains the actual 
data. All the messages are transmitted in a binary 
format and their translation is performed internally 
in each application. As it was mentioned above, the 
communication between the WAKD and the Smart-
phone is done via Bluetooth and the communication 
between the Smartphone and the Back-end by 
using SOAP web services, however, the structure 
described is used by all sides. 

The Header is a six bytes structure and it is di-
vided in five fields: 
1. recipiendId: One byte field that indicates the 

destination of the packet. The possible destina-
tions of the packets are either the Smartphone 
or the Back-end. 

2. msgSize: Two-byte field which indicates the size 
of the packet. The scope of this field is to recog-
nize the where the packet ends. 

3. dataId: One-byte field indicating the type of the 
message exchanged. The possible types of 
packets will be mentioned later in this section. 

4. msgCount: One-byte field indicating the number 
of messages sent. 

5. issuedBy: One-byte filed indicating the source of 
the message. 

The Payload part differs based on the command 
given and its size is defined by the msgSize field of 
the header. 

The type of messages that could be exchanged 
between the WAKD and the rest of the NEPHRON+ 
system are the following: 
1. Send an alarm/notification from the WAKD to the 

Smartphone application or the Back-end appli-
cation.  

2. Request from the Smartphone for the current 
configuration parameters from the WAKD. 

3. Trigger WAKD state change.  
4. Request WAKD state.  
5. WAKD sends current status to the Smartphone.  
6. Configuration of WAKD parameters (e.g. patient 

profile, thresholds).  
7. WAKD sends the measurements’ values to the 

WAKD 
Each of these types of commands is character-

ized from a different ID found in the dataID field of 
the header file in order for the receiver to recognize 
the command and read the data of the packet. 

 
7. CONCLUSIONS 

 
The NEPHRON+ is an innovating project aiming 

to bring new ways of treatment in Renal Care. By 
combining clever self-adjusting algorithms, sensing 
technologies, as well as the latest trends in applica-
tion development presents a solution for reducing 
treatment costs and improving the quality of pa-
tients’ life. The project, which is in its third year, has 
completed the first phase of integration and system 
development and it is now on preparations for the 
initial trials in animals.   
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Abstract 

 
Vehicle-to-Grid (V2G) technology can be used to interconnect electric or plug in hybrid vehicles with the power grid by either deliver-
ing electricity and level peak demands or by throttling their charging rate. Two types of wireless communications are required to a 
V2G system. The communications between the Aggregator, an intermediate entity, and the Control Center which will be realized 
through IEEE 802.16-2004 (802.16d) and between Aggregator and the Electric Vehicles which will be realized through vehicular 
communications (IEEE 802.11p). In this paper the two wireless communication protocols, needed for the V2G system to operate, are 
presented and evaluated, taking into consideration the energy consumption. 

 
 

1. INTRODUCTION 
 
V2G concept is based on the fact that most ve-

hicles are parked an average of 95 percent of their 
time, so their batteries could be used to let electric-
ity flow from the vehicles to the power lines and 
back. The introduction of V2G concept has been 
the subject of several publications [1], [2]. Εlectric 
vehicles can be connected to the electric network 
either in the residences of their holders, either in 
public spaces such as underground parking stati-
ons, airports, commercial centers etc., participating 
this way in power market and more specifically, 
depending their contract, to the peak power, ancil-
lary services and regulation power market.  

IEEE 802.16-2004 (802.16d)  WiMAX [3] allows 
for an efficient use of bandwidth in a wide frequency 
range and can be used as a last mile solution for 
broadband internet access. IEEE 802.11p standard 
is being considered as a promising wireless tech-
nology for enhancing transportation safety and pro-
vides safety related services like collision avoidance 
and emergency breaking.  

The main contribution from this paper is the en-
ergy consumption analysis and evaluation of IEEE 
802.11p for the communication between the Aggre-
gator and the EVs. and WiMAX for the communica-
tion link between Control Center to Aggregator. 

 

2. V2G ARCHITECTURE DESIGN 
 

The V2G concept operates when a vehicle is 
parked, plugged in to the electricity grid and acces-

ses a broadband connection. The V2G wireless 
communications architecture is shown in Fig. 1. 

 

Figure 1. V2G Wireless Communication Architecture 

 
The real time information is exchanged among 

the Control Centre, the Aggregator and vehicles, 
and the security requirements consist of source au-
thentication, message integrity, replay attack resis-
tance, and privacy protection. The V2G communi-
cation have the crucial requirements of fast authen-
tication and encryption/ decryption, high bandwidth, 
low latency, interoperability, high reliability and ac-
curacy and non-restrictive distance limits [4]. 
 
3. WIRELESS PROTOCOLS 

 
The IEEE 802.16 standard was firstly designed 

to address communications with direct visibility in 
the frequency band from 10 to 66 GHz. The last re-
vision of this specification is better known as IEEE 
802.16-2004. The WiMAX standard defines the air 
interface for the IEEE 802.16-2004 specification 
working in the frequency band 2-11 GHz. IEEE 

mailto:gkiokes@iccs.gr
mailto:eriettaz@power.ece.ntua.gr
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802.11p standard is being considered as a promis-
ing wireless technology for enhancing transporta-
tion safety and provides safety related services like 
collision avoidance and emergency breaking. At 
first this includes data exchange between high-
speed vehicles and between the vehicles and the 
roadside infrastructure in the licensed ITS band of 
5.9 GHz.  

 

Figure 2. V2G IEEE 802.11p Communication scheme 

 
4. ENERGY CONSUMPTION 

 
The global Information and Communication 

Technology (ICT) industry is a fast growing con-
tributor to the world wide greenhouse gas emis-
sions, currently it has a footprint of about 2%. More 
importantly, this number is expected to grow drasti-
cally in the coming years. According authors at [5] 
the energy consumption of terminals is negligible 
with respect to the energy consumptions of the net-
works. Consequently, this study is focused on the 
base stations since the terminals in vehicular com-
munications are placed in vehicles and powered 
from their batteries.  

The power consumption of the entire base sta-
tion in Watt will be: 

 

 el tor EL AMP EL TRANS EL PROC EL RECT

EL MICRO EL AIRCO

P n P P P P

P P

    

 

sec / / / /

/ /
                                       (1)

 

with 
sec tor

n the number of sectors in the cell, 

/EL AMPP the power consumption of the power ampli-

fier, /EL TRANSP the power consumption of the trans-

ceiver responsible for receiving and sending of 

signals to the terminals stations),
 /EL PROCP  the po-

wer consumption of the digital signal processing 
responsible for system processing and coding, 

 
/EL RECTP  the power consumption of the rectifier, 

/EL MICROP the power consumption of the microwave 

link responsible for communication with the back-

haul network, /EL AIRCOP the power consumption of 

the air conditioning. 

The values of the WiMAX and IEEE 80211.p ba-
se station equipment can be found in Table 1. The-
se values are retrieved from data sheets of various 
manufacturers of network equipment.  

 

Table 1. Power consumption for the equipment  
of the base station 

Equipment IEEE 802.16d  IEEE 802.11p 

Power Amplifier 100 W 80 W 

Transceiver 100 W 45 W 

Digital signal processing 380 W 300 W 

Rectifier 80 W 80 W 

Microwave link 90 W 70 W 

Air conditioning 600 W 400 W 

 
4.1. Range calculation 

 
The next step for the determination of energy 

consumption of the wireless access technologies is 
to set up a link budget in order to relate the power 
consumption with the maximum wireless range of 
the base station. A link budget is the accounting of 
all of the gains and losses from the transmitter, 
through the medium (free space, cable, waveguide, 
fiber, etc.) to the receiver in a telecommunication 
system. Firstly, there is a need to calculate the ma-
ximum path loss PLmax (in dB) to which a transmit-
ted signal can be subjected while still being detect-
able at the receiver. To determine the maximum 
path loss (PLmax) the parameters of [3],[6] were ta-
ken under consideration. Once the maximum path 
loss PLmax is known, the range in metres by using a 
path loss model can be determined 

Firstly, a path loss PLmed function for WIMAX Er-
ceg C model and in continuation for 802.11p model 
is given. For a given close-in reference distance d0, 

the median path loss (PL in dB) is given by the 
following equation  

       
MED

d
PL A log s

d
  

10

0

10   for d>d0        (2)  

where A = 20log10(4πd0/λ), (λ is being the wave-

length in m), γ is the path-loss exponent with 

b bγ= (a-b h +c/h ) for hb between 10m and 80m (hb 

is the  height  of  the   base station in m), d0 = 100m  

and a, b, c  are  constants  dependent on the terrain 
category. The path loss model with the correction 
terms would be  

            mod  f hPL PL PL PL                 (3) 

 
where PL is the path loss given in (2), ΔPLf (in dB) 

is the frequency correction term  given by  

http://en.wikipedia.org/wiki/Telecommunication
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 ΔPLf = 6 log10 (f/2000) (4)  
 

where f is the frequency in MHz, and ΔPLh (in dB) is 

the  receive antenna height correction term given by  
 
 ΔPLh=-10.8log10(h/2) (5) 

 
for Categories A and B 

 
 ΔPLh=-20log10(h/2) (6) 

 
for Category C, where h is the receiver antenna 
height between 2m and 10m. For the 801.11p, we 
examine the case where the vehicle has no eye 
contact with the Aggregator’s antenna, for example 
when the EVs are parked in underground parking 
stations. The log-distance path loss model is em-
ployed and the equation is: 

 
MED g

d
PL PL γ log X

d
  

0

0

10  (7) 

where 
MEDPL is the total path loss measured in De-

cibel (dB), PL
0
 is the path loss at the reference dis-

tance d0, d is the length of the path, d0 is the refer-
ence distance, usually 1 km, γ is the path loss ex-
ponent, Xg is the normal random variable with zero 
mean, reflecting the attenuation caused by flat fad-
ing. In case of no fading, this variable is 0. In case 
of only shadow fading or slow fading, this random 
variable may have Gaussian distribution with stan-
dard deviation in dB, resulting in log-normal distri-
bution of the received power in Watt. 

 
5. RESULTS 

 
This section provides computation results in or-

der to evaluate power consumption with range de-
pendence of the two wireless communication proto-
cols in the V2G environment. In the most simple 
situation, the base station uses only one antenna 
for transmission and the mobile station uses only 
one antenna for receiving. The number of sectors 
was set to two Regarding the communication link 
between the Aggregator and the Control Center, we 
used the Erceg C model with the middle category 
(Category B). The operating frequency was set at 
3.5 GHz with ¼ cycle prefix, 3.5 MHz channel band-
width, transmitter antenna height is 30m and we 
considered 10m antenna height for receiver. The 
shadowing margin which depends on the standard 
deviation of the path loss model was found 12 dB. 
For the link between the Aggregator and the EVs 

the operating frequency was set to 5.9 GHz with 
400 ns RMS delay spread. Figure 3 shows the 
power consumption of the base station (Pel) needed 
from the electricity grid (in Watt) as a function of the 
range R (in metres) for the 802.16d and 802.11p 
technologies respectively. The power consumption 
of Wimax is higher than the 802.11p because of the 
different power consumption of the equipment and 
the different range of the base station.  

 

 

Figure 3. Power consumption vs Range for Wimax  

 

 

Figure 4. Power consumption vs Range for IEEE 802.11p  

 
6. CONCLUSIONS 

 
This article presents the power consumption 

evaluation of two different wireless communication 
protocols enabling the Control Center-to-Aggregator 
and the Aggregator-to-Evs communication respec-
tively. As a first step in the evaluation Fixed WIMAX 
was explored for communication between Control 
Center-to- Aggregator at 3.5 GHz. Erceg C model 
was used to describe the path loss attenuation. As 
a second step, 802.11p standard was tested in N-
LOS paths representing parked vehicles in under-
ground stations. Log-distance path loss model was 
used to describe the path loss attenuation. Our 
results have shown that the power consumption is 
related to the coverage of their base stations and at 
the maximum range is higher than the power con-
sumption at the minimum range. 

http://en.wikipedia.org/wiki/Path_loss
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http://en.wikipedia.org/wiki/Path_loss
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Abstract 
 
Mobile network design is complex task that requires evaluation of many parameters that allow service providers to plan optimal 

network coverage and select mobility management solutions. It’s especially relevant for such new technologies as LTE or mobile 
WiMAX, where ability to simulate network behavior is very important before starting real network implementation. This article pre-
sents software that was designed for 4th generation broadband wireless network planning, QoS simulation and analysis. Software 
consists of three major modules that allow estimating wireless propagation for different modulation techniques, simulating wireless 
protocols, estimating base station distribution and calculating cumulated data traffic in different types of overlapping wireless sectors. 
Article analyzes software functionality, operation algorithms, demonstrates possible network planning and simulation scenarios. 

 
 

1. INTRODUCTION 
 
4Th generation broadband wireless technolo-

gies, such as mobile WiMAX and LTE are entering 
Telco markets, offering newest and most innovative 
technologies that allow to meet growing demand for 
mobility and data throughputs. The main goal is to 
achieve quality similar to wired technologies, ena-
bling seamless use of VoIP, Video and data down-
load services. Despite standards state very high 
efficiency of 4th generation technologies, it’s not 
easy to achieve it real world environment. 

One of the biggest challenges for service pro-
viders is to plan and implement such networks, 
because it requires evolution of many complex solu-
tions, from network planning at the start to QoS mo-
deling at the end. These tasks must be performed 
at the most possible detail manner in order to 
achieve best solution optimizing QoS, CAPEX and 
OPEX. 

These major tasks must be performed by net-
work implementation team: 

 network equipment selection and base station 
coverage estimation, enabling services provid-
ers to decide what services are possible in cer-
tain areas and what equipment is requires to 
achieve desired data throughputs.  

 simulation of wireless protocols that allows to 
evaluate performance of different services, se-
lect solutions for mobility management; 

 network coverage planning, that allows to decide 
what are optimal distances between base sta-
tions, minimize zones with overlapping base sta-
tion coverage and maximize network coverage 
without gaps and shadow zones. 

 Handover overhead estimation, ensuring that 
designed network will be able to handle multiple 
users, especially in growing networks. 
Automation of these tasks requires very expen-

sive software usually provided by different vendors. 
It makes network implementation even more com-
plex and time consuming project. 

This article provides overview of Authors de-
signed software package that allows service pro-
viders to ease network design and implementation 
tasks. Possible network planning and simulation 
scenarios are provided. Package consists of three 
software tools: 

 base station (BS) coverage estimation software; 

 protocol simulation software; 

 network coverage estimation and handover over-
head calculation software. 
 

2. BS COVERAGE ESTIMATION 
 
Base station coverage estimation software al-

lows predicting radio signal attenuation in different 
line of sight and non-line of sight environments. It 
utilizes four mathematical models that can be used 
for coverage estimation in urban, suburban and 
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rural areas: Direct line of sight, Walfish-Ikegami, 
Walfish-Ikegami geometrical and Stanford Univer-
sity Interim (SUI) models [1]. Software provides 
descriptions for each model and allows users to 
select or input required parameters.  

Results are provided in graphical and text for-
mats, showing estimated distance for different 
modulations used with OFDMA multiplexing tech-
nique (from QPSK to 64QAM). Higher rate modula-
tions are more sensitive to propagation loss result-
ing shorter base station coverage radius. This must 
be taken into account when selecting what data 
throughput is required for planned services. 

 

 

Figure 1. User interface of BS coverage estimation software  
 

In addition to software provides fixed and mobile 
WiMAX data calculation plugin, which allows select-
ing channel bandwidth, subcarrier permutation sche-
mes and calculating available data throughput for 
each modulation. 

Calculation examples are provided in Fig. 2, as-
suming in parameters provided in Table 1. 

 

 

Figure 2. Distance and throughput estimation example 

Table 1. Parameters used for calculation 

Parameter Value 

Model SUI-A (Urban environment) 

Tx power 23 dBm 

BS antenna gain 28 dBi 

MS antenna gain 9 dBi 

Frequency 3500 MHz 

Channel size 10 MHz 

Downlink/uplink ratio 80/20% 

 

In this example case scenario we can see that 
radius of one base station can reach about 2 Km. 
Taking into account data throughput that is desired 
by service provider (for example 15 Mbps – 16 
QAM) it is required to plan base station coverage 
not higher than 1,4 Km. 

 
2. SIMULATION OF PROTOCOLS 

 

Protocol simulation software is based on mathe-
matical imitative simulation model which describes 
each network element as separate aggregate with 
input and output signals. Each aggregate and signal 
involves set of parameters and can represent be-
havior of mobile station, wireless channel, base sta-
tion and connectivity network. Software user inter-
face visualizes the mathematical model allowing 
users easily construct their network architecture 
and enter simulated protocol parameters such as 
channel latency, error probabilities, etc. 

 

 

Figure 3. Simulation software GUI 
 

Software allows creating, saving and restoring 
different simulation profiles for efficient comparison 
of investigated protocols. Simulation can be perfor-
med either step by step, analyzing each packet in 
time flow diagrams, either as complete simulation 
for thousands of simulated procedures. Software 
provides graphical results for different QoS charac-
teristics of each network element – generated traf-
fic, latency, average results, etc. 

This article provides mobile WiMAX handover 
procedure simulation example. Procedure time flow 
diagram is provided in Fig. 4 [2]. 
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Figure 4. Handover time flow diagram  
 

Diagram represents registration procedure and 
packets used for performing handover procedure. 
Describing each packet in simulation software was 
based on mobile WiMAX standard [1]. 

Simulation results are provided in Table 2. Val-
ues represent results when mobile station is in cov-
erage from 2 to 4 base stations. 

  

Table 2. Mobile WiMAX handover simulation results 

QoS Characteristics Result 

Handover latency from 92 to 180 ms 

Uplink generated data load from 2.5 to 7 kbps 

Downlink generated data load from 3 to 9.5 kbps 

 
As we can see registration procedure of one 

user is acceptable from latency point of view and 
does not create high data traffic, but when imple-
menting network it must be taken into account, 
because network consists of many mobile stations 
and in overlapping network zones where could be 
continuous handover activity. 

 
3. NETWORK COVERAGE EVALUATION 

 

Network coverage evaluation software utilizes 
results of BS coverage estimation and protocol 
simulation. Software suggests optimal distance bet-
ween base stations, provides graphical representa-
tion of base station coverage and calculates areas 
between all types of overlapping sectors. It allows 
specifying number of mobile stations in each area 
type and inputting traffic load.  

 Calculation examples are provided in Figure 6, 
assuming that there are 25-75 mobile stations per 
sector, 2% wireless channel error probability, 50% 
of mobile station performs handover at sector edge. 
It results in up to 130 kbps for downlink and up to 
120 kbps for uplink generated traffic. When lowest 
rate modulation QPSK1/2x6 is used (it’s most prob-
able at sector edges) handover procedure can con-

sume up to 18% and 41% sector capacity for down-
link and uplink respectively. Therefore it’s important 
to foresee what user expansion is expected in the 
future and initially implement required overhead. 

 

 

Figure 5. Network coverage evaluation software GUI 

 

 

Figure 6. Handover data load dependencies from number  
of users by sector type 

 
7. CONCLUSIONS 

 
Software that is designed and presented by Au-

thors allows automating network implementation and 
service simulation tasks for 4th generation wireless 
technologies. Software can be used as efficient tool 
for network providers or for educational purposes.  

Example results presented in this paper show 
that multiple and complex tasks must be solved in 
order to achieve optimal network performance and 
even such regular procedure as handover can affect 
QoS. Automated software allows foreseeing and 
avoiding such of network behavior by choosing high-
er capacity equipment, selecting more efficient mobil-
ity management solutions or increasing BS density.  
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Abstract 
 

Digital television (TV) broadcasting offers the user an opportunity to watch higher quality television channels, compared with analog 
television. However, for the user, which chooses digital television instead of the analog television, the implementation of the longer 
channel zapping process negatively affects the user’s perception of the attractiveness of service and his individual needs, so it is 
important for the television service provider to analyze the impact of the channel zapping process to service quality of experience 
(QoE). As nowadays the digital terrestrial/ handheld television (DVB-T/H) is most common TV service and digital IP television (IPTV) 
is considered as the most promising contender for the digital terrestrial/ handheld television, so the task of this paper is to analyze 
and compare the QoE of TV channel transmission process for DVB-T/H and IPTV services by TV channel zapping time.  

 
 

1. INTRODUCTION 
 
Currently actual problem for digital television is 

TV channel zapping time. This QoE parameter is 
very important for users of digital TV. Influence of 
channel zapping process of IPTV service to QoE is 
directly dependent on its main components, influ-
encing digital television channel zapping time [1]. 
The main component - processing time of requests 
for TV channel change is reliant to the user’s be-
haviour for TV channel searching and selection.  

TV channel zapping time of DVB - T/H service is 
dependent on a number of components [2]. Correla-
tion of components, that influences the TV channel 
zapping time, affects the transmission process of 
TV channel for DVB-T/H and IPTV services, so the 
experimental researches for TV channel zapping 
time of DVB-T/H and IPTV services are presented 
in this paper. 

 
2.  EXPERIMENTAL RESEARCHES FOR  
  CHANNEL ZAPPING TIME OF DVB-T/H  
  AND IPTV SERVICES 

 
The aim of experimental researches - to meas-

ure the TV channel zapping time of DVB-T/H and 
IPTV services, using a different methods of TV 
channel searching and selection, and compare the 

influence of TV channel transmission process by 
channel zapping time impact on the quality of ex-
perience. 

The experiments were carried out in the net-
works of Lithuanian DVB-T/H (Fig. 1) and IPTV 
(Fig. 2) services’ providers. During the experiments, 
the TV channel zapping time was recorded by as-
sessing different behaviour of users for TV channel 
searching and selection to a fixed choice of selec-
ted TV channel: 

– TV channel is selected sequentially; 
– TV channel is selected random. 
 

TV receiverSTB

DVB-T/H HeadEnd

Core network Terrestrial 

antenna

Mobile devices

 

Figure 1. Experimental network for DVB-T/H service 
 

When user selects TV channels sequentially, 
he/she switches one TV channel after another, 
recording the TV channel after the completion of the 
first request for channel change. When user selects 
TV channels random, he/she switches one TV 
channel after another at random, repeating the 
changing process not less than 2 times and not 
recording the selected TV channel after sending 
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request for its change. The transmission of selected 
TV channel begins when user fixes his choice for 
selected TV channel.  

Experimental measurements was made in the 
hours of highest load – on Saturdays and on Sun-
days from 18 to 22 hours (p.m.). The duration of all 
experiments – 5 weeks.  
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IPTV  HeadEnd

Core network Access network

Home 

gateway/

router

User’s  home network of 
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Figure 2. Experimental network for IPTV service 
 
Total amount of TV channels: 57 IPTV channels 

and 14 DVB-T/H channels. The evaluation of QoE 
for different TV service was made by 10 respon-
dents, who evaluated the subjective QoE using the 
method of Mean Opinion Score (MOS) and expres-
sing the perceived quality of service on a scale from 
1 (poor) to 5 (excellent). 

 
3.  RESULTS OF EXPERIMENTAL RESEARCHES  

FOR CHANNEL ZAPPING TIME OF IPTV 
SERVICE 
 
Experimental results of IPTV service were proc-

essed by methods of statistical analysis. Results in 
Fig. 3 shows, that when TV channel is selected 
sequentially, only part times of TV channels chan-
ges exceed the limiting value for IPTV channel zap-
ping time according ITU-T (2 seconds) [3]. 

 

 
 

Figure 3. IPTV channel zapping time  
 
Differentially is when IPTV channel is selected 

random. In this case all IPTV channel zapping times 
exceed the limiting value of 2 s.  

However, the perceived quality of IPTV service 
respondents are assessing not only by the main 
criterion – the channel zapping time, but also on 
other, visible or audible factors: TV channel video 

and audio desynchronization or video distortion, 
and et al. In order to eliminate possible errors of 
IPTV QoE, authors approximate results of experi-
mental researches of IPTV service (Fig. 4). Due to 
this approximation, authors proposed the objective 
method for IPTV QoE evaluation by TV channel 
zapping time, when TV channel is selected 

– sequentially: 
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here T – TV channel zapping time in IPTV ser-
vice. 

 

 

Figure 4. Approximation of results of experimental researches 
of IPTV  

 
Comparision of IPTV subjective and objective 

QoE, when TV channel is selected sequentially and 
random is presented in Fig. 5 and Fig. 6. The corre-
lation between subjective and objective QoE is 0,82 
(for sequentially) and 0,87 (for random).  

 

 
 

Figure 5. IPTV QoE (sequentially) 
 

These coefficients indicate a strong correlation 
between the subjective QoE evaluation by respon-
dents and proposed an objective QoE assessment. 

According to the results of quality of experience 
evaluations, is seen that, when TV channel zapping 
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time exceeds the limit of 2 s, respondents of IPTV 
service consider this as a very long duration for 
change of TV channel. This duration is unaccept-
able for respondents and forms a negative attitude 
to the transmission of IPTV channels. Also it affects 
the negative approach to the attractiveness of IPTV 
service. 

 

 
 

Figure 6. IPTV QoE (random) 
 

4.  RESULTS OF EXPERIMENTAL RESEARCHES  
FOR CHANNEL ZAPPING TIME OF DVB-T/H 
SERVICE 
 
Experimental results of DVB-T/H service were 

processed by methods of statistical analysis are 
presented in illustrations below.  

 

 
 

Figure 7. DVB-T/H channel zapping time  
 
According to the Fig. 7, it is obviously, that when 

TV channel is selected random, in contrast to se-
quentially changes, all times of TV channels chan-
ges exceed the limiting value of 3 seconds [4] for 
DVB-T/H channel zapping time. Such TV channel 
zapping time respondents grade less than 3.5 in 
MOS scale as long duration for change of TV chan-
nel.  

However, as given evaluations of the subjective 
QoE was scattered, the authors proposed to ap-
proximate these evaluations (Fig. 8). 

In this case, the authors proposed an objective 
method for QoE assessment of the DVB-T/H ser-
vice according TV channel zapping time, when TV 
channel is selected 

– sequentially: 
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Figure 8. Approximation of results of experimental researches 
of DVB-T/H  

 
 

 

Comparision of DVB-T/H subjective and objec-
tive QoE is presented in Fig.9. In this case, when 
IPTV channel is selected sequentially, correlation 
between the subjective and objective QoE is equal 
to 0.98; and when IPTV channel is selected random 
correlation is 0.93. That shows a very strong corre-
lation between the subjective QoE evaluation and 
proposed an objective QoE assessment.  

 

 
 

Figure 9. DVB-T/H QoE  
 
 

According to the results (Fig. 9) the request for 
change of TV channel, when respondent is select-
ing a channel sequentially, was processed shorter 
than in a case of random selection. This results the 
assessment of QoE for DVB-T/H service greater 
than 3.5 in MOS scale as acceptable TV channel 
zapping time by respondents. 

 



CEMA’12 conference, Athens, Greece   49 

4. CONCLUSIONS 
 
According to the results of experimental resear-

ches it can be stated that:  
1. IPTV channel zapping time is 1 second shor-

ter when TV channel is selected sequentially and 1 
second longer when the TV channel is selected 
random, compared with DVB-T/H.  

2. Due to this time, subjective QoE evaluation of 
IPTV service is 0,5 greater (for sequentially and 
random) in MOS scale than for DVB-T/H service.  

In this paper according to the influence of TV 
channel transmission process for subjective QoE, 
authors proposed objective methods for QoE eva-
luation, which correlations are close to 1. 
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Abstract 
 
This paper presents new mathematical developments and results for modeling three-dimensional multipath radio channels inside 
large buildings, such as hospitals, malls and industrial sites. Particular examples for propagation scenarios are given and the corre-
sponding characteristics of the received signal are derived from the spatial configuration of the surrounding reflecting objects in 
vicinity of the receiver. The obtained results are useful for designing spatially directive reception diversity systems that effectively 
overcome the harmful effects of multipath propagation. 

 
 

1. INTRODUCTION 
 

An important feature of the radio communication 
channel is its multipath propagation due to various 
scattering and reflecting objects around the mobile 
receiver antenna. The multipath propagation is par-
ticularly characteristic to large indoor spaces where 
the transmitted radio signal undergoes many reflec-
tions and scatterings before reaching the mobile 
unit. As a result, multiple signal replicas arrive at 
the mobile receiver from different directions in 
three-dimensional space, that is, each radio wave 
arrives at some azimuth and some generally non-
zero elevation relative to the receiver antenna 
which also travels at some azimuth and elevation. 

In the traditional literature [1, 2, 3] the developed 
multipath channel model is two-dimensional (hori-
zontal). In reality, the multipath environment is 
three-dimensional since the reflecting and scatter-
ing objects have some non-zero height and there-
fore the many radio waves arrive at the mobile unit 
at different non-zero elevations. Those non-zero 
elevations change the received signal correlation 
and Doppler spectrum [4]. Therefore, a three-di-
mensional model is the adequate analysis approach 
when describing realistic multipath wireless chan-
nels. In this paper the autocorrelation function of the 
fading signal at the mobile receiver antenna is de-
rived. First, a mathematical model is developed for 
describing the multipath propagation channel and 
the motion of the receiver. Next, the autocorrelation 
function and the Doppler spectrum of the received 
signal are derived based on the developed mathe-
matical model. The approach here is alternative to 
that developed in [5] where the authors first find the 

Doppler spectrum, and then through a Fourier tran-
sform obtain the signal autocorrelation. The appro-
ach here is better when the Doppler spectrum is 
difficult for direct derivation. 

 
2. MATHEMATICAL MODEL 

 
The transmitted signal is assumed to be unmo-

dulated with amplitude E0 and carrier angular fre-

quency c. It is represented as 
 

              tj ceEts


0 .   (1) 

 

The amplitude E0 is also called envelope. The 
multipath channel model consists of N radio waves 
coming to the receiver. Assuming no attenuation 
through the different propagation paths in a local 
volume, the received complex voltage signal at the 
mobile unit is  

              



N

n
ncn

j
teEtV n

1
0 ,

~


         (2) 

where n is a random initial phase, uniformly dis-

tributed from 0 to 2. 
The N radio waves incoming to the receiver 

have arbitrary directions in three-dimensional spa-
ce. The mobile unit travels also in an arbitrary direc-
tion in three-dimensional space, given by the azi-

muth-elevation pair (0,0), where 0 is the polar 

angle in the x-y plane and 0 is the angle between 
the travel direction and the x-y plane. The different 
radio waves come to the receiver antenna at angles 

n relative to the travel direction of the mobile unit. 

The angles n are statistically independent of n. 
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For analysis simplification, only single polarization 
is assumed and only the electric field component is 
sensed by a suitable antenna with a three-dimen-
sional radiation pattern. The antenna is assumed to 
have spherically uniform unit gain. The geometrical 
configuration of the described channel is shown in 
Fig. 1.  

 
Fig. 1. Geometrical configuration of the radio propagation. 

 
3. FADING SIGNAL CORRELATION  
     AND SPECTRUM 

 
The second-order statistics of the received fad-

ing signal relate to its fluctuation rate. The fluctua-
tion rate depends on the autocorrelation and the 
spectrum (the Fourier transform of the correlation) 
of the received signal. Therefore, finding the recei-
ved signal autocorrelation is very important for ob-
taining the different statistical measures of the 
channel performance. 

If the mobile unit travels a distance d with veloc-
ity v, each radio wave arrives at the antenna at ang-

le n relative to the travel direction, and changes its 

phase n by kdcosn, where k = 2/ is the wave 

number with  being the wavelength of the trans-
mitted signal. As a result, the received complex 

voltage in (2) changes to dV
~

and the correlation of 
the received signal can be found by the expression 
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where E{•} is the expectation taken over the distri-

bution of the direction of arrival of the radio 

waves at the mobile unit and *~
V is the complex 

conjugate of the received complex voltage V
~

in (2). 

The last equality in (3) follows from the statistical 

independence of m and m. The ensemble aver-
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There is a factor sin in the integral in (4) be-

cause  is a measure of a three-dimensional orien-
tation and therefore the ensemble average in (4) 
involves integration over the unit sphere. The func-

tions p() and p(,) in (4) are the marginal and 
the joint probability density functions (PDFs), re-
spectively, of the angle (or angles) of arrival of the 
multipath power at the mobile unit.  

 
3.1. A case of a uniform PDF 

 

For a uniform PDF p(a) = 1/ for 0 ≤  ≤ , (4) 
reduces to [6]  
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with j0(x) being the zero-order spherical Bessel 

function of the first kind, also equal to 
x

xsin
 which 

is the unnormalized version of the sinc function. 
When the travel direction of the mobile unit and 

the incoming radio waves all belong to a single 

plane in the three-dimensional space,  is a meas-
ure of a two-dimensional orientation and therefore 

there is no sin factor in the integral in (5). Then, 
the following expression for the received fading 
signal autocorrelation is obtained: 
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and this is the classical result, obtained in [1, 2, 3]. 
The spatial correlation may be transformed into 

a temporal correlation through the distance-time 

proportional dependence d=v and the expression 
in (5) becomes 
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The received signal spectrum is obtained from 
the temporal correlation through a Fourier trans-
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form. The sinc type correlation function implies a 
flat spectrum of the received signal within the limits 

±fmax = ±v/ around the carrier frequency when the 
angular multipath power density at the mobile unit is 
uniform over the unit sphere, as also shown by an 
alternative approach in [5], where the authors first 
derive the Doppler spectrum and then the autocor-
relation by a Fourier transform. Usually this is the 
case in very densely built-up areas, as well as in 
large and tall corporate office buildings or industrial 
sites. The shape of the autocorrelation and the 
Doppler spectrum determine the second-order fad-
ing statistics [1, 2]. Usually of particular interest are 
the autocorrelation function and the power spec-
trum of the received signal envelope. The envelope 
correlation is approximated by the power correlation 
[1], equal to the square of the unnormalized sinc 
function for a spherically uniform angular distribu-
tion of the multipath power. The corresponding 
envelope spectrum is obtained through a Fourier 
transform of the envelope correlation, or through a 
self-convolution of the received signal flat spectrum, 
resulting in a triangular spectrum. The normalized 
envelope correlation R|V|(kvt)/R|V|(0) and the enve-
lope spectrum S|V|(f) in decibels for a spherically 
uniform angular distribution of the angle of arrival of 
the multipath power are shown in Fig. 2. 

 

 
a) Envelope autocorrelation 

 
b) Envelope spectrum 

Fig. 2. Envelope autocorrelation and spectrum at the mobile 
unit for a uniform PDF 

3.2. A case of a uniform PDF plus a line-of sight  
       (LOS) path 

 
This case is characteristic to situations in indoor 

spaces where there is a direct line (LOS) between 
the mobile unit and the base station. The only dif-
ference in the autocorrelation and the spectrum of 
the received signal envelope is that now there will 
be a constant term PLOS added to the expression in 
(5) to obtain 

 

    LOSPkdNjEdR  0

2

0 .  (8) 
 

Because of the constant term in (8), the autocor-
relation here will never vanish. 

The spectrum of the received signal envelope in 
the case of an additional LOS component is ob-
tained by adding a single impulse function at the 
offset frequency corresponding to the angle of arri-
val of the LOS path to the Doppler spectrum from 
the previous subsection. 

 
4. CONCLUSION 

 
This paper develops a method for finding the 

fading signal correlation and the Doppler spectrum 
at the receiver antenna of the mobile unit in a three-
dimensional multipath environment. The method is 
based on first deriving the autocorrelation function 
by averaging over the angular distribution of the 
incoming radio waves. It is shown that in case of 
uniform three-dimensional angular distribution of 
the multipath power at the mobile unit the autocor-
relation of the received signal is a sinc function 
implying a flat Doppler spectrum between the mini-
mum and the maximum Doppler offset at the re-
ceiver. For the case of a LOS component added to 
a uniform three-dimensional angular distribution of 
the multipath the autocorrelation of the received 
signal is a sinc function raised by the power level of 
the LOS component. This implies an additional 
impulse to the flat Doppler spectrum. From the so 
obtained autocorrelation function and spectrum, the 
corresponding approximate envelope autocorrela-
tion and envelope spectrum at the receiver are 
found. The so obtained autocorrelation and spec-
trum form a basis for determining important second-
order statistics of the fading signal at the receiver 
antenna of the mobile unit.  
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Abstract 
 
Different wireless communication systems have been increasingly utilized in many applications over the last decades in providing a 
link between land, air or sea subscribers. One of the most promising among them is the system of Mobile Free Space Optics 
(MFSO). In this work a comparison analysis of the MFSO with the most rapidly developing mobile technologies, namely, technolo-
gies of Fourth Generation and LMDS is done. The achievements in the field in the last few years are summarized and it is shown the 
most important advantages of MFSO over other technologies. Other topics presented here are complete summary of the built MFSO 
devices over recent years and pivot-table for their feasibility. In conclusion, the issue of major hurdles and future development of 
MFSO is faced. 

 
 

1. INTRODUCTION 
 
FSO is laser based technology that provides 

wireless transmission of data on an atmospheric 
channel. It offers a very wide bandwidth, small size 
and weight, low price, huge unregulated license 
free spectrum, lack of electromagnetic interferen-
ces, excellent safety features. This makes it a major 
competitor of the developing fourth-generation sys-
tems, operating in the frequency range of 2 GHz to 
11 GHz, as well as LMDS, located in the range from 
10 GHz to 66 GHz [1]. Despite this advantages, 
FSO technology has a number of problems. The 
most significant of them are: limited mobility, line of 
sight (LOS) requirement between subscribers, in-
fluence of adverse weather conditions. An important 
issue about FSO systems is the eye safety meas-
ures at work. Due to the high intensity of the coher-
ent laser source of light, there are certain limitations 
in the choice of its power, wavelength and beam 
divergence. 

According to the above mentioned disadvan-
tages there are different solutions to be built a mo-
bile version of FSO system known as MFSO. 
MFSO systems are discussed in a lot of scientific 
papers due to improving their features such as 
modulation methods [2] working in different atmos-
phere conditions [3] and various types of adaptive 
control algorithms [4]. The main reason for this are 
its positive characteristics that make it not only de-
sirable, but in many cases a compulsory decision, if 
there is a necessity of wireless communications. In 
this work we defend the above statement. As a 

result we have presented MFSO systems in all their 
crucial aspects. 

 
2. TECHNOLOGY OVERVIEW 

 
The necessity for high information capacity and 

security features determines the development of 
manifold wireless communication systems. The 
representative technologies with the greatest im-
pact now and in the coming years are MFSO, WI-
MAX (Worldwide Interoperability for Microwave 
Access), LTE (Long Term Evolution) and LMDS 
(Local Multipoint Distribution Service). MFSO sys-
tems, based on stationary FSO technology, have 
possessed all its listed positive advantages as well 
as several new improvements. Acording to the last-
est results, data capacity reaches to an amazing 
2.5 Gbps on a link range of 100 km, using laser 
source in the near-infrared spectrum [5]. 

In contrast of this great achievement, MFSO 
systems are faced by number of challenges. The 
most important of them are mobile working in ad-
verse weather conditions and constant LOS re-
quirement. In order to enable MFSO communication 
in mobile environments, we introduce different hard-
ware solutions. In many cases they must operate in 
condition of severe Mie scattering, expressing in 
different types of smokes, fogs and cloud fields. 
Another attenuation factor is atmospheric turbulen-
ce, which always plays a significant role in commu-
nications. [1]. 

Mobile WIMAX version 802.16m and LTE tech-
nologies are the main candidates for the fourth-
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generation systems. They provide relatively high 
information capacity. Acording to the most recent 
result the latest developed Release of WIMAX, 
WIMAX2, has peak data speed up to 330 Mbps 
(100 Mbps for mobile users). The LTE data rate is 
almost similar, reaching up to 300 Mbps (75 Mbps 
for mobile users). Coverage area of WIMAX cells is 
between 2 and 5 km while in case of LTE it is 
reaching to 10 km. The outstanding capability of 
both technologies is the lack of need for direct LOS. 
Major issue of WIMAX and LTE is because of 
propagation of radio signal in all directions which 
mean susceptibility to jamming, interference and 
saturation. Moreover, there is expensive licenses 
for network operation. LMDS technology is operat-
ing in the frequency range from 26 GHz to 29 GHz. 
This defines one of its main drawbacks. As in 
MFSO systems there is a need for LOS and they 
are strongly influenced by weather conditions. The 
cell is only up to about 2.4 km. The information 
speed is about 500 Mbps in both directions. In re-
cent years the development of this system is sup-
pressed by the fourth generation networks [6]. 

Figure 1 present summarised result of informa-
tion capacity and radius of coverage for the com-
pared technologies. As shown MFSO devices out-
strips many times other systems in case of data 
rate feature. Although there is a limitation for the 
radius of coverage about 10 km this parameter is 
sufficiently competitive too and in some cases are 
possible far longer distances. 

  
Figure 1. Comparison of communication technologies 

 
3. MFSO SYSTEMS 

 
The technical implementation of MFSO systems 

allows different types of architectures. Figure 2 
shows the major achievements for connectivity 
between moving mobile platforms. 

The structural scheme of Figure 3 provides a 
basic overview of general blocks of MFSO systems.  

 

Figure 2. Classification of MFSO systems 

 

 

Figure 3. Basic architecture of MFSO systems 

 
Special characteristics of individual MFSO sys-

tem mainly arise from: technical realization; method 
for initial identification between communicating 
parties, ways for maintain connectivity. In the op-
eration of each system usually are required three 
steps: acquisition, pointing, and tracking. In acquisi-
tion mode the two terminals try to locate each other. 
Pointing aims to achieve alignment between the 
antennas on the opposite pairs systems. Tracking is 
process in which there is a constant changing of 
direction of the laser beam transceiver due to the 
movement of the object.  

 
System in Figure 2 are: 
1) This system contains a number of spherical 

MFSO nodes. Each of them is built of hexagonal 
shapes and put together in a soccer ball arrange-
ment. Thus they have 3D space coverage. Typical-
ly, each node has a auto-alignment circuit, whose 
task is to monitor the level of input signals and 
maintaining the communication link. In acquisition 
mode when there is absence or disconnection of 
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signal, the system sends simultaneously search 
pulses in all directions. When some of other parties 
responded the communication link is established 
again and data transmission is restored. When mo-
re than one connection are aligned it must be use 
signal / noise ratio priority. 

In this type of MFSO systems could be used dif-
ferent selection combining diversity schemes: MIMO, 
SIMO, MISO. Due to this multireceiving configura-
tion, processing could be more complicated, but 
BER is reducing. 

2) The proposed system is suitable for connec-
tion of moving platforms along a fixed terrestrial 
trajectory such as trains. The network is construc-
ted of a large number of transceivers located along 
the track and another part of them deployed on the 
top of moving objects. 

3) Typically are being used two MFSO systems 
located at both ends of the communication channel. 
The GPS signals control mechanical system for 
acquisition, pointing, and tracking presented by 2-
dimensional rotating gimbal. The acquisition and 
pointing are made only once in the beginning of the 
communication session. The tracking continue all 
the time. The system uses small divergence angle 
due to aim to minimize the geometric loss.  

4) This system is utilized in case of rapidly mov-
ing mobile platforms. It combines a powerful laser 
and two-dimensional scanning system based on 
two micro mirrors with size about 1 mm. The mirrors 
are steered from the device using electrostatic ef-
fect. The maximum angle is 25°. The receiver con-
sists a short focus lens with wide field of view 1 rad 
x 1 rad and CMOS sensor with 1000 pixels. The 
system uses a special protocol for transmission and 
connection control. It includes three modes: rough 
acquisition, phase of precise pointing and periodical 
tracking, ensuring smooth communication. 

5) These systems introduce the concept of in-
creasing divergence of the laser transmissive 
beam, which is controlled by precise adjustment of 
the collimator. Here are the typical three phases of 
establishing a connection. In the process of acquisi-
tion both mobile parties of the system using optical 
radiation with a very extended range of coverage to 
establish a connection. The second phase is point-
ing, in which the radius of the beam is changing 
depending on the relative speed and distance be-
tween communicating platforms. The process of 
tracking includes additional mechanical device that 
rotates MFSO system in the right direction to en-
sure the communication link. 

The specific feasibilities of the described MFSO 
systems is shown in Table 1. 

 
Table 1. MFSO feasibilities 

 
 

4. CONCLUSION 
 
Mobile Free Space Optics systems are a viable 

alternative to communication devices of radio spec-
trum. With its numerous positive capabilities FSO 
technology has a chance to dominate almost over 
all modern mobile technics. Clear evidence is 
touched outstanding data speeds of 800 Gbps in its 
fixed wireless version. This shows the enormous 
potential of MFSO that even in these days reaches 
information capacity of 2 Gbps to which fifth gen-
eration technologies are aspiring, particularly future 
LTE-Advanced Release. Regardless of superlatives 
for MFSO Systems, RF systems also have their 
advantages. WIMAX and LTE technologies have 
almost no dependence on atmospheric conditions. 
They use radio signals in the frequence range, 
which defines no necessity of LOS. These and 
other challenges are addressed to mobile Free 
Space Optics system whose wide spreading feasi-
bility is coming. 
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Abstract 
 
An influence of electromagnetic waves radiated by mobile phones to the temperature of the human head is discussed in this paper. 
Several phones and thermovision camera was used in experiments and it was found a 1-2°C increase of temperature in zones 
where mobile phone was applied. Thermal images showed also a significant increase of temperature of mobile phone. An additional 
antenna and generator was used in order to separate thermal effects of the absorption of microwaves and heat radiation by case of 
mobile phone. Experiment was carried out with antenna on ex-vivo beef tissue sample. No thermal effect was observed. It can be 
concluded, that main thermal effect occurs due thermal radiation of mobile phone battery and transmitter.  

  
 

1. INTRODUCTION 
 

Influence of electromagnetic (EM) waves radi-
ated by mobile phones to the human health and 
physical processes is a popular object for investiga-
tions. Microwaves are penetrating into human tis-
sue and significant attenuation occurs due EM 
wave loses in water which is main component of 
tissues. So energy of microwaves is converted to 
thermal energy. This thermal effect of microwaves 
to the biological tissues is well known and it is 
widely used, e.g. in food industry for heating or 
cooking [1]. 

There is a hypothesis that use of mobile phone 
can heat up soft tissues of head and such influence 
can cause some diseases or irreversible changes in 
brain [2]. On of the most evident factors of influence 
is thermal photography. Many investigators ob-
served increase of temperature of skin on human 
face after long use of mobile phone [3],[4]. On the 
other hand, critics of this approach noted that the 
same thermal effect can occur with not-radiating 
mobile phone. 

Absorption of EM waves in body depends on 
electric field strength and distribution in volume. It 
also depends on electric properties of body. Spe-
cific absorption rate (SAR) is a parameter which 
represents absorption of EM power in tissue. It is 
expressed as 

             dr
r

rEr
SAR

)(

)()(
2




,  (1) 

where E(r) is distribution of electric field (V/m), σ(r) 
is distribution of electric conductivity (S/m) and ρ(r) 
is distribution of tissue density (kg/m3). Usually SAR 
is represented by power of energy absorbed in 10 g 
of body mass and it is marked as SAR10g (W/10g).  

Temperature of absorbing body depends on 
SAR. Goal of presented work was to investigate 
temperature distribution on human face and head 
after use of mobile phone. 

 

2. EXPERIMENTAL SETUP  
    AND METHODOLOGY 

 

Thermoimaging is an effective tool for investiga-
tion of human skin and blood vessels. It can be 
used, e.g., in mammography [5].  

In this work thermovision method is used for 
evaluation of temperature distribution on human fa-
ce. A 160x120 pixels thermovision camera Micron 
MicroShot-B was used to take and analyze pictures. 

Three persons participated in experiments with 
two different mobile phones used. The phones with 
different SAR was Nokia 2100 (0,55 W/kg) and LG 
GT540 (1,3 W/kg). 

Electromagnetic field strength was monitored 
using Chauvin Arnoux C.A 43 field meter. 

Test period of 15 minutes was selected for expe-
riments because such duration is typical for long 
conversation. Two different tests was performed. 
The first test was with non-radiating phone attached 
to the head for 15 min. The second experiment was 
with mobile phone in call and conversation mode. 
Thermoimages was taken before and after experi-
ments. 
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In order to examinate thermal effect of GSM 
band microwaves, an experiment with ex-vivo beef 
tissue was performed. EM waves radiated from mo-
bile phone and Agilent 8648C RF generator with ex-
ternal antenna was used. 

 
3. RESULTS 

 
Mobile phone radiates EM field in pulsed mode. 

Level of output power varies depending on distance 
to base station and received signal strength. There-
fore maximal and mean electric field values were 
measured during experiments (see Table 1). It can 
be seen that maximal level of EM field in the begin-
ning of call can be more than 10 times higher com-
paring to level at the steady period of outgoing call. 

 
Table 1. EM field values during experiments 

 

 
Call mode 

Nokia 2100 LG GT540 

Emean, 
V/m 

Emax, 
V/m 

Emean, 
V/m 

Emax, 
V/m 

Incomming 7,8 - 27,4 - 

Outgoing (start)  10,4 39,2 20,9 > 200 

Outgoing 7,4 - 11,9 - 

 
Series of experiments with three different per-

sons showed that increase of face temperature is 
0,9 - 1,2°C when non-radiating phone is attached 
for 15 min. Use of mobile phone in call and conver-
sation mode increases face temperature by 1,2 -
 2,3°C. The most affected area is ear and cheek 
(Fig.1). This area is a contact zone of mobile phone 
and face skin. No correlation was found between 
EM field strength (SAR) and temperature increase 
comparing results obtained with different persons 
and different phones.  

Temperature of mobile phones before experi-
ment was equal to room temperature (24°C). Ther-
mal images of mobile phone case were taken im-
mediately after experiment. Increase of temperature 
up to 34,5°C was found in battery location place 
(Fig. 2).  

A consequent hypothesis was that main thermal 
effect on human face is due the heat of battery and 
transmitter circuits. Therefore additional experiments 
were performed on beef tissue.  

Mobile phones in call mode were placed on tis-
sue for 15 min. Frequency of operation was con-
trolled using frequency counter and it was in 900 
MHz band. 

Thermal images of tissue sample showed in-
crease of temperature 5-6°C depending on phone 
used (Fig.3- A). 

 
 
 

 

Figure 1. Thermal images of human face before (B1) and after 
15 min of conversation (B2) using mobile phone Nokia 2100 

 
 

 

Figure 2. Thermal image of mobile phone Nokia 2100  
after 15 min of call 

 
Separation of thermal transfer effect from case 

of mobile phone to tissue and microwave heating 
effect was performed using external RF generator. 
A broadband antenna was used to investigate EM 
field absorption thermal effect. Antenna was placed 
on the tissue sample. RF power at 900 MHz was 
adjusted in order to correspond mean value of elec-
tric field (15,6 V/m) during mobile phone call. Time 
of this experiment was selected twice longer (30 
min). 

After 30 min of transmitting no thermal effect oc-
curs in beef sample (see Fig. 3 B). 
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Figure 3. Thermal image of beef tissue after 15 min of  
exposure using mobile phone Nokia 2100 (A) and 30 min 

exposure using antenna and RF generator (B) 

 
4. CONCLUSIONS 

 
It can be concluded, that radio waves radiated 

by mobile phone are not able to heat up tissues. 
Transmitted power is too low to cause discernible 
thermal effect. 

Effect of increase of face temperature by 1°C is 
related to disbalance of heat convection near skin 
when mobile phone case is attached to it. 

The main increase of temperature on face and 
ex-vivo tissue sample is related to heat transfer 
from battery of mobile phone to the tissue. So it can 
be concluded that main source of thermal effects 
observed during mobile phone conversation is elec-
tronic circuits and battery of device.  
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Abstract 
 
The goal of the study presented in this paper is to evaluate the performance of a Multiple Input Multiple Output (MIMO) network 
using the Wideband Code Division Multiple Access (WCDMA) physical layer protocol. In this context, several transmission tech-
niques are evaluated. Moreover, the performance of a proposed technique that is based on the maximization of the desired signal of 
a Mobile Station (MS) to the total amount of interference that causes to the rest of the network is evaluated as well. As results indi-
cate, for high data rate services this technique can achieve up to 1dB transmission power gain compared to the case where only the 
maximization of the desired MS’s signal is considered. 

 
 
1. INTRODUCTION 

 
Modern wireless communications are coupled 

with high data rates over limited bandwidth areas, 
minimum transmission delay as well as improved 
Quality of Service (QoS) to mobile users. Since the 
adoption of the WCDMA physical layer protocol for 
third generation (3G) mobile wireless networks ([1]), 
several solutions have been proposed to further 
increase the spectral efficiency of these systems. 
3rd Generation Partnership Project (3GPP) has 
recently standardized the Long Term Evolution 
(LTE) of 3G networks, which is an attempt to up-
grade the existing infrastructure of these networks 
in order to support high speed data for MSs. LTE 
includes among others multicarrier transmission, as 
well as the deployment of MIMO in current networks 
([2]).  

In general, MIMO transmission can support ei-
ther diversity combining mode or spatial multiplex-
ing mode ([3]). In the first case, effective Bit Error 
Rate (BER) can be reduced, as the same informa-
tion is send and received from all links of the MIMO 
configuration. In the second case, independent data 
streams are transmitted from different transmit an-
tennas, hence increasing the overall throughput.  

However, in practical wireless orientations, ef-
fective capacity using MIMO architecture may be 
different than the theoretical one. The reason is that 
Multiple Access (MAI) interference can significantly 
degrade the performance of these networks. The 
goal of the study presented in this paper is to inves-
tigate the performance of MIMO-WCDMA networks 

for complex network orientations (i.e. one tier of 
cells around the central cell, increased number of 
effective MSs). Unlike other studies, power control 
is performed according to 3GPP specifications in an 
attempt to accurately model the performance of 
these networks. Moreover, the performance of a 
proposed strategy that is based on the maximiza-
tion of the desired MS’s signal to the total amount of 
interference that causes to other MSs is evaluated 
as well. 

The rest of this paper is organized as follows: In 
section 2 the MIMO-WCDMA simulator is de-
scribed, while in section 3 description goes on with 
transmission and reception techniques for MIMO 
orientations. Results are presented in section 4, 
while concluding remarks are made in section 5. 

 
2. MIMO-WCDMA SIMULATOR 

 
A MIMO-WCDMA network with one tier of cells 

around the central cell is considered with three sec-
tors per cell. Moreover, downlink transmission is 
assumed. All sectors employ conventional 120o 
sectors with radiation patterns as specified in [4]: 
 

       
 




  
    
   

2

3

( ) min 12 ,s
b m

dB

f G A  (1) 

 
for φs-60o≤φ≤φs+60o. In (1), φs  {60o,120o,240o} is 
the pointing direction of the specific sector, the an-
tenna gain Gb equals 14dBi, the 3-dB beamwidth of 
the antenna pattern (φ3dB) is 70o and the front-to-
back ratio (Am) is 20dB. 
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The employed simulator is semi static; hence 
MSs’ locations do not change during a simulation 
run. MSs enter the network at a sequential manner 
following a uniform distribution. An MS is connected 
to the base station (BS) with the lowest path loss 
(including shadowing and antenna radiation pat-
terns). During a drop, the channel undergoes fast 
fading due to the motion of the MSs. For Mt anten-
nas at the BS and Mr antennas at the MS (MtxMr), 
the channel coefficient denoted as h between the 
qth transmit antenna and the uth receive antenna for 
the lth multipath component is given by ([4]): 
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h

M G j k d

 

(2) 
where j is the imaginary unit, Pl is the power of the 
lth path, σSF is the lognormal shadow fading, M is 
the number of sub-paths per path, θl,m,AoD and 
θl,m,AoA are the angles of departure (AoD) and arrival 
(AoA) respectively for the mth subpath of the lth 
path, GBS(θl,m,AoD) is the BS antenna gain for each 
array element and GMS(θl,m,AoA) is the MS antenna 
gain for each array element for the AoD and AoA 
respectively. Moreover, Φl,m is the phase of the mth 
subpath of the lth path, uniformly distributed in 
[0,2π].  

Finally, kw is the wave number 2π/λ where λ is 
the carrier wavelength in meters, dq is the distance 
in meters of BS antenna element q from the refer-
ence (q = 1) antenna and du and is the distance in 
meters of MS antenna element u from the reference 
(u = 1) antenna. The positions of the MSs, the path-
losses, as well as the shadow fading remain con-
stant during at each drop. Moreover, all AoAs and 
AoDs change at the beginning of each frame. Typi-
cal values for the number of multipaths and the 
number of subpaths per multipath are L = 6 and M 
= 20, respectively. All the simulation parameters are 
summarized in table I. 

 
3. MIMO-WCDMA TRANSMISSION TECHNIQUES 

 
As specified in [5], the effective Signal to Inter-

ference plus Noise Ratio (SINR) for the kth MS will 
be given by: 
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In (4) – (7), pk is the transmission power for the 
kth MS, s(k) is the kth MS’s serving sector, Hk,s(i),l is 
the lth multipath component of dimensions MrxMt 
from the ith MS’s serving sector to the kth MS and No 
is the thermal noise power. Each element of the 
matrix Hk,s(i),l is calculated according to (2). Finally, 
wk is the Mtx1 transmit weight vector assuming 

diversity combining mode and , ,k i l  , , ,k i l  are the 

partial cross-correlations of the spreading se-
quences ([5]).  

In order to exploit diversity from frequency selec-
tive fading, each MS is equipped with a 2-D RAKE 
receiver. The 1xMr MRC multiplying vector is:  
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for 1≤l≤L. In this study several approaches to 
transmit beamforming are evaluated. With respect 
to [5], the performance of the uniform and random 
power allocation strategies, the maximization of the 
desired MS’s signal as well as per RAKE maximiza-
tion of Signal to Noise Ratio (SNR) are analysed 
assuming a MIMO-WCDMA orientation where 
power control is performed according to 3GPP 
specifications (i.e. closed loop power control with 
1dB step). In [5], the performance of the maximiza-
tion of the Signal to Jamming plus Noise Ratio was 
also analysed: 
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which is a function of the desired MS’s weight vec-
tor only. Hence, denoting Xm(Yk) the eigenvector 
corresponding to the maximum eigenvalue of matrix 
Yk, the weight vector in the proposed transmission 
scheme that maximizes the SJNR ratio is given by: 
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At this point it should be noted that in the eva-

luation of the MSJNR algorithm only the co-sector 
MSs are included, as it is assumed that undergo 
greater amount of interference from the desired MS 
relevant to the MSs of other sectors. 

 
4. RESULTS 

 
All simulation parameters are summarized in 

Table I. Each simulation scenario consists of a net-
work topology with one tier of cells around the cen-
tral cell, while data services of 120 Kbps are also 
considered. Unlike [5], where power control was 
considered only in a frame by frame basis, in this 
study it is performed analytically according to 3GPP 
specifications. For this reason, in every frame with 
duration 10ms (i.e. 38400 chips assuming band-
width equal to 3.84MHz) and 15 slots per frame, the 
SINR value per MS is fed back to the transmitter 
which decides either to increase or decrease 
transmission power with 1dB step in every deviation 
from the target SINR. 

In Figures 1 and 2, in the horizontal axis is the 
number of active MSs per sector, while in the verti-
cal axis is the central cell’s transmission power in 
dBm. Note that in Figure 1 there are up to 4 MSs 
per sector, while in Figure 2 up to 7 MSs. For more 
MSs in the network then outage takes place. As it 
can be observed from Figure 1, where 5 dB re-
quired Eb/No is assumed, then there are no signifi-
cant differences among PRMSNR, MSNR and 
MSJNR strategies. However, from Figure 2 and 7 
dB required Eb/No, then for 4 active MSs there is 
transmission gain almost 1dB, as MSNR strategy 
requires 24dBm while MSJNR strategy requires 23 
dBm. In this case, actual capacity is 4x3x120Kbps 
= 1440 Mbps (product of active users per sector 
with sectors per cell and rate per MS). 
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Figure 1: Total transmission power for data services of 120 

Kbps and 5dB required Eb/No 
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Figure 2: Total transmission power for data services of 120 

Kbps and 7dB required Eb/No 

 
 

TABLE I 
SIMULATION PARAMETERS 

 

Parameter Assumption 

Environment Urban macrocell 

Cells 7 

Sectors per cell 3 

Cell radius 1000 m 

Carrier frequency 2 GHz 

BS height 30 m 

MS height 1.5 m 

Propagation Okumura - 
Hata,pathloss  
exponent 3.5 

Std for shadow fading 8 dB 

Power delay profile Uniform 

Number of drops (D) 1000 

Frames per drop (F) 100 

Bits per frame (B) 200 

Multipath components (L) 6 
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5. CONCLUSIONS 

 
The performance of multicellular MIMO-WCDMA 

networks has been analysed, according to 3GPP 
specifications (channel modelling and power con-
trol). Ongoing research includes among others the 
extension of these results for other orientations (i.e. 
two tiers of cells) and services as well. 
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Abstract 
 

The spectral response of photonic crystal fiber Bragg gratings (PCFG) are investigated theoretically using a full vectorial Fast Multi-
pole Method combined with exact equations for the reflection response of the Bragg gratings. When the PCF air-holes are infiltrated 
with different fluids, a downward shift is observed in the power reflectivity spectra. Both relative Bragg shift and grating's bandwidth 
depend linearly on the effective refractive index which supports the potential use of PCFGs as liquid sensors as well as tunable 
filters. It is also shown that the sensitivity of PCFG is strongly influenced by the choise of the structural parameters of the photonic 
crystal fiber. 

 
 

1. INTRODUCTION 
 
Photonic Crystal Fibers (PCF) have recently 

gain a broad application in telecommunication in-
dustry as well as in the traditional sensor industry. 
Endlessly single mode operation, high optical 
nonlinearities, the freedom to engineer the chro-
matic dispersion and the ability to fill the cladding 
air holes with liquids or gases are only a few of the 
physical virtues that have allowed these fibers to 
shine in a variety of roles from fiber lasers to fiber 
sensors. On the other hand, as for conventional 
fibers, the use of Bragg gratings written in a PCF 
can significantly enhance the device performance in 
a variety of environmental, biomedical and aero-
space  applications.   

 

 
Figure 1. (a) Schematic of a photonic crystal fiber Bragg  

grating (b) Cross-section of the PCF. 

 

In this paper, motivated by the recent interest in 
developing photonic crystal sensors [1-3], we pre-
sent a numerical simulation of Bragg gratings writ-
ten in a PCF, as it is shown in Fig.1, using a full-
vectorial fast multimode method combined with the 
coupled-mode theory of gratings. The sensitivity of 
our device is investigated by observing the shift in 
Bragg resonance wavelength in the reflectivity 
spectrum as a function of the change in effective 
refractive index when the PCF-holes are infiltrated 
with different fluids.     

 
2. DEVICE MODELING   

  
2.1. COUPLED-MODE THEORY OF BRAGG GRATINGS  

  
In order to calculate the characteristics of uni-

form PCF Bragg Gratings (BG), the coupled-mode 
theory is applied. The PCF-BGs is considered longi-
tudinally invariant, while a perturbation is introduced 
in the core region according to the relation: 

 

     ( )r rs rs s s effε z ε ε z n n δn zD 2 2    (1) 

 
where ns is the refractive index (RI) of pure silica 
with a wavelength depedence given by the Sell-
meier's equation 
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where for Aj and λj are material constants with val-
ues: A1=0.6961663, A2=0.4079426, A3 = 0.8974794, 
λ1=0.0684043, λ2= 0.116241 and λ3 = 9.896161.  

For a uniform grating without chirp, the refractive 
index modulation can be written as  
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     (3) 

 

with effδn being the averaged refractive index 
change over one period, v is the fringe visibility of 
the index change, ΛG is the period of the grating 
perturbation and z is the propagation distance. 

In most uniform BG sensor application, only the 
reflection spectra of the BG are considered and  the 
dominant interaction is between the forward propa-
gating  fundamental core mode and its counter 
propagating mode. Then, the system of coupled-
mode equations has analytical solution [4] which 
leads to the following closed-form expression for 
the power reflection coefficient r(L,λ) of a uniform 
fiber grating of length L. 
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In Eq.(4), κ is the 'ac' coupling coefficient and 

 σ̂ σ δ  where σ is a generalized 'dc' self-
coupling coefficient and the detuning parameter δ is 
defined as: 
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where λD is the design wavelength of the grating. 
For a single-mode reflection grating, the coupling 
parameters are given by the following simple rela-
tions: 
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From Eq.(4), we find the maximum reflectivity for 
a Bragg grating is   

 

                 max tanhr κL2                      (7) 

 

which occurs at the 'Bragg wavelength'  
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A measurable bandwidth for the uniform Bragg 
grating is that between the first zeros on either side 
of the maximum reflectivity and is given by 
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2.2. FAST MULTIPOLE METHOD  

 
Multipole method (MPM) is a simulation method 

which is based on the principle of electromagnetic 
scattering properties for PCF. The method was first 
proposed by White and Kuhlmey [5] for the simula-
tion of PCF with circular holes. According to MPM 
the mode field is expanded by Fourier-Bessel func-

tion in the th - hole, as 

( ) ( )exp( )exp( )i

z m m

m

E a J k r jmφ jβz






      (11) 

 

and in the adjacent medium of the  circular th - 
hole, the mode field is expanded  as  
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

ni and ns the refractive indexes of air  and silica, 
respectivelly, k0=2π/λ is the free space wave-
number and, β is the modal propagation constant. 
Magnetic field component Hz can be expressed by  
similar equations to Eqs. (11) and (12). We can 

obtain the relation between ( ) ( ) ( ), ,m m ma b c  applying 

the electromagnetic field boundary conditions and 
then, the modal effective refractive index can be 
calculated as neff=β/k0. Vector-based computations 
are employed instead of element-based ones using 
MATLAB technical language in order to reduce the 
computation time considerably. 

 

     
(a)                                      (b) 

Figure 2. Energy flux distribution for the fundamental mode in 
PCF with air-holes of diameter a) d/Λ=0.2 and b) d/Λ=0.4 at 

the wavelength λ=1.55 μm. 
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3. RESULTS AND DISCUSSION 
  
The PCF used to inscribe the Bragg grating has 

a structure with hexagonal symmetry with four lay-
ers of air-holes in the silica matrix and a missing 
hole in the center. The hole pitch is Λ=2.3 μm and 
the ratio of hole diameter over pitch d/Λ is chosen 
to meet the condition of single-mode transmission. 
The structure of the PCF under study and the ener-
gy flux distribution of the fundamental mode calcu-
lated by MPM, for two different ratios d/Λ= 0.2 and 
0.4, is dipicted in Fig.2(a) and (b), respectivelly. It is 
clear from this figure that at larger ratios d/Λ the 
modes tends to be more confined in the core part of 
the structure. Furthermore, we consider the follow-
ing parameters for the uniform grating written in the 
PCF-core: initial design wavelength λD=1.55 μm,  
refractive index modulation of δneff=8.0x10-4, visibil-
ity of the index change ν=0.02 and grating length 
L=70 mm.  

In order to explore the spectral sensitivity of 
Bragg gratings written in the PCF, several fluids 
with refractive indexes varied from 1.25 (salol) to 
1.40 (octane), are inserted into the holes. The effec-
tive RI of the guided fundamental mode in the PCF 
infiltrated by fluids, as a function of the operational 
wavelength, is calculated by MPM and the results 
are shown in Fig. 3. The red dots in Fig. 3 corre-
spond to the effective refractive indexes at the de-
sign wavelength λD=1.55 μm. 

 

 
 

Figure 3. Energy flux distribution for the fundamental mode in 
PCF with air-holes of diameter a) d/Λ=0.2 and b) d/Λ=0.4 at 

the wavelength λ=1.55 μm. 

 

Then, the power reflection spectra of the Bragg 
grating can be calculated using Eq.(4) as it is 
shown in Fig.4 for PCFs infiltrated by three different 
fluids. 

The insertion of a fluid changes the cladding RI 
and modifies strongly the interaction between the 

evanescent field of the guided mode and the me-
dium in the holes. The effective index of the guided 
mode increases together with the RI of the holes. 
As a result, when a given fluid reaches the grating, 
the Bragg resonance experiences a downward shift, 
as depicted in Fig. 4. Additionally, it was found that 
the maximum reflectivities are almost the same. 
The Bragg wavelength λΒ at which the maximum 
reflectivity occurs can be calculated by Eq.(8).  

 

 
 

Figure 4. Computed power reflectivity spectra when different 
liquids are inserted in the PCF air-holes.   

 

 
 

Figure 5. Sensitivity characteristic curve showing the simulat-
ed changes in Bragg wavelength versus the effective RI. 

 

Figure 5 shows the relative Bragg wavelength 
shift as a function of the fluid RI, where the refer-
ence wavelength is taken the Bragg wavelength for 
air-filled PCF holes. It is worthy to note that the 
Bragg shift, although relatively weak, is linear and 
hence, the device is extremely suitable for sensor 
applications. Moreover, Fig. 6 shows the linear de-
pendence of the relative bandwidth on the effective 
RI.  

Finally, we explore the dependence of relative 
Bragg shift on the ratio d/Λ, for a PCF grating with 
air-filled holes. As it is seen in Fig. 7, the relative 
Bragg shift increase as the hole diameter increases. 
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Figure 6. Bandwidth of the PCF Bragg grating versus  
the effective RI 

 
 

 
 

Figure 7. Relative Bragg shift of the PCF grating versus  
air-hole diameter. 

 

4. CONCLUSION 
 
The characteristics of PCF Bragg gratings are 

simulated utilizing a full-vectorial multipole method 
combined with coupled mode theory. For the design 
wavelength of λD~1.55 μm, the reflectivity spectrum 
has been explored by filling the holes of PCF with 
different fluids. The shift in both the Bragg wave-
length and bandwidth is found to be linear and hen-
ce, the device can be used as fluidic sensor or as 
tunable filter  

 
 

References 
 

[1] O. Frazão et. al., Optical Sensing with Photonic Crystal 
Fibers, Laser and Photonics Reviews, Vol. 2 (6), 2008, pp. 
449-459.  

[2] G. Kliros, K. Papageorgiou, Refractometric Optical Sensor 
based on Tapered Photonic Crystal Waveguide, Journal of 
Optoelectronics and Advanced Materials, Vol.12 (7),  
2010, pp. 1530-1533. 

[3] G. Kliros, K. Papageorgiou, Fdtd Modeling of Refractomet-
ric Optical Sensors based on Quasi-1D Photonic Crystals, 
Journal of Applied Electromagnetism (JAE), Vol.12 (3),  
2010, pp. 39-45. 

[4] A. Othonos, K. Kalli, Fiber Bragg Gratings: Fundamentals 
and Applications in Teleco-munications and Sensing. Nor-
wood, MA: Artech House, 1999. 

[5] T.P. White et. al., Multipole method for microstructured 
optical fibers, J. Opt. Soc. Am. B, Vol. 19 (10), 2002, pp. 
2322-2340.    

 



THE PERFORMANCE OF A MODULATION PASSIVELY  
Q-SWITCHED SOLID – STATE LASER PUMPED BY LASER  
DIODE, FOR FREE – SPACE LASER COMMUNICATIONS 

1Jassim Mohammed Jassim, 2Yaseen Hiassn Kadhim, 1Ahmed Kadem Kodeary 

1 Laser Physics Department, College of Science for Woman, Babylon University, Iraq. 
2 Physics Department, College of Science, Babylon University, Iraq. 

E-Mail:  jassimm2007@yahoo.com 

 
 

Abstract 
 

The aim of this project is to demonstrate a simple method of a multiple-frequency operation of passively Q- switched Nd: YAG opti-
cally pumped by an RF modulation Injection Laser Diode (ILD) at (808 nm wavelength), and controllable repletion rate (100 Hz – 4 
KHz). A stable gain –switched pulse train of (1.064 nm) wavelength is obtained with a maximum repletion rate of 4 KHz and (17 ns) 
pulse duration. 

Key words: Modulation, free-space communication, Q- switch 

 
 

1. INTRODUCTION 
 
Free-space optical communication (FSO) sys-

tems (in space and inside the atmosphere) have 
developed in response to a growing need for high-
speed and tap-proof communication systems. Links 
involving satellites, deep-space probes, ground sta-
tions, unmanned aerial vehicles, high altitude plat-
forms, aircraft, and other nomadic communication 
partners are of practical interest. Moreover, all links 
can be used in both military and civilian contexts. 
FSO is the next frontier for net-centric connectivity, 
as bandwidth, spectrum and security issues favor 
its adoption as an adjunct to radio frequency (RF) 
communications [1]. The optical carrier can be mo-
dulated in its frequency analog or digital. Analog 
modulation simply means that waveform is continu-
ously varying in amplitude. A sine wave is a perfect 
example. Digital modulation, on the other hand, im-
plies a discontinuous change in amplitude. A Squa-
re wave is the prime example of digital modulation 
[2]. Communication system consists of three main 
units, a transmitter, propagation medium and recei-
ver [3]. Today, diode-pumped solid-state lasers it's 
used as transmitter, they offer significant advan-
tages in terms of efficiency, compactness, lifetime 
and high beam quality. So satisfy requirements 
(FSO) [4]. 

 
2. OPTICAL SIGNAL LINK ANALYSIS 

 
The overall system performance of a lasercom is 

quantified using a link budget derived from the ran-

ge equation, which combines attenuation and geo-
metrical aspects to calculate the received power. 
The process of finding the link margin through the 
system link calculation transmitter power, propa-
gation losses, receiver sensitivity. The receiver's 
sensitivity determines the amount of received opti-
cal power needed to achieve the required signal-to-
noise ratio (SNR) for a given expected communica-
tion performance [6]. The purpose of this section is 
to develop the parameters necessary to calculate 
the performance of an optical communication link. 
We shall consider the situation of optical propaga-
tion between points in free-space. Consider a laser 
transmitter antenna with gain GT transmitting a total 
power PT at the wavelength. The signal power re-
ceived (PR) at the communications detector can be 
expressed (from the range equation) [7]. 

 

 
 

where PT is the power transmitted, TATM is the value 
of the atmospheric transmission at the laser trans-
mitter wavelength (λ), GT is the transmitter antenna 
gain  

GT = 16/(θT)2 
 

where θT is the full transmitting divergence angle, 
GR is the receiver antenna gain 
 

GR = (π DR/λ)2 
 

where DR is the receiver diameter, and where L is 
the link range. Normally an optical link typically con-
sists of two transceivers, each made up of one (or 
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more) transmitting laser and receiving photo detec-
tor. Transmitting optics (telescope, lenses, mirrors) 
shape the transmitted laser beam which is collected 
by the receiver optics so that the received signal is 
focused onto the photo detector. The parameters of 
the communications are chosen so that sufficient 
signal from the lasers on one transceiver reaches 
the photo detector on the other transceiver through 
the atmosphere to differentiate ones (signal) and 
zeros (no signal) with negligible error [8].If Given a 
laser transmitter power PT, with transmitter diver-
gence of θT, receiver telescope area A, transmit 
and receive optical efficiency Topt, the achievable 
data rate R can be obtained from [9]. 
 

 
 

where Ep = hc/λ is the photon energy and Nb is the 
receiver sensitivity in photons/bit. 

 
3. EXPERIMENTAL SETUP 

 
Fig. 1 shows a schematic of our experimental 

Setup. A (0.1 %) doped, Nd:YAG crystal with diame-
ter of 5 mm and length of 5 mm, was utilized as 
laser medium. Both ends of the crystal were paral-
lel, which created a flat-flat cavity. A coating a highly 
reflective at the laser wavelength of 1064 nm, has 
been vapour deposited onto one end of the rod that 
also forms the left resonator mirror. The vapour 
deposited system of layers is designed such that 
the maximum pump-light radiation can penetrate 
the highly reflective layer with only 20% losses. The 
other end of the rod has a vapour deposited, high-
quality antireflex layer for 1064 nm in order to keep 
the internal resonator losses as low as possible. 
The pump source (ILD) at 808 nm, which operates 
in either CW mode or pulsed mode. A Peltier's cool-
ing element for the control of the diode temperature 
and a thermistor for the measurement of the tem-
perature are all located inside the laser diode. The 
(ILD) output beam was collimated and focusing 
onto the Nd:YAG crystal by sequence of three lens 
system it consists of a three-lens system with a 
short focal length (f=6 mm) in addition to a focal 
length of 60 mm lens. The Nd- YAG output beam 
was filtered by a narrow band pass interference 
filter to reject the (ILD) wavelength (808 nm) and 
allow the (1.064 nm) only. Which is then detected 
by a PIN Photo diode and displayed by a storage 
oscilloscope. 

 
Fig. 1. Schematic of experimental Setup 

 
4. RESULTS  
 

4.1. Modulation Laser Diode  
 

Light output of a laser diode can be directly modula-
ted. The laser output is either amplitude or pulse mo-
dulated by controlling the current flow through the 
device. In figure 2 a,b shows the potodetector output 
of laser pulse modulated at low frequency (100 Hz) 
and high frequency (4 KHz) channel 2 (yellow trace). 
Channel 1 (red trace) is the input modulation signal. 

 

 
Fig. 2. Digital modulation signals of laser diode,  

(a) at low frequency, (b) at high frequency. 
 

4.2. Pulse Repetition Rate (PRR)  
 

The life time of the upper state of the active me-
dium is very important parameter to limited the PRR 
of DPSSLT. Increased the life time decrease the 
PRR. The life time for active medium (Nd:YAG) 
used in this system is measured about (230 μs) as 
shown in figure (3), which mean that the DPSSLT 
can controlled about (4.3 KHz).     

 
Fig. 3. Signals of the fluorescence life time level for Nd: 

YAG laser 



36               CEMA’12 conference, Athens, Greece 

4.3. Modulation DPSSLT  
 
Fig. 4a shows the photodetector output of a la-

ser modulated by alow frequency (100 Hz) digital 
signal Channel 2 (yellow trace). Hence at free – 
running mode, the pulse duration of laser is in mi-
crosecond. Channel 1 (red trace) represents the in-
put modulation signal (ILD) pumping source. Fig 4b 
shows the high frequency (4 KHz) modulation case. 

 

 
Fig. 4. Digital modulation signals free -running Nd:YAG laser, 

(a) at low frequency, (b) at high frequency 

 
Fig. 5 show the output gain –switched pulse 

train with stable peak values, narrow pulse duration 
at the low frequency (100 Hz), channel 2 (yellow 
trace) in fig. (5a) and high frequency (4 KHz) chan-
nel 2 (yellow trace) modulation case in fig. (5b). 
Correspondingly the diode laser output is a rectan-
gle pulses, channel 1(red trace). 

 

 
Fig. 5. Digital modulation signals, gain switched,  

(a) at low frequency, (b) at high frequency. 

 
4.4. Optical signal link and data rate  

             calculations  
 
At the system parameters such as laser power, 

gain receiver, gain transmitter operation wavelength 
and visibility conditions, which are calculated the 
received power with versus link range atmosphere 
transmitter. As shown in the fig. 6, TATM= 0.9 is 
available for clear condition for the system opera-
tion over a (2Km) span, for TATM= 0.6 over a (1.5 
Km) span, for TATM= 0.4 just under a (1 Km) span. 

 

 
Fig. 6. Power received as a function of link range  

for three atmospheric conditions 

 
Fig. 7 illustrates available optical data rate ver-

sus link range for the same system parameters. As 
shown in this figure, the link is available for very 
clear condition for the system operating over a 3.5-
km span, for clear weather over a 3 km span, and 
for bad weather just under a 2.5-km span. The cur-
ve shows how system operation, parameters de-
fining channel capacity can be varied to accommo-
date link availability under varying atmospheric con-
ditions. 

 

 
Fig. 7. Data rate as a function of link range for three  

atmospheric conditions 

 
5. CONCLUSION  

 
The Passively Q-switched Nd:YAG laser (1.064 

nm) pumped by an RF modulated (ILD) demonstra-
ted as stable pulse repletion rate of (100 Hz-10 
KHz) and a pulse width of (17 ns). The pulse width 
and the modulation frequency dependence of the 
passively Q-switched, repetitively modulated laser 
output vs. the diode pump power for Nd:YAG crys-
tals. Choosing the proper pumping current & pulse 
width makes system usable in a (FSOC) system. 
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Abstract  
 
In this work a stationary opto-mechanical reticule is designed to be utilized with a terrestrial telescope to improve its detection range 
for moving objects. The design calculations based on the psycho-physical characteristics of the human eye. The results obtained 
show that the optimum ocu-reticule co-performances may be obtained for the case where the object angular velocity fluctuates be-
tween (10-2 rad/s) and (5*10-2 rad/s), or may be extended with certain limits, to a decade more or less than the pronounced value. 

 
 

1. INTRODUCTION  
 
The purpose of an optical instrument is to im-

prove the performance of the eye by improving the 
details perceived in the observed scene especially 
under low contrast. Some magnification of the ob-
ject makes it easily identifiable but the field of view 
is usually reduced in proportion. If magnification 
exceeds the diffraction limit no further enhancement 
of details is possible. In any optical system design 
the magnification has to be considered with all other 
interdependent factors which often lead to a com-
promise. In general, relatively lower magnifications 
and larger fields of view are used for surveillance 
instruments, whilst relatively higher magnifications 
and smaller fields of view are necessary for target 
acquisition. However, the question now is, for an 
optical design of a telescope, is there any probabil-
ity of enhancing its detection range? The answer 
may be given in the following theoretical proposal in 
this paper.  

 
2. THEORY  

 

Considering the visual system as a part of a 
communication system, the transfer, spatial, and 
temporal characteristics are the most important pa-
rameters of interest, while the noise of the system, 
usually, considered next in importance where in con-
junction with the other parameters, sets the limits on 
the system performance. The study of these parame-
ters is usually based on psychophysical concepts.  

 

2.1. Spatial Characteristics  
 

In the optical stage diffraction, aberration, and 
scattering contribute to the spreading of the light in 

the retinal image of a point source. The total diame-
ter of the point spread function, (PSF) for white 
light, and a pupil diameter of (2 mm), is found to be 
approximately one arc minute,while it almost equal 
to the Airy disc(4). However, for this case, about half 
of the image flux falls within a radius of (1.2 mm) of 
point source image. The radius is doubled for a 
(6.6mm) pupil diameter(5). 

Spatial threshold performance of an optical system 
is usually stated in terms of resolution. It is the system 
ability to separate or resolve two close objects, that is, 
to recognize them as two. In vision, the term acuity is 
often used instead. The visual acuity of the eye is a 
measure of its ability to perceive details in a scene 
and it is the ophthalmic analogue of the resolution. 
Acuity is defined as the reciprocal of the visual angle 
subtended, at the eye, by the resolved object details. 
When the visual angle is measured in minutes of arc, 
the reciprocal is called decimal acuity(6). 

 

 
Fig. 1. Brightness-to-Luminance Ratio 

{After Ref. (8)}  

 
The reciprocal of the threshold contrast is called 

the contrast sensitivity. It represents the spatial 
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frequency response of retina-brain section of hu-
man visual system(8), that is, the optical transfer 
function, (OTF), of the visual system. 

Contrast sensitivity maximizes at (1-6 cycles/ 
deg), fall off at lower frequencies due to ocular and 
at low frequencies due to aberrations, diffraction, 
and finite receptor size, Fig. (1).  

 
2.2. Temporal characteristics  
 
The frequency, of periodic signals, at which the 

flicker ceases to be perceptible, is called the critical 
flicker frequency (CFF).The flicker phenomenon is 
often described by means of de-Lange curve, which 
show the threshold modulation as a function of 
(CFF), Fig. (2)(9). At intensity levels above (0.5 Td) 
these curves start at a threshold modulation of (0.6-
0.7) at low frequencies, rise to a peak some where 
between (5 & 20 Hz) and then drop rapidly. 
 

 

Fig. 2. Threshold Modulation as a function of CFF 
{After Ref.(9)}  

 
The frequency response of the visual system is 

another characteristic of spatiotemporal behavior, 
signals varying sinusoidaly both in time and space. 
Suprathreshold experiments showed that at low 
frequencies (~2 Hz) the perceived modulation of 
sinusoidal luminance pattern was more than two 
folds. While at (~5 Hz) it appeared to be equal to 
that of the steady pattern, and at (10-20 Hz) it 
dropped to about half this value(10).  

Ocular motion is another important example of 
the spatiotemporal interaction where any motion of 
the eye, while viewing a bar pattern, resulting in 
image motion across the retina will translate the 
spatial pattern into a temporal one.The eye's motion 
prevents the fading of the image, which quickly 
disappears when it is stabilized on the retina. The 
coupling between spatial and temporal effects in-

troduced by the eye motion optimizes the visual 
response to luminance fluctuation and the ocular 
scanning may contribute to edge enhancement(11). 

 
2.3. The Spectral Characteristics  
 
A representative curve of the change in wave-

length, required to make the difference just notice-
able, is plotted as a function of wavelength in Fig. 
(3)(12). It shows that the maximum sensitivity ap-
pears, mainly at the wavelengths (0.49 μm) and 
(0.59 μm) and also at (0.44 μm). 

 

 
Fig. 3. Human s eye Spectral Sensitivity 

{After Ref. (12)}  

 
3. UTILIZATION OF A RETICULE IN A  
     TELESCOPE  

 
A reticule is an opto-mechanical chopper, occa-

sionally it referred to as an episcotister(13). It sup-
presses unwanted signal from the background of 
the object scene by converting a DC-signal to an 
AC-one, that is, improving the signal–to– noise ra-
tio. The use of a reticule to increase the detectabil-
ity of a particular target in the presence of extrane-
ous background details is called spatial filtering. 
This type of filtering is used to enhance the signals 
from object of larger subtending angles. The reti-
cule is placed at the image plane of the optics,and 
its center coincides with the optical axis. There 
must be a relative movement between the reticule 
and the object's image. Therefore two types of reti-
cules may be used to initiate this relative motion, a 
rotating reticule or stationary reticule.  

The movement of the object across the spatial 
patterns of the reticule creates temporal frequen-
cies while improves the eye response, within certain 
limits, and an enhancement in the detection range 
of the overall optical system is expected.  
 

3.1. A Suggested Design for a Reticule  
             Pattern  

 
A suggested reticule pattern designed for a tri-

pod binocular terrestrial telescope is descried be-
low. Its field of view (7 deg.) and focal length (280 
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mm), that is, the image plane diameter is about 
(34.25 mm). A proper reticule pattern for this case 
is of a concentric annular circles Fig. (6). These 
annular circles are divided into three groups of dif-
ferent spatial frequencies which are successively 
increasing toward the reticule center.  

The external group consists of five concentric 
circles of one millimeters width for each of them. 
they are ordered in pairs, from the external circle 
toward the center, alternatively, as a transparent – 
semitransparent annular circles are made yellowish, 
the complement of the blue color, where the sensi-
tivity for the eye, at these wavelengths at, the low 
spatial frequencies, is the best as indicated in Fig. 
(3). The spatial frequency is made to be (2.5 cy-
cles/deg.) (or 0.5 cycles/mm). The spatial frequency 
of this the intermediate group is doubled (5 cy-
cles/deg). Similarly the internal group spatial fre-
quency is (6.25 cycles/deg).  
 

3.2. The Temporal Frequency Calculations  
 
If the object under investigation crossing the 

scene at an angular velocity, ω, then the temporal 
frequency υt, results from crossing the image reti-
cule's annular rings, can be estimated using the 
relation(14).  

 
        υsfω = υt                           (3.1) 

  

where f is the focal length and υs, the spatial fre-
quency of the reticule, for each group of its annular 
rings.  

The temporal frequencies produced at external 
group of the annular circles (υs = 2.5 c/deg.) varies 
from (1.4 Hz for ω = 0.01 rad/s.) to (14 Hz for ω = 
0.1rad/s). For the intermediate group (υs = 5 c/deg), 
the temporal frequencies fluctuates between (2.8 
Hz for ω = 0.01 rad/s) and (33.6 Hz (for ω = 0.1 
rad/s). Finally the calculated temporal frequencies 
for inner group of the annular rings (υs = 6 c/deg) 
fluctuate between (3.4 Hz for ω = 0.01 rad/s) and 
(17 Hz for ω = 0.05 rad/s).  

The spatial frequencies have been selected to fit 
the band of the best spatial response of the eye, 
that is (1-6) cycles per degree. Consequently the 
temporal frequencies obtained fluctuate between 
(1.4 Hz and 16.8 Hz) in the range of angular veloci-
ties of (10-2 rad/s) to (5*10-2 rad/s). However the 
best response of the eye to the temporal frequen-
cies (2-5 Hz) and the critical flicker frequency is 
about (20 Hz). 

 

4. DISCUSSION  
 
The results obtained in this work are utilized in a 

suggested design of a reticule pattern that can be 
applied to terrestrial or astronomical telescopes to 
improve their detection ranges against moving ob-
jects.  

 
Fig. 4. The Reticule Design 

 
The reticule design is illustrated in Fig. (4). Cal-

culations of the spatial and temporal frequencies 
results utilized in this reticule are summarized in 
Fig. (5).  

 

 

Fig. 5. The applicable range of the targets angular velocities  

 
The device performance against moving objects 

can be deduced from this figure. The ranges of 
object's angular velocities that expected to induce 
the optimum performance of the eye-telescope 
system fluctuates between (5*10-2 rad/s) and (10-2 
rad/s). The best performance may be obtainned at 
the angular frequency (2*10-2 rad/sec), where spa-
tial frequencies of (1 to 6 c /degree), the optimum 
response of the human eye, produce temporal fre-
quencies of (1.12 Hz) to (6.72 Hz). This is approxi-
mately fulfills the requirements of the human–eye 
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response to the temporal frequencies (2-5 Hz). 
However, one may work properly in the spatial fre-
quency range of about (1-8 c/deg), and temporal 
frequency range of about (1-9Hz). It can be seen 
from Fig (7) that these frequency ranges located at 
the Rose region of the threshold –luminance rela-
tionship, that is threshold modulation is proportional 
to the square root of the object luminance. The 
relation between the ratio of the brightness modula-
tion to luminance modulation, and the spatial fre-
quencies is illustrated in Fig 1), which shows that 
the best ratio, takes place at the spatial frequency 
(6 cycles/degree), is about (1.8)  
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Abstract 

 
The necessity for higher information capacity and for better operational reliability of FSO systems require more precise selection and 
adjustment of their parameters. Many factors cause random fluctuations in the direction of propagation of the transmitter radiation, 
respectively, in the angle of incidence of the optical flow on the receiving aperture. Due to this effects is drawn a serious deterioration 
in the quality of transmitted information and reducing of the reliability of systems. A significant improvement can be achieved by 
determining of the optimum divergence of the transmitter optical beam in FSO systems under specific operating conditions. In the 

work mathematical equations for calculating of optimum deviation angle t,opt of a laser beam are derived. Setting a FSO with this 
parameter, will provide operation with the highest possible deviation from the main beam direction. This paper deals with studying of 
dependence on maximal divergence from the power of laser source and the length of communication channel. Calculations are 
made for two different wavelengths of optical radiation. Manifold graphics, showing the importance of correct setting for the system 
reliability, are attached.  

 
 

1. INTRODUCTION 
 
The feasibility of FSO technology in the group of 

wireless communication systems is increasing con-
stantly. Its mobile version known as MFSO has 
significant progress over recent years too [1, 2]. 
The increased interest in FSO systems, however, 
creates new requirements for improvement of their 
characteristics, as well as for optimizing some of 
their parameters, in particular those of the diver-
gence of the transmitter optical radiation [3-7]. In [8] 
the dependence of t,opt on the BER, the eye-
diagram and the quality factor of the system are 
investigated by numerical simulations under differ-
ent atmosphere effects. Despite numerous re-
searchs so far has not offered a clear statement to 
calculate the optimal divergence t,opt of the laser 
radiation, depending on the FSO system parame-
ters and characteristics of the atmospheric commu-
nication channel. 

 
2. STATEMENT OF THE LASER BEAM  
    DIVERGENCE PROBLEM 
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Figure 1. Block diagram of an FSO link between two sites 

Figure 1 outlines a block diagram of FSO sys-
tem when the optical axes of the transmitter (TA) 
and the receiver (RA) antennas are aligned. The 

distribution of the optical radiation intensity I(, z) in 
the plane z = const depends mainly on the phase 
and amplitude distribution of the field in the TA. For 
our case we will accept equiphase and Gaussian 
amplitude distribution. In the figure is shown the 

optical fluxL – transmitted by the laser, tand 

r - through the apertures, namely, TA and RA, 

and at the entrance of the photodetector pd. I(, z) 
is the optical radiation intensity along the axis of the 

antenna. The radius z of the Gaussian laser beam 
(with azimuthal symmetry of the radiation) is calcu-
lated by the mathematical expression 

 

                    
 

2

,0
,

e

zI
zI z                        (1) 

 

and defines the divergence t of the radiation in the 

far-field region. With t and r are denoted losses in 

the definited antennas and a is the transparency of 

atmospheric channel. 2r is the diagram width of 
the receiving antenna. 

Radial distribution of the optical radiation inten-
sity in the plane z = const, in which receiving aper-
ture is situated, is shown in Figure 2. 

According to the assumption for receiving aper-

ture radius Rr << z, it can be approximately deter-

mined the received optical flux r as a product of 
the intensity of optical radiation in the center of the 
receiving antenna and the surface of antenna, Ar. 
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Figure 2. Distribution of intensity in a plane z = const  
for two values  

 
The intensity Imin shown in Figure 2 corres-

ponds to the minimum power of optical radiation 
through the aperture of the receiver for which FSO 
system works reliably. The respectively magnitude 

of defines the angle max. This is the value of 
bearable angular misalignment of the laser beam 

axis from the main direction ( = 0) due to the diffe-
rent random factors. 

With t,1 and t,2 are shown two distributions of 

I(, z), corresponding to divergence t,1 и t,2 (t,1 < 

t,2) of the beam transmitter. Figure 2 outlines the 

case of max (t,2) > max (t,1) . But it is obvious that 

this trend will continue to the limit value t,opt. After 

this point with increasing t, there will be a decre-

ment in the magnitude of max. 
The task of our following analysis is to calculate 

t,opt, and to investigate its dependence on the pa-
rameters of the FSO system. 

 
3. MATHEMATICAL DESCRIPTION 

 
Due to Gaussian amplitude distribution of the 

optical field in the aperture of the transmitting an-
tenna the intensity distribution in the far-field region, 
in which the receiving antenna is positioning, is also 
Gaussian. 
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When  = max (Fig. 2), the optical radiation in-
tensity I = Imin, i.e. 
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The optical radiation intensity along the axis of 

the laser beam depends on the characteristics of 
the transmitter and the atmospheric communication 
channel [7] 
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The transparency of the atmosphere is related to 
meteorological visual range SM and the wavelength 
of the transmitter. 
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In case of SM  10 km,  3
M km0,585  q S  . 

From (4) and (5) we draw the formula 
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This mathematical equation allows determina-

tion of the extreme magnitude of max as a function 

of z. The value of z, for which has a maximum 

max, is 
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Imin is calculated by the condition 
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When SNR value is given, pd is calculated 
from the expression [7] 
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In (10) RI is the integral sensitivity for current of 
the photodetector 

 

     00

5

0I 10.06,8 R , (11) 

 

(0) is the quantum efficiency of the photo-
detector material, CI is the information capacity of 
digital communication system, kB = 1,38.10-23 J/K is 
the Boltzmann constant, T is the absolute tempe-
rature, А is a constant of receiver, RFb is the value 
of the resistor in the feedback of the preamplifier, 

e = 1,602.10-19 C is the charge of the electron. 

Background optical flux B depends on the 

spectral brightness of the background radiation L,B 
and the parameters of receiver: the aperture radius 

Rr, the transmission coefficient r and the angular 

width of the receiving antenna r [7] 
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With ,F is denoted the transmission wave-
length of the interference filter before the photode-
tector. 

From (10) and from physical considerations we 
reach to a clear result for calculating the value of 
the optical signal flux in the entrance of the 
photodetector 
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Having used the expression (13), (9) and (8) we 

compute z,opt, respectively,  
 

  rad
optt,
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z


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as a function of parameters of FSO system and 
communication channel. 

 
4. SIMULATION RESULTS 

 
For numerical calculations we choose the follow-

ing typical values of the parameters of the FSO 
system and atmospheric communication channel: 

CI = 100 Mbps;0) = 0,7; SNR = 11,2 (corres-

ponds to BER = 10-8);0 = 0,85 and 1,55 m; T = 

300 K; А = 5; RFb = 1 k; r = t = 0,85; Rr = 5,5 

cm; ,F = 10 nm; L,B = 10-2 (corresponds to 

bright day); r = 5 mrad; SM = 10 km. 
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Figure 3. Dependence of t,opt from L (z = 2 km) 

 

Figure 3 shows the t,opt dependence from the 
power of the transmitter, and Figure 4 from the 
length of the communication channel. 
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Figure 4. Dependence of t,opt from z (L = 10 mW) 

 

We see the strong dependence on t,opt within 
an order of magnitude (1 mrad to 10 mrad). This is 
a prerequisite for the importance of the correct se-
lection of the optimal divergence of the laser beam 
for the reliable operation of FSO system in each 
one case. 

 
5. CONCLUSION 

 
The optimal magnitude of the laser beam diver-

gence is influenced much more by the length of the 
communication channel than the power of the laser 
source. In case of six times increasing in the distan-
ce between communication parts the value of opti-
mal divergence decreases eight times. In compare-
son, five times reducing of transmitter power leads 
to four times decreasing of the optimal divergence. 
The dependence of the optimal divergence of the 
transmitter on the wavelength is much weaker. 
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Abstract 
 

The Modified Fractal Signature (MFS) method uses the ‘blanket’ technique to provide useful information for 
image classification. It has been used in [1] and [2] in order to provide classification results for document anal-
ysis purposes [1] and biomedical image classification [2]. It is based on the calculation of the volume of a 
‘blanket’, corresponding to the image to be classified, and then on the calculation of the corresponding fractal 
signature (MFS) of the image. We present here some preliminary results concerning the application of MFS 
method to the classification of Inverse Synthetic Aperture Radar (ISAR) images. In these results it is clearly 
seen that the focusing of the ISAR radar image clearly correlates with the value of MFS signature.  

 
 

1. INTRODUCTION 
 
MFS method has been introduced by Y. Tang et. 

al. for the purpose of document analysis, classifica-
tion and pattern recognition [1]. N. Ampilova et. al. 
applied similar methods for biomedical image clas-
sification [2]. This method includes fractal analysis 
[3,4] of surfaces and uses a ‘blanket’ technique 
[1,2], which is explicitly provided in Section 2, be-
low. The concept in this technique is that different 
classes of images yield different values of fractal 
signature (MFS) and fractal dimension, upon which 
classification of different types of images is possi-
ble. In particular, in this paper we are interested for 
the classification of ISAR radar images, and, in 
particular, for discrimination of ‘focused’ or ‘unfo-
cused’ ISAR images [5]. In [5], the criterion for im-
age focusing is based on the ‘image entropy’, while 
in the present the criterion of fractal signature value 
is investigated. 

 
2. MATHEMATICAL FORMULATION  
    OF THE PROBLEM 

 
The ‘blanket’ (MFS) method [1,2], as implemen-

ted by our research group in this paper, is summa-
rized as following: initially, the whole image is divid-
ed into several non-overlapping sub-images and the 

fractal signature is calculated for each sub-image, 
as explained below (the overall fractal signature of 
the initial image will be calculated ultimately by 
summation of the corresponding values of the sub-
images, as it will be explained below). Subsequent-
ly, each sub-image is converted to a gray – level 
function g(x,y) [1].  

According to [1] and [2], the covering blanket is 

defined by its upper surface u (x, y)  and its lower 

surface b (x, y) . Initially, δ=0 and 0u (x, y)  = 

0b (x, y)  = g(x,y). For δ=1,2,… we have the follow-

ing iterative formulae:  

    1 1
m,n x,y 1

u (x, y) max u (x, y) 1, max u (m,n)  
 

 

    1 1
m,n x,y 1

b (x, y) min b (x, y) 1, min b (m,n)  
 

   (1) 

 

Subsequently, the volume of the ‘blanket’ is cal-
culated 

            
(x,y)

Vol u (x, y) b (x, y)         (2) 

 

Furthermore, the fractal signature Aδ is calculat-
ed by  

                       
Vol

A
2


 


                         (3) 

or 
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(see also Fig. 1) 

 
Fig. 1. Volumes of the ‘blanket’ involved in our proposed 

algorithm for fractal signature calculation [1] 

 
Finally, concerning the calculation of the corre-

sponding fractal dimension D, the following formula 
is used [1] 

                          2 DA 

                        (5) 
 

where β is a constant, from which the fractal dimen-
sion can be calculated from successive fractal sig-
nature values as following 
 

       1 22 2

2 1 2 2

log A log A
D 2

log log

 
 

  
, δ=1,2,… (6)  

 
3. PRELIMINARY NUMERICAL RESULTS 

 
In this paper our simulations of the proposed al-

gorithm concern ISAR radar images of the authors’ 
previous research [5], see Fig. 2 below [similarly, in 
the near future, our research group will investigate, 
in a similar fashion, classification issues of direct 
Synthetic Aperture Radar (SAR) images [6]].  

As well expected, the image of Fig. 2(a) is char-
acterized from small value of entropy, as opposed 
to the image of Fig. 2(b) [5]. In the present study, 
the criterion of fractal signature and fractal dimen-
sion will be used instead. Fig. 3, below, shows the 
fractal signature Aδ as a function of iteration δ for 
the cases of the ‘focused’ and the ‘unfocused’ im-
age of Fig. 2. 

From the results of Fig. 3 above, through the 
use of Eq. (6) above, the following results of Fig. 4 
for the corresponding fractal dimension are derived. 

From the numerical results of Figs. 3,4 above, it 
is apparent that the criteria of ‘fractal signature’ and 
‘fractal dimension’ for ISAR image characterization 
work in a satisfactory way for the above simulations 
(besides to the criterion of entropy values, exam-
ined in [5] and [6]). Furthermore, from the first simu-
lations presented above, we can provide here some 
preliminary remarks, as following. First, it appears 

that conclusions about image characterization fol-
low for small values of iteration δ. Furthermore, for 
the particular case of Fig. 3, above, note that infor-
mation about image characterization is lost for 
number of iteration δ=13. Finally, we easily can 
understand that, for large number of iterations (δ), 
the proposed algorithm of Eq. (1) appears to select 
the ±1 values of the previous iteration, so that the 
value of fractal signature equals, in this limit, the 
number of the pixels of the image. This final state-
ment can be very easily proved from Eq. (4), where, 
in the current simulations, this situation occurred for 
δ=148 (‘focused’ case) and δ=129 (‘unfocused’ 
case).  

 
 (a) 

 
(b) 

Fig. 2. ISAR images used in the present simulations,  
(a) ‘focused’ ISAR image of airplane, (b) corresponding  

‘unfocused’ image [5] 

 
Fig. 3. Fractal signature Aδ as a function of iteration δ for the 

cases of the ‘focused’ and the ‘unfocused’ image of Fig. 2  
(red = unfocused, green=focused). 
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Fig.  4. Fractal dimension D as a function of iteration δ for the 

cases of the ‘focused’ and the ‘unfocused’ image of Fig. 2  
(red = unfocused, green=focused)  

 
4. CONCLUSION – Future Work 

 
In this paper we applied an iterative MFS tech-

nique [1,2] for ISAR radar image characterization. It 
appears that for small values of iteration δ the pro-
posed algorithm provides interesting characteriza-
tion results. In the near future, our research group 
will also examine the behavior of direct SAR imag-
es, as well, further comparisons with the entropy 
value criterion, and other fractal image characteri-
zation methods, such as ‘Regny spectrum’ method, 
as well [2]. 
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Abstract 
 

In this paper, a two-dimensional (2D) Synthetic Aperture Radar (SAR) geometry is presented for a ship target which is located on the 
sea surface. The ship is considered at first to be stationary, and subsequently an oscillatory movement is induced to its position 
along the vertical axis, due to sea surface motion. Moreover, the mathematical expressions of the backscattered signal (magnitude, 
and, in particular, phase) are presented for the two cases of a ship target mentioned above. Furthermore the ‘CPI-split algorithm’ [3] 
(CPI = Coherent Processing Interval) is applied in the SAR scenario examined here, and the numerical results, based on simulated 
radar data, are presented. These results show the effectiveness of the CPI-split algorithm [3] for the case of SAR imaging.  

 
 

1. INTRODUCTION 
 
Synthetic aperture radar (SAR) has been widely 

used for long-range imaging of stationary ground 
objects. This radar can perform with high image 
resolution at long range, regardless the weather 
conditions, because it is a radio frequency (RF) 
sensor. Hence, one of its main uses is in target 
detection and recognition for civilian or military ap-
plications. Provided that the target remains station-
ary, it is feasible from the SAR data to construct the 
target SAR image with high resolution by exploiting 
the range-Doppler information collected by the SAR 
antenna [1,2].  

As far as moving targets are concerned, the re-
construction of the target image using SAR data is 
a more difficult task [1]. The SAR image of the tar-
get is usually defocused due to target movement. 
As moving targets are of great interest, the purpose 
of this paper is to apply the post processing CPI-
split autofocusing algorithm [3] in the SAR geometry 
in order to get a focused SAR image of a moving 
target.  

 
2. SIMULATED SAR GEOMETRY  
    AND MATHEMATICAL FORMULATION 

 
The simulated SAR geometry is presented in 

Fig. 1. The antenna of the radar, as it is common in 
SAR geometry, is mounted on a platform such as 
an aircraft and illuminates the target [1]. The aircraft 
is assumed to travel along a flight path from –N/2 to 

N/2 (N is the number of bursts during one CPI) with 
constant velocity v. The center of the flight path is 
considered to be the point A, as it is shown in Fig. 
1. Furthermore, the radar is assumed to emit linear 
frequency modulation (LFM) pulses, where M 
stepped frequencies are emitted per burst (m=1 to 
M) and N pulses per CPI [1,2]. 

Figure 1. SAR geometry 
 

The target is a ship on the sea surface with 
length and width b (2D geometry of the ship is as-
sumed here, without loss of generality). The origin 
O’ of the ‘local’ coordinate system [i.e. of the target 
(ship) to be imaged] is placed in the mass center of 
the ship. The distance R0 is the distance between 
the center of the flight path and the origin O’ of the 
local coordinate system. The angle ψ is the grazing 
angle of the incident radar electromagnetic (EM) 
wave and the angle θ is the angle of observation of 
the target within the CPI. The angle φ determines 
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the orientation of the ship with respect to the ‘earth’ 
coordinate system Oxyz (axis Ox, in particular). 

In the simulations of Section 3, below, the ship is 
considered in most CPI’s of observation to be sta-
tionary. However, in some specific CPI’s, an oscilla-
tory movement is induced to its position along the 
vertical axis, due to sea surface motion. The SAR 
images that are obtained for these CPI’s are blurred 
due to the ship movement. The main idea is to ap-
ply the CPI-split autofocusing algorithm [3] in order 
to eliminate the SAR image smearing.  

In order to fully clarify the simulated geometry, 
the main mathematical expressions of the backscat-
tered signal (magnitude, and, in particular, phase) 
are presented below, for the two cases of a ship 
target (e.g. stationary and in movement). 

The backscattered radar data are simulated 
through the following formula: 

 

         ),(]exp[),( m
ji,, nmujsnmx

d
ji       (1)  

 

where d is the number of the scatterers of the target 
and si,j is the scattering intensity for the (i,j) scat-
terer. In the simulations below we can assume, 
without loss of generality, that all scatterers have 
the same strength in amplitude (si,j=1 for all i,j). The 
term φi,j is the phase of the backscattered signal, 
while u(m,n) is the two dimensional additive white 
Gaussian noise component.  

Assuming that the ship is stationary, the phase 
φi,j for the (i,j) scatterer of the target, φi,j = 2k · Ri,j , 
is calculated by our research group from analytic 
(geometric) calculation of the distance Ri,j between 
the radar and the (i,j) scatterer, and from the ana-
lytic expression for the incident wavevector k, as 
well. These calculations lead to the following ‘local’ 
phase, assuming that the target is stationary:  
 

 )sincos(cosψ[cos
c

f4
,,

mm
ji,  jiji YX

)]cossin(sinθ ,,  jiji YX                                  (2) 
 

where m is the stepped frequency index 
(m=1,…,M); n is the burst index (n=1,…,N·NCPI) for 
a number of simulated CPI’s (NCPI); N is the number 
of bursts during one CPI and (Xi,j,Yi,j) are the local 
coordinates of the ship scatterers. 

When the vertical movement of the ship, due to 
the sea motion, is taken into account, the phase 
formula changes. In the ship motion model, that we 
adopt here, an extra term is added due to the ship 
movement along the z-axis and it depends on the 

period Tosc of the oscillation. As a result, the phase 
of the backscattered signal is given by: 

 

             )sin(
c

f4
osc0

mm
ji,

m
ji, tz
osc

       (3) 

 

where z0 is the oscillation amplitude and ωosc is the 
angular frequency of oscillation.  

In the numerical simulations of Section 3, below, 
the vertical movement of the ship is induced only for 
specific CPI’s, where the raw data matrices are 
formed through Eq. (1) [dependence on ‘slow – ti-
me’ index n in eqns. (2) and (3) becomes effective 
through the aspect angle θ].  

The SAR images for all CPI’s are constructed 
from the raw data matrices through the traditional 
‘Range – Doppler’ imaging technique, involving FFT 
processing in both range and Doppler directions [2]. 
In order to compare the quality of the SAR images 
obtained, the entropy values of each image are 
computed. It is expected that the SAR images 
which correspond to those specific CPI’s in which 
the ship movement is induced, will have greater 
entropy values than the SAR images corresponding 
to no ship movement. 

 
3. NUMERICAL RESULTS 

 
The simulated ship geometry is shown in Fig. 2. 

It is a point scatterer model which consists of 233 
scatterers. The corresponding radar and geometry 
parameters are shown in Table 1.  

 

 
Figure 2. Geometry of the simulated ship target 

 

The CPI-split autofocusing algorithm [3] is em-
ployed in those CPI’s whose entropy values exceed 
a threshold that represents an acceptable SAR 
image quality. The images with entropy values be-
low the entropy threshold are called “focused” im-
ages, while the images with entropy values over the 
threshold are called “unfocused”. In this simulation 
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scenario the value of the entropy threshold was set 
equal to 6.0 [3].  

 

Table 1. SAR simulation parameters 

Parameter Value [units] 
carrier frequency, f0 10 [GHz] 
radar bandwidth, B 300 [MHz] 
number of frequencies, M 64 
frequency step, Δf 4.76 [MHz] 
pulse repetition frequency, PRF 2.74 [KHz] 
burst duration, Tb 0.0234 [sec] 
coherent processing interval, CPI 3 [sec] 
number of bursts, N 128 
number of CPIs, NCPI 13 
range distance to center of target, R0 10 [km] 
height of SAR platform, h 2 [km] 
position angle of the ship, φ 0° 
velocity of platform, vp 100 [m/sec] 
oscillation amplitude, z0 0.2 [m] 
oscillation period, Tosc 1.3 [sec] 

 

In this simulation, the flight duration is consid-
ered to be 13 CPI’s. The ship movement is induced 
only in the 4th and 8th CPI. In Fig. 3, four (4) SAR 
images are presented. Images 3a, 3b and 3c repre-
sent the reconstructed SAR images for the 7th, 8th 
and 9th CPI respectively. It is clear that the SAR 
image of the 8th CPI (image 3b) is unfocused due 
to sea motion, as modeled in our simulations. In 
image 3d the SAR image of the 8th CPI is shown 
after the application of the CPI-split autofocusing 
algorithm [3]. Clearly the SAR image is now fo-
cused and has an acceptable entropy value. The 
CPI-split autofocusing algorithm is effective in this 
simulation scenario.  

In Table 2 the entropy values for the CPI’s re-
lated to the application of the algorithm are pre-
sented. Note that the entropy values of the 4th and 
8th CPI are within the acceptable entropy value 
range (e.g. below the entropy threshold), after our 
proposed algorithm is applied [3].  

Table 2. Entropy values of SAR images  

SAR Image Entropy 
Minimum Entropy 

Combination 
5.7635 
7.8581 3rd CPI 4th CPI, 

unfoc. 5th CPI 5.7540 

  
  
  

4th CPI, foc.  5.7648 
stage 3, segment 1, 

comb. 1  
5.6786 
7.3654 7th CPI 8th CPI, 

unfoc. 9th CPI 5.7572 

  
  
  

8th CPI, foc. 5.7581 
stage 3, segment 2, 

comb. 4 

 
3a) 

 

 
3b) 

 

 
3c) 

 

 
3d) 

 
Figure 3. Reconstructed SAR images for the:  

a) 7th; b) 8th; c) 9th; CPI and d) the 8th  
CPI after application of the CPI-split algorithm  
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4. CONCLUSION – Future Research 
 
In this paper, a ‘CPI-split autofocusing algorithm’ 

[3] is applied to a Synthetic Aperture Radar (SAR) 
scenario. The simulation results presented above 
show that the proposed algorithm is effective in 
producing focused SAR images, at least for the 
simulated data used in this research. One basic 
idea for near future research of our research group 
is to incorporate the proposed ‘CPI-split autofocus-
ing algorithm’ also for the cases of real – field data. 
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Abstract 
 

In this report an effective solution of the “beam scan-on-scan losses” problem in Bistatic radars and Multistatic Radar Networks is 
proposed. It is based on random phased antenna arrays approach, as well as correlation signal processing in the radar receiver. 
Similar approach was proposed by the author to solve the antenna problems of the mobile satellite communications, named Spatial 
Correlation Processing – Random Phase Spread Coding. Matrix presentation of the signals in such radar systems is given, as well 
as the computer simulated Spatial Correlating Function, which is the virtual antenna patterns at baseband.  

 
 

1. INTRODUCTION 
 
Bistatic radars and Multistatic Radar Networks 

(MRN) are subject to problems and special re-
quirements that are either not encountered or en-
countered in less serious form by monostatic radars 
[1]. One of the main problems are beam scan-on-scan 
losses. If high gain narrow-beam antennas are used 
by both the transmitter and the receiver in bistatic 
surveillance radar, inefficient use is made of the radar 
energy because only the volume common to both 
beams can be observed by the receiver at any given 
time. Several techniques have been proposed and 
used [1], but all of them suffer different disadvantages. 
Another problem, typical for all kind high gain antenna 
radar systems, is the sequential target search in the 
space due to the steering of the narrow antenna pat-
tern. It leads to low illumination/scan period ratio and 
low probability of target detection. 

The goal of this report is to propose effective so-
lution of the above mentioned problems, based on 
Random Phased Antenna Arrays (RPAA) approach, 
as well as correlation signal processing in the radar 
receiver. Similar approach was proposed by the 
author to solve the antenna problems of the mobile 
satellite communications in Ku frequency band [2]. 
The name of the proposed new technical solution is 
Spatial Correlation Processing – Random Phase 
Spread Coding (SCP-RPSC). 

 
2.  SCP TECHNOLOGY – THE NEW APPROACH  
     TO SOLVE THE MRN SCAN ON SCAN  
     PROBLEMS 

 
The basic SCP bistatic radar geometry is shown 

in fig. 1. It consists of transmitter site, radar target 

and receiver site. The last is given in more details in 
fig, 3. The transmitted by the radar transmitter CW 
signals are phase modulated with slow “coarse” 
PN-code C and fast “precise” PN-code P.  

 
Figure 1. The basic SCP bistatic radar geometry 

 
The frequency spectrum of the transmitted wave 

is shown in fig. 2.  

 
Figure 2. The frequency spectrum of a SCP bistatic  

radar system 
 

3.  BASIC MATRIX EXPRESSIONS OF THE  
  SIGNALS IN A SCP BISTATIC RADAR  
  SYSTEM 

 
The receiver site of a SCP bistatic radar system 

can be represented by a block diagram, shown in 
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fig. 3. It involves a radar target located in a position, 
given with its angular coordinates in the coordinate 
system, centred in the receiver RPAA [fig. 4]. To 
analyze such a system, the most suitable mathe-
matical tools available involve matrix and vector 
algebra.  

 

 
Figure 3. The SCP bistatic radar receiver site  

 
The reflected by the radar target SCP signals in-

volve both the coarse signal with power '
cP and 

precise '
pP . For simplicity target point scattering 

model is considered. These signals travel through 
space to reach the RPAA, where they are picked up 
by every antenna element and collected by the 
summing network to the input of the receiver. Here, 
after several steps of down-conversion, the col-
lected random phase spread P signals correlate 
with the recovered phase spread in the same man-
ner C signals for precise signal recovery. The radar 
target is located at angular coordinates rr  ,  and 
distance rR .  

 

 
Figure 4. The SCP bistatic radar coordinate system 

Each element of the N-elements RPAA pick up 
the reflected by the target signals and deliver them 
to its output. Let ns  be the transfer function be-

tween the radar target and the n -th element of 
RPAA. Then  
 
                          nj

snn eLs  .                   (1) 
 

where snL are the space propagation losses, 

)cos(sin nrrnn kr    is the phase of the 

signal received by n -th element of RPAA relative to 
its centre,  /2k  - free space phase con-
stant, nnr , - the coordinates of the n -th element of 

RPAA, rr  , - the angular coordinates of the radar 
target. 

The transfer function for the C and P signals 
from the radar target to the RPAA will be given by: 
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The signals, reflected by the radar target, at the 
RPAA elements will be given by: 

 

                   '' , ppnpnccncn PsxPsx   (3) 
 

All RPAA elements will also receive the reflected 
C and P signals, as follows: 

    

                    '
pp

'
cc sx,sx pc PP    (4) 

 

The summing networks of the RPAA will trans-
port all signals, received by the different elements, 
to its output and the SCP receiver. Let the transfer 
functions between all RPAA elements and its output 
be represented by the column vector a : 
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where nj
ann eLa . , anL - gain of a single ele-

ment, internal propagation losses are included, 

ngnn r   /2 ,where gnr  /2 -phase shift 

due to summing network, n - phase shift due to 

the element inclination if Circular Polarization (CP) 
is used. 

Due to the finite transfer function that exists be-
tween the input and output ports of the RPAA and 
the summing network, the signals appearing at the 
output, will be those at the input modified by the 
transfer function a . The signal vectors, combining 
all C and P signals, will be given by: 

  
                             caxC     (6) 

                             paxP    (7) 

 
The received by RPAA signals are amplified in 

Low Noise Amplifier (LNA), down converted, ampli-
fied and correlated in the Correlator unit. Consider 
for simplicity the process without math description 
of C- code spreading and dispreading. The total 
receiver gain G , product of the above mentioned 
procedures, will be: 

 
         2211 IFADCIFADCLNA GGGGGG ....  (8) 

 
where LNAG  is the gain of the LNA, 1DCG  is the 

gain of the first down converter, 1IFAG  is the gain of 
the first IFA, 2DCG  is the gain of the second down 

converter and 2IFAG  is the gain of the second IFA. 
The output signal, product of the multiplication 

process, will be:  
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A basic requirement of the SCP technology (in 

order to obtain smooth omnidirectional receiving 
pattern) is the sum of the off-diagonal terms of the 
matrix (9) to be zero. This requirement is fulfilled 
when the RPAA output signals phase probability 
density function (PDF) is uniform in the interval 0 – 
360 degrees, the channel is real with AWGN and 
the signal processing is digital.. The real part of the 
n -th diagonal term of matrix (9) consists of:  

  ngnrrnIInn rkkrtpcpc   cos.sin.cos..).Re( 2 (10) 

 
Equation (10) can be presented by means of eq. 

 AA 21502 cos.,cos   as follows: 
 

 ......2cos...5,0..5,0).Re( 
 tpcpcpc IInn 

     (11) 
The second term of eq. (11) vanishes after Low 

Pass Filtering. The first term represents the de-
modulated reflected signal per antenna element at 
baseband for the precise PN-code, used later for 
precise distance measurement. The total baseband 
output signal will be N times more, equal to the 
trace of the matrix (9) (the N diagonal elements are 
in phase): 

 
                NpcGBBOcp ....5,0

             (12) 

 
The formal mathematical way to describe the 

above mentioned correlation process and the result 
(12) in matrix form is: 
 
    )p.Tr(.p)..(timeaverBBO H

c cGcGp  (13) 

 
where Hp is the Hermitian (transpose and conju-
gate) matrix of p .  

If there is another radar target, interfering with 
the same reflected power over the system, the Spa-
tial Cross - Correlation Function (SCCF) can be in-
troduced for the spatial interference analysis, as 
follows: 

 
  pcdBSCCF c.inter. /BBOθφ,BBOlg10))(,( 

     (14) 
The matrix simulations of the SCCF of a SCP 

system for cm5,2 , 03600,5,285  nn cmr   
are shown in fig. 5. 
 

 
Figure 5. The SCCF for 0r deg. 
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The simulated SCCF, which is the virtual RPAA 
antenna pattern, is pointed to the radar target direc-
tion when the Acquisition and Tracking System 
(ATS) is locked to the reflected C signal. The inter-
ference, coming from targets with different direc-
tions and distances, will be attenuated with the 
corresponding value of the P-code autocorrelation 
function and SCCF. 

 
4. CONCLUSION 

 
The application of SCP-RPSC technology in ra-

dar bistatic and MRN,s, is proposed in this paper. 
Matrix presentation of the signals in a bistatic radar 

SCP systems is given too. The implementation of 
the RPSC technology in the transmitter site will give 
another important benefits and will be subject of 
future research work. A promising feature is the 
typical for the RPSC technology random space 
coding, which will improve the anti jamming resis-
tance of the radar system in the case of jamming 
targets.  
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Abstract 

 
Historically, the Global Navigation Satellite Services (GNSS) have been delivered through the use of satellites transmitting in L-band. 
Targeted to military navigations at first, these services have evolved towards hundreds of civil applications, some of them (for exam-
ple railway transport) with great accuracy. The use of L-band gives important benefits, such as small onboard antenna size and little 
or no attenuation due to rain. However, the amount of L-band available, and more specifically the portion allocated to GNSS, is 
limited. The possible transport applications require a much greater accuracy than normally in L-band because of the ionosphere 
propagation effects. 

An analysis of the possibilities to create new GNSS, working in Ku –band, is given in the report. SCP technology is proposed as 
solution of the antenna problems. The possible advantages of such kind systems are discussed, as follows: 

 Improving the fade margin of GNSS in Ku-band. 
 Drastically decrease of ionosphere propagation errors. 
 Improving the GNSS system parameters due to directivity of the SCP virtual antenna pattern – better isolation among differ-

ent satellites, better pseudo-satellite compatibility, better anti-jamming and multi-path propagation properties. 
 
 
1. INTRODUCTION 

 
Historically, the Global Navigation Satellite Ser-

vices (GNSS) have been delivered through the use 
of satellites transmitting in L-band (out of which only 
a few tens of MHz are assigned to GNSS use from 
regulatory authorities). Targeted to military naviga-
tions at first, these services have evolved towards 
hundreds of civil applications, some of them (for 
example railway transport) with great accuracy. The 
use of L-band gives important benefits, such as 
small onboard antenna size and little or no attenua-
tion due to rain. However, the amount of L-band 
available, and more specifically the portion allo-
cated to GNSS, is limited. Moreover, frequency 
reuse due to different orbital slots is extremely limi-
ted. The possible transport applications require a 
much greater accuracy than normally in L-band 
because of the ionosphere propagation effects. 

To definitely overcome the problems due to the 
L-band, the only choice is to move GNSS to a hig-
her frequency band. Ku-band (frequencies between 
11 and 14 GHz, out of which 2+2 GHz assigned to 
satellite use) is an ideal candidate to offer error free 
GNSS. An analysis of the possibilities to create new 
GNSS, working in Ku–band, is given in the report. 
SCP technology [1,6] is proposed as solution of the 
existing antenna problems. The possible advanta-
ges of such kind systems are discussed. 

2. SCP GNSS SYSTEM ARCHITECTURE 
 
A possible architecture of a SCP based GNSS is 

shown in fig.1. The signals from different navigation 
satellites (Sat.1….Sat.M) are received by a random 
phased Radial Line Slot Antenna (RLSA), down-
converted and separated by means of coarse code 
recovery circuits (C1, C2,…CM recovery). The sum 
of the output signals is Gaussian random with 
Rayleigh distribution. It is strong correlated with the 
sum of the precise code signals (P1,P2….PM), com-
ing from the corresponding satellites. The outputs of 
the P-codes recovery units are used for pseudo 
range navigation measurements in convenient way. 
In fig. 2 the frequency spectrum of the navigation 
signals in the proposed SCP-GNSS is shown. 

 
Figure 1. Architecture of the proposed SCP GNSS 
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Figure 2. Frequency spectrum of the navigation signals  

in a SCP GNSS 
 

3. ADVANTAGES OF GNSS IN KU-BAND 
 
3.1. Improving the fade margin of GNSS  

             in Ku-band 
 
A basic parameter of the satellite communica-

tions channels is the Carrier to Noise Density Ratio 
[2]: 

      6,228/// 0  ss TCkTCNC  (dBHz),   (1) 

where: 
      srs TGLEIRPTC //   (dBW/K),  (2) 

 
where EIRP is the Equivalent Isotropically Radiated 
Power of the transmitter site, L –propagation losses 
and Gr is the gain of the receiving antenna,  

 
                   0 addL L L    (dB),  (3) 

 
where L 0  are the Free Space Path Losses,  

 
     45,92lg20lg20  fRLo (dB),  (4) 

 
and addL  are the additional losses in the atmos-

phere and hydrosphere, f is the frequency in GHz, 
and R is the distance between the ground station 
and the satellite in km. 

Bearing in mind eq. 1, 2, 3 and 4, it is possible to 
compare different GNSS on the basis the parame-
ter С/N0. 

L- band: 
 The used antennas are semi omni directional 

in order simultaneous receiving of navigation-
nal signals from all visible satellites. Antenna 
gain is about 3 dB. 

 Ladd =2 dB in heavy rain. 

Ku-band: 
 By means of SCP technology [1], it is possi-

ble to develop antenna system with 36 dBi 
gain and diameter about 60 сm, with several 
virtual beams directed towards different navi-

gation satellites. The antenna dimensions are 
suitable for proper antenna mounting over 
cars, boats, planes or trains roofs. 

 The additional losses, due to heavy rain con-
ditions, are in order of 10 dB. The increase of 
the free space losses will be in order of 8,8 
dB.  

The common increase of the propagation losses 
due to the use of Ku-band will be about 17 dB. On 
the contrary, due to the much higher antenna gain, 
the parameter С/N0 will be about 14 dB higher. The 
result will be drastically decrease of the thermal 
noise User-Equivalent Range Error (UERE), which 
is now about 11,1 м [3, fig. 5.10]. 

 
3.2. Drastically reduce of the ionosphere  

            propagation errors 
 
One of the main source of UERE are the propa-

gation effects in the Earth Ionosphere. They are 
result of the Sun activity and often they are unpre-
dictable. The root mean square Ionosphere delays 
UERE in normal activity is equal to 9,9 м, but in the 
case of high sun activity and low satellite elevation 
it could reach even 50 м [3]. There are many ways 
to reduce these kinds of errors, but all of them suf-
fer from different disadvantages.  

The frequency dispersion of the root mean 
square Ionosphere delays UERE could be approxi-
mated with 1/f2. The transfer of GNSS frequencies 
from L to Ku –band will lead to about 50 times de-
crease of this error, which will delete the importance 
of Ionosphere delays UERE over satellite naviga-
tion systems. 

 
3.3. Improving the GNSS system parameters 

due to the directivity of the SCP virtual 
antenna patterns 

 
 better isolation among signals of the different 

satellites  
 better pseudo-satellite compatibility 
 better anti-jamming properties 
 

In particular GNSS applications the down-links 
will be well protected from jamming, coming from 
the side-lobes of the Spatial Cross-Correlation Fun-
ction (SCCF), an important parameter of the SCP 
technology. The level of the side-lobes will be very 
low (in order of -25, -30 dB). It leads to good protec-
tion rations of SCP down-links against ground 
based terrorist jamming. 

 better anti multi-path propagation properties.  
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One of the main reason for navigation errors in 
GNSS are the reflected signals (fig. 3), causing s.c. 
multi-path errors. In some cases UERE, due to 
multi-path, can reach 12,6 м [4,5]. In a SCP-GNSS 
the down-links are well protected from multi-path 
reflections, coming from the low side-lobes of the 
SCCF.  

 

 
Figure 3. Multi-path of GNSS signals in urban environment 

 

4. CONCLUSION 
 
The preliminary analysis of the possible transi-

tion from L to Ku-band of the future high accuracy 
GNSS, based on SCP technology, gives good first 
results and impressions. In the future this possibility 
should be studied in details, based on funded re-
search projects.  
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Abstract 
 

Most of recent wireless communications technologies need multi-band and miniaturized antennas. The fractal antennas advantages 
fit these challenges. Koch curve fractal structure is one that is often used in antenna design, because of its simplicity.  

In this work modified fractal antenna that can be used in wireless communication systems is suggested. This antenna is combi-
nation of 1st and 2nd iteration Koch curve.  

This antenna has been tested and some main characteristic like SWR dependence on frequency for UHF band, resonance fre-
quencies and radiation pattern have been obtained. The comparison with 1st and 2nd iteration Koch curve antennas have been also 
performed. 

 
 

1. INTRODUCTION 
 
Communications development in last years de-

fines more and more requirements towards com-
munication devices. The operation of a single de-
vice with several technologies (GSM-900, GSM-
1800, UMTS etc.), that work in different frequency 
bands demands usage of antennas working in 
these bands. Moreover the tendency of devices 
miniaturization is also referred to its antennas. 
Therefore in the last decade there is a strong inter-
est in possibilities of fractal designed antennas 
usage in telecommunication devices. Their charac-
teristics fit these requirements – multiband usage 
and small size due to their shape [1-5].  

In this paper is presented an experimental inves-
tigation on fractal monopole antennas, shaped as 
Koch curve. The modified monopole Koch curve 
antenna is suggested. It is combination of 1-st and 
2-nd iteration of Koch curve and will be called 1.5 
iteration in this paper. The standing wave ratio 
(SWR) dependence on frequency and radiation 
pattern in H-plane of the suggested antenna and of 
the 1-st and 2-nd Koch curve monopole antennas 
are experimentally obtained.  

 
2. KOCH CURVE 

 
Fractals are geometry objects and each part of 

them consist their small shapes. The Koch curve 
monopole is one of the first fractal antennas used in 
communication. Geometrical shape of zero, 1-st 
and 2-nd iteration of the Koch curve is showed on 
Figure 1. The 1-st iteration is obtained as the zero 

one is partitioned into three equal parts and the 
middle part is replaced with two elements with the 
same length. This process is reused for each part of 
this 1-st iteration and in that way is obtained the 2-
nd iteration etc. The total length of the Koch curve 
can be given with equation [6] 

               

                        
n

LL 







3

4
0 ,   (1) 

 
where 0L  is the zero iteration length, also called 

initiator, and n  is the iteration number.  
 

 
 

Figure 1. Zero, 1-st and 2-nd iteration of Koch curve 
 

The fractal dimension of the Koch curve is 
 

                2618.13log/4log D . (2) 
 

3. EXPERIMENTAL INVESTIGATION ON KOCH  
    CURVE FRACTAL MONOPOLE ANTENNAS 

 
On Figure 2 are showed the antennas that are 

object of the experimental study. The antenna in the 
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middle is suggested 1.5 iteration of Koch curve. It is 
obtained from the 1-st iteration by changing only the 
two side elements with these of 2-nd iteration. That 
allows increase of the total length of the antenna 
and respectively decrease of working frequency 
bands according to the 1-st iteration, but the shape 
of this antenna is simpler than the 2-nd order an-
tenna. The total length of the 1.5 iteration is 

9
14.0L .  
 

 
Figure 2. Studied antenna models 

 
3.1. SWR 
 
For obtaining the SWR dependence on frequent-

cy have been used microwave generator and net-
work analyser. The results are given on Figure 3 – 
5, and the resonance frequencies in Table 1. During 
the experiment the antennas have being placed 
over conductive surface. 

  

 
Figure 3. SWR (f) for 1-st iteration 

 
These figures show that when the number of it-

eration increases the resonance frequency de-
creases because of bigger length of the antenna 
model. 

The antenna models have 3 resonance frequen-
cies in the frequency band 300 - 2100 MHz. The 

SWR for the first resonance frequency of all models 
SWR>2 but it can be improved by using methods 
described in [7]. The bandwidth (SWR<2) for 2-nd 
and 3-rd resonance of suggested 1.5 iteration an-
tenna is respectively 32.25 MHz and 77,5 MHz, 
while for 1-st iteration it is maximum 50 MHz and for 
2-nd iteration maximum 56,3 MHz. 

 
 

 
Figure 4. SWR (f) for 1.5 iteration 

 
 

 
Figure 5. SWR (f) for 2-nd iteration 

 
 

Table 1. First three resonance frequencies of studied models 
 

1-st iteration 1.5 iteration 2-nd iteration 
366 MHz 356.5 MHz 359 MHz 

1.069 GHz 1 GHz 966 MHz 
1.763 GHz 1.623 GHz 1.544 GHz 

 
3.2. Radiation patterns in H-plane 
 
On Figures 6, 7, 8 are given radiation patterns of 

the studied models in H-plane.  
They were measured in open area. In this 

measurement two equivalent antennas in the 
transmitter and in the receiver were used. The in-
vestigation was fulfilled for the 2-nd resonance fre-
quency of each antenna model – see Table 1. The 
antennas were situated in distance of 5 m over 
conductive surface.  
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Figure 6. Radiation patern in H-plane  

for 1-st iteration antenna model 
 

 
Figure 7. Radiation patern in H-plane  

for 1.5 iteration antenna model 
 

 
Figure 8. Radiation patern in H-plane  

for 2-nd iteration antenna model 
 

4. CONCLUSIONS 
 
Maximums of the radiation patterns are ap-

proximately in the same directions for all studied 
models. The radiation patterns have two basic lo-
bes like classical monopole antennas but 2-nd itera-
tion has also some small side lobes.  

The radiation pattern of the 1.5 iteration antenna 
has main lobe that is wider than of other two anten-
nas. That allows this antenna to be used for some 
radio links that required almost isotropic radiation in 
given sector for example in point-to-multipoint sys-
tems, security systems, observation systems etc. 
The bandwidth of 1.5 iteration antenna is bigger 
than of 1-st and 2-nd iteration antennas. That al-
lows this antenna to be used in communication 
technologies that required wider bandwidth.  
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Abstract 
 

Accurate measurement of the precipitation intensity and collection of sufficient data for them is an essential prerequisite for precise 
prediction of attenuation of radio waves and the reliability of the radio links at frequencies above 10 GHz. The available data from 
meteorological services are not appropriate because their intensity averaging time is great and it does not allow recording peaks of 
the intensity. Moreover, some of the methods of measurement do not allow sufficient measurement accuracy for heavy precipitation, 
which have an important role in the interruption of the radio links. 

Two methods of measurement to improve accuracy and reduce time for averaging are proposed in this paper. The first is a com-
bination of the two main existing approaches - the tipping bucket and weighing methods. It allows more accurate registration of 
heavy rainfall intensity. The second method is based on the non-linear transformation of precipitation (water flow) in water level 
(weight) and measurement of this level. It allows maintaining good relative accuracy of measurement and it is relatively simpler than 
the first one.  

 
 

1. INTRODUCTION 
 
The attenuation of the radio waves in hydrome-

teors significantly affects the functioning of the radio 
links operating at frequencies above 10 GHz [1]. 
The methods for predicting and evaluating the at-
tenuation in such conditions, are largely based on 
rainfall data from the meteorological services in 
different regions of the world. This data is not al-
ways suitable for the needs of the communications 
[2, 3]. Most often, the period of time taken in con-
sideration for averaging the rainfall rate is relatively 
large and this leads to not accounting of the peak 
values of the rain rate, which would result in ex-
treme attenuation of the radio waves and therefore 
to a possibility of disruption of the radio links for a 
certain, although relatively small, period of time. 

In some cases, are made attempts, based on 
the collected precipitation data with relatively large 
averaging time to be restored the true picture of the 
rain rate, i.e. to be obtained the actual values of the 
rain rate for smaller intervals of time during the 
period of averaging only by the average rain rate for 
this period based on a statistics for the relationship 
between these parameters for other regions.  

Moreover, some of the main methods for meas-
uring the rain rates does not allow sufficient accu-
racy at extreme values of the rain rate [4]. 

In the present work, two methods for measuring 
the rain rate are proposed, they are based on the 
previously existing methods, but allow avoidance of 
the disadvantages in terms of communications, in 
particular averaging the values for small enough 
period of time and providing higher accuracy at high 
values of rain rates. Furthermore they are complied 
with the achievement of relatively low price of the 
monitoring devices. 

In the analysis of the main parameters of the 
devices, which will be developed, based on these 
methods, is taken into consideration the statistics of 
precipitation for the territory of Bulgaria and the 
attenuation model for radio wave propagation in 
precipitation. 

 
2. METHODS FOR PRECIPITATION INTENSITY 

MEASUREMENT, ALLOWING REDUCTION  
OF THE AVERAGING TIME  
AND INCREASING THE ACCURACY 
 
2.1. Method for precipitation intensity mea- 

surement, based on measurement of 
weight and tipping bucket system 

 

2..1.1. Structure and principle of operation 
A major problem in determining of the rain rate, 

by measuring the weight of collected water from 



68   CEMA’12 conference, Athens, Greece 

given area covered by collecting device, is provid-
ing of fast enough procedure of emptying the con-
tainer in which the water is collected, in order to 
measure water’s weight. If this container is with 
small volume, which will allow its rapid emptying, 
then it will be difficult to be registered the rain rates 
with high values. If the volume is large enough to 
allow registering of high values of rain rates, the 
container will be emptying for a relatively long pe-
riod of time and this will lead to failure measure-
ments for this period and thereby the loss of data, 
especially at high values of rain rate. Therefore, in 
the proposed method, the water from the precipita-
tions is collected and measured in the reservoirs on 
tipping bucket mechanism (Figure 1), which allows 
fast emptying after filling. Their volume should be 
large enough so that not to be necessary too fre-
quent emptying of them and therefore losing of 
measurement records. 

The principle of operation of the proposed de-
vice consists of the following: water from the pre-
cipitations covered by the surface of the collecting 
device (1) falls into one of the reservoirs of the tip-
ping bucket mechanism (2) and is measured by the 
weight sensor (4). 

 
 

 
 

Figure. 1. Scheme of device for measuring the rain rate based 
on measurement of weight and tipping bucket mechanism 

 
When one of the reservoirs fills up, the rocker 

turns upside down and the reservoir empties, while 
the other reservoir starts to fills. The water from the 
reservoir is conveyed by special furrow (3) in order 
not to fall on the sensor. Thus, the release of water 
from the container in which it is collected for meas-
uring is relatively fast compared with the time for its 
filling. 

 

2..1.2..Analysis of some of the main parameters 
of the measuring devices 

For the purposes of the measuring of instanta-
neous values of rain rates it is necessary to select a 
suitable averaging time tav. It is the interval between 
two records of the weight of the water from the 
fallen precipitations and for the purposes of meas-
uring the attenuation of radio waves from the milli-
meter range it should be small enough. For exam-
ple, when the desired reliability of the radio link is 
99.9999% of the time, i.e. on an annual basis is 
allowed no more than 32 seconds disability. There-
fore the interval tav must be much smaller and can 
be chosen tav = 1 s. On the other hand the operat-
ing range of the udometer should be selected, in 
order to ensure accurate reporting of the rains that 
could affect the propagation of the radio waves. For 
maximum value of the intensity of the rain can be 
chosen RRmax = 400 mm/h. When choosing the 
minimum value RRmin on the other hand, some 
parameters from constructive character must be 
considered. It will depend on the size of the collect-
ing device S, the averaging time tav and the resolu-
tion of the sensor weight m. The following equa-
tion (1) shows this relationship: 

 

                       
avtS

m
RR

.

.6,3
min


 .              (1) 

 
In Figure 2 is shown the graph of relation (1) for 

several values of m from weight sensors that are 
available on the market. 

From the graph can be selected reasonable val-
ues for the size of the area of the collecting device 
and the minimum value of rain rate, which can be 
recorded since they can determine other construc-
tive parameters in terms of the maximum rain rate 
value. 

 

 
Figure. 2. Dependence of the area of the collecting device  

and the minimum rain rate 
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Equation (2) reflects the relationship between 
the volume of the one chamber of the tipping bucket 
system V in cm3 and the surface of the collecting 
device S for a maximum rain rate: 

 

                      
6.3

.. maxmax SRRt
V  ,              (2) 

 

where tmax is the time to rollover the tipping bucket 
mechanism. This reversal is associated with short-
term interruption of the recording process and 
should happen on large intervals of time in order to 
approximate the lost reports based on the other 
values. According to our estimates, it should be 20 
to 50 times greater than the averaging time. 

Figure 3 shows a graph of relation (2) for several 
values of tmax at RRmax = 400 mm/h. 

Through the thus obtained relationships it can 
be selected an optimal combination of construction 
and operating parameters of the udometer so that it 
will allow measurements for the purposes of ac-
counting of the attenuation of electromagnetic 
waves from the centimeter and millimeter bands in 
rain, which will be the subject of future research and 
experiments. 

 

 
Figure. 3. Dependence of the volume of the one chamber  

of the tipping bucket mechanism from the area  
of the collecting device 

 
2.2. Method for measuring the rain rate 

through nonlinear transformation  
of the intensity of precipitation in weight  

 

In the second proposed method, the rain rate is 
transformed into water level, respectively, in the 
weight of the water collected by the device shown in 
Figure 4. 

The water from the collecting device (1) is 
poured into measuring cone (2), which has a slot 
with variable width from which a part of the water 
flows into a special furrow (3). When the precipita-
tion is weak, the water level in the measuring cone 

will be low, therefore the water that will flow through 
the slot will be less. In heavy rains, the level will 
increase and the amount of water that pours from 
the measuring cone will also increase and in such 
manner a non-linear transformation of the intensity 
of precipitation to water level (respectively the 
weight of water in the measuring funnel) is obtain-
ned, which can be register with the weight sensor 
(4). 

 

 
Figure. 4. Scheme of the device for measuring the rain rate 

with nonlinear transformation of the amount  
of the precipitation in level (weight) 

 

Thus the rain rate is transformed into water le-
vel, while it is kept a relatively constant accuracy 
throughout the whole range of variation in the rain 
rate values. The shape of the slot, its size and the 
size of the measuring funnel will be the subject of 
future experimental work. 
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Abstract 
 

The main purpose of this paper is to investigate the behavior of the electromagnetic field in the region of “near-field reactive” or 
“very-near field”. In this unusual and rather unknown region, trying to explore the specific characteristics of the radiated fields, the 
wave impedance, and the power density. Based on this parameters, it is succeed in determining, the outer boundary of the “very-
near field” region of a circular aperture with a uniform illumination law. The big interest of the “near-field reactive” due to the fact that 
the antennas for physiotherapy are located very close to the human body and the propagation of the electromagnetic waves is pre-
cisely in this field. The study and visualization of the electromagnetic field would lead to more effective treatments to patients. 

 
 

1. INTRODUCTION 
 
Two main regions can be divided into the space 

around the antenna: far field and near field. In the 
far field, electric and magnetic fields propagate 
outside as an electromagnetic wave and are per-
pendicular to each other and to the direction of pro-
pagation. The angular field distribution does not de-
pend on the distance from the antenna. The fields 
are uniquely related to each other through free-spa-
ce impedance and decay as 1/r. In the near field, 
the field components have different angular and 
radial dependence. The near field region includes 
two sub-regions: radiating, where angular field dis-
tribution is dependent on the distance, and reactive, 
where the energy is stored but not radiated. 
 
2. THEORETICAL SOLUTION 

 
The first in the “far-field” region, at distances 

greater than 2D2/λ, where the angular field distribu-
tion is independent of the distance from the antenna 
and the radiated wave is spherical. The second is 
the “near-field radiating” (Fresnel) region, at dis-
tances less than 2D2/λ, wherein the angular field 
distribution is dependent upon the distance from the 
antenna. In this region, the radiated wave, which is 
first a plane wave, is progressively transformed into 
a spherical wave. The third is the “near-field reac-
tive” region, located between 0 and λ/2π from the 
antenna, wherein the reactive field predominates. 

For circular aperture is determinated the “very-
near-field” region as an interference region, inside 

which the radiated wave presents the following 
characteristics: the electric and magnetic fields are 
out of phase; the wave impedance is different from 
120π (i.e., the free-space impedance); and the po-
wer density has a complex formulation, with a real 
part and an imaginary part. This region is extended 
up to one-quarter of the Rayleigh distance: up to 
D2/8λ. 

 

       (1) 
 

               (2) 
 

where Z0 is a wave impedance and Z0 = 120π, r is a 
distance,  is the unit normal to the surface. 
Consequently, the Poyting vector , is 

a complex vector. A direct computation of this has 
shown us that for various apertures the real and the 
imaginary parts of  are nearly equal. So, can say 
that at the distance r = λ/2π there is as much 
reactive as active power density. Thus, this distan-
ce cannot represent the end of the “near-field-reac-
tive” region. It seems more convenient to investi-
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gate the distance at which the ratio between the 
reactive and the active power density becomes 
lower than -30dB,for example. Beyond this distance 
could consider that the reactive power density is 
negligible. Moreover, for the same reason as why  
is complex, the wave impedance, which is the ratio 
between E and H, is also complex. This feature 
could also characterize the “near-field-reactive” re-
gion. 

So,I think that the distance beyond which 
 The reactive power density is negligible 
 The wave impedance is equal to 120π 

Would really show the limit of the “near-field-
reactive”region. 

The fact that these two electromagnetic charac-
teristics,  and Z, are complex is linked to an inter-
ference phenomenon of the fields near the apertu-
re. In the reference case of a circular aperture with 
uniform illumination, such interference is note-
worthy, and may be interpreted thanks to the 
Huygens – Fresnel principle.  This will allow us to 
conclude that the “near-field-reactive”region is 
located between 0 and D2/8λ, i.e. one – quarter of 
the Rayleigh distance. 

 
3. ELECTROMAGNETIC PARAMETERS OF THE 

“VERY-NEAR-FIELD” REGION OF A CIRCU-
LAR UNIFORM APERTURE 
 
If we compare the interference lobes of the E 

and the H fields for a 5λ – radius aperture with a 
uniform illumination, can see that the E and H 
maximum magnitudes are not exactly similar. We 
can then assume that these two fields are not 
exactly in phase. Figure 1 shows the phase shift 
between the E and H fields. This difference, first 
equal  to π/8, tends to zero when the observation 
poin moves away from the aperture. So, close to 
the aperture, the E and H fields are out of phase. 
Each peak of the plot  (Figure 2) corresponds to a 
minumum of the interference lobes of the field mag-
nitude. The last one, located at one – quarter of the 
Rayleigh distance, points to a phase difference 
about 2˚, beyond, the fields can be consedered to 
be in-phase.  

The first consequence of this shift is that the 
wave impedance is complex, and therefore different 
from the free – space propagation impedance, 
which is Z0 = 120π. The presence of some reactive 
power is the second consequence. Indeed, the po-
wer density is complex in this region, and it under-

lines the presence of a stationary wave,confined 
near the surface, in addition to a travelling wave 
that radiates. Both features are characteristics of 
the “very-near-field” region. 

 

 
Figure 1. The E and H interference lobes in the “very-near-

field” region of a 5λ radius aperture. 
 

 
Figure 2. The phase shift between the E and H fields. 

 
3.1. Wave Impedance 
 
Concerning the wave impedance, is used a cri-

terion that is the relative differce between Z and Z0, 
that is |Z - Z0| / Z0, where Z = E/H is the complex 
wave impedance and Z0 = 120π. Point out that clo-
se to the aperture, Z is different from Z0, and it is 
considered that outside the  “very-near-field”region, 
the wave impedance has to be equal to Z0. To 
characteriza the “very-near-field”region of a dipole 
antenna,the limiting value has been set there to be 
0.01. 

Figures 3a, 3b and 3c show the variations of this 
criterion on the central perpendicular axis of the 
circular apertures studied in the previous section. 
They also present definite peaks, corresponding 
once again to the minima of the field magnitude. It 
is noticed that the value of the criterion, 0.01, is 
reached exactly for one – quarter of the Rayleigh 
distance, i.e.,just after the last peak, for the 5λ 
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radius aperture, and just on the last peak for the 
10λ and the 25λ radii apertures. Further than one-
quarter of use Rayleigh distance, the criterion will 
be less than this limiting value, and we can consider 
that Z and Z0. 

 

 
Figure 3a. The wave impedance criterion for 5λ radius  

circular aperture (Rr/4 = 12,5λ). 
 

 
Figure 3b. The wave impedance criterion for 10λ radius  

circular aperture (Rr/4 = 50λ). 
 

 
Figure 3c. The wave impedance criterion for 25λ radius  

circular aperture (Rr/4 = 312,5λ). 
 

3.2. Power Density 
 
The criterion is used relative to the power den-

sity is the ratio of the imaginary and the real parts of 
the Poynting vector in the direction of propagation. 
This ratio, characterizes the presence of reactive 
power near the aperture and a pertinent limit value 
was set at -30dB (i.e.,10-3 in linear value). Indeed, 
for such a proportion can consider that the reactive 
power is negligible, and so conclude that outside 
the: very-near-field”region there is no more reactive 
power. 

Figures 4a,4b and 4c illustrate the variations of 
the power-density criterion on the central perperdi-
cular axis of the same circular apertures as in 
Section 3.1. For the wave-impedance criterion can 
notice that the limiting value of the power-density 

criterion is reacherd for one-quarter of the Rayleigh 
distance,i.e.,just after the last peak for the 5 λ and 
10 λ radii apertures ,or just on the last peak for the 
25 λ radius aperture. 

 

 
Figure 4a. The power density criterion for 5λ radius  

circular aperture (Rr/4 = 12,5λ). 
 

 
Figure 4b. The power density criterion for 10λ radius  

circular aperture (Rr/4 = 50λ). 
 

 
Figure 4c. The power density criterion for 25λ radius  

circular aperture (Rr/4 = 312,5λ). 
 
3.3. Transverse Section Analysis in the  

             “Very-Near-Field” Region 
 
On the next figures are shown the variations of 

these criteria, not only along the central perpendicu-
lar axis, but also on the transverse planes. Figures 
5a, 5b and 5c, concern the wave – impedance cri-
terion for the aperture for 10 λ radius, and Figures 
6a,6b and 6c illustrate the power-density criterion. 
For such an aperture, we saw that the upper boun-
dary of the “very-near-field”region was located at 50 
λ. These  graphics display the variations of both cri-
teria on the transverse planes, located at distances 
of 15 λ and 30 λ from aperture – thus,inside the “ve-
ry-near-field” region - and at a distance of 60 λ, out-
side this region.The radiation in the “near-field or 
Rayleigh”region in concentrade in a tubular beam. 
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That is the reason why the transverse views are 
focused on this beam inside a circle of 10 λ radius. 

 

 
Figure 5a. The variations of wave impedance criterion for 10λ 
radius aperture (Rr/4 = 50λ) on the transverse plane at 15λ 

from the aperture. 
 

 
Figure 5b. The variations of wave impedance criterion for 10λ 
radius aperture (Rr/4 = 50λ) on the transverse plane at 30λ 

from the aperture. 
 

 
Figure 5c. The variations of wave impedance criterion for 10λ 
radius aperture (Rr/4 = 50λ) on the transverse plane at 60λ 

from the aperture. 

 
Figure 6a. The variations of power density criterion for 10λ 
radius aperture (Rr/4 = 50λ) on the transverse plane at 15λ 

from the aperture. 
 

 
Figure 6b. The variations of power density criterion for 10λ 
radius aperture (Rr/4 = 50λ) on the transverse plane at 30λ 

from the aperture. 
 

 
Figure 6c. The variations of power density criterion for 10λ 
radius aperture (Rr/4 = 50λ) on the transverse plane at 60λ 

from the aperture. 
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The transverse views in Figures 5 show that the 
impedance criterion, really disturbed inside the 
beam for a short observation distance, is higher that 
the limitinig value of 0.01. According to these varia-
tions can conclude that inside the “very-near-field” 
region, Z isn’t equal to Z0. It tends to be uniform 
movinig away up to the “very-near-field”region 
boundary (50 λ). At 60 λ – so just after this limit – 
can see that almost everywhere in the tubular beam 
the wave – impedance criterion is less than 0.01. 
There, Z is equal to Z0. 

The power-density criterion presented in Figures 
6 lead to the same conclusions as the impedance 
criterion. At 15 λ, the ratio of the reactive power 
density is not negligible compared with the active 
power density, and up to 50λ, note some reactive 
power. So,all along the “very-near-field” region, 
there is still reactive power, first comparable to the 
active power, and then more and more negligible.  
At 60λ from the aperture and in the tubular beam of 
10 λ radius, there are as many points where the 
reactive – power criterion is greater than -30dB as 
points where this criterion is less than -30dB. But 
can clearly see that the levels less than – 30 dB 
often decrease down to -50dB, whereasa for only a 
few points do the levels greater than – 30dB reach -
20dB. So, can say that the mean level is lower than 
-30dB. Outside the “very-near-field” region, there is 
no more reactive power. 

 
4. CONCLUSION 

 
We can state that for a uniform circular aperture, 

the behavior of the criteria along the central axis is 
representative of what happens inside all of the 
tubular radiated beam. In view of these results can 
claim that the criteria for the wave impedance and 
the power density and their limiting values are 
adequate to define the boundary of the “very-near-
field” region at Rr/4. So getting to know the electro-
magnetic field with its characteristics can more 
easily focus antennas for physiotherapy, which will 
result in more effective treatment of the patient. 
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Abstract 
 

The big interest of the “near-field reactive” due to the fact that the antennas for physiotherapy are located very 
close to the human body and the propagation of the electromagnetic waves is precisely in this field. The study 
and visualization of the electromagnetic field would lead to more effective treatments to patients. The main 
purpose of this paper is to investigate the behavior of the electromagnetic field in the region of “near-field reac-
tive” or “very-near field”. In this unusual and rather unknown region, trying to explore the specific characteris-
tics of the radiated fields, the wave impedance, and the power density. It is observed the influence of the illu-
mination law and of the aperture shape on the extent of this region, through the cases of parabolic or cosine 
laws, and the case of square-shape aperture. 

 
 

1. INTRODUCTION 
 
The space around the reader antenna can be 

divided into two main regions: far field and near 
field. In the far field, electric and magnetic fields 
propagate outward as an electromagnetic wave and 
are perpendicular to each other and to the direction 
of propagation. The angular field distribution does 
not depend on the distance from the antenna. The 
fields are uniquely related to each other via free-
space impedance and decay as 1/r. In the near 
field, the field components have different angular 
and radial dependence. The near field region inclu-
des two sub-regions: radiating, where angular field 
distribution is dependent on the distance, and reac-
tive, where the energy is stored but not radiated. 

 
2. THEORETICAL SOLUTION 

 
For antennas whose size is comparable to 

wavelength, the approximate boundary between the 
far field and the near field region is commonly given 
as r=2D2/λ, where D is the maximum antenna di-
mension and is the wavelength. For electrical small 
antennas, the radiating near field region is small 
and the boundary between the far field and the near 
field regions is commonly given as r = λ/2π. 

We are interesting in the “near-field radiating” 
(Fresnel) region, at distances less than 2D2/λ, whe-
rein the angular field distribution is dependent upon 
the distance from the antenna. In this region, the 

radiated wave, which is first a plane wave, is pro-
gressively transformed into a spherical wave. The 
third is the “near-field reactive” region, located be-
tween 0 and λ/2π from the antenna, wherein the 
reactive field predominates. 

 

        (1) 
 

      (2) 
 

where Z0 is a wave impedance and Z0 = 120π, r is a 
distance,  is the unit normal to the surface. 

For square aperture is determinated the “very-
near-field” region as an interference region, inside 
which the radiated wave presents the following cha-
racteristics: the electric and magnetic fields are out 
of phase; the wave impedance is different from 
120π (i.e., the free-space impedance); and the 
power density has a complex formulation, with a 
real part and an imaginary part. This region is ex-
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tended up to one-quarter of the Rayleigh distance: 
up to D2/8λ. Consequently, the Poyting vector 

, is a complex vector. A direct com-

putation of this has shown us that for various 
apertures the real and the imaginary parts of  are 
nearly equal. So, can say that at the distance r = 
λ/2π there is as much reactive as active power 
density. Thus, this distance cannot represent the 
end of the “near-field-reactive” region. It seems mo-
re convenient to investigate the distance at which 
the ratio between the reactive and the active power 
density becomes lower than -30dB, for example. 
Beyond this distance could consider that the reac-
tive power density is negligible. Moreover, for the 
same reason as why  is complex, the wave impe-
dance, which is the ratio between E and H, is also 
complex. This feature could also characterize the 
“near-field-reactive”region. 

 
So, I think that the distance beyond which 
 The reactive power density is negligible 
 The wave impedance is equal to 120π 
Would really show the limit of the “near-field-

reactive”region. 
The fact that these two electromagnetic charac-

teristics,  and Z, are complex is linked to an inter-
ference phenomenon of the fields near the apertu-
re. In the reference case of a circular aperture with 
uniform illumination, such interference is notewort-
hy, and may be interpreted thanks to the Huygens – 
Fresnel principle. This will allow us to conclude that 
the “near-field-reactive”region is located between 0 
and D2/8λ, i.e. one – quarter of the Rayleigh distan-
ce. 

 
3. ELECTROMAGNETIC PARAMETERS OF THE 

“VERY-NEAR-FIELD” REGION  
OF A CIRCULAR UNIFORM APERTURE 
 
Now deepen the influence of the aperture-illu-

mination law. This is why, it is determined the “very-
near-field” region upper boundary for square aper-
ture with a nonuniform illumination. As for the uni-
form square case, the “very-near-field” region boun-
dary will be set at the distance where the field mag-
nitude reaches its last minimum. 

Four nonuniform equiphase laws are reviewed 
here: parabolic, squared parabolic, cosine and squ-
are cosine distributions. Figure 1 displays the varia-
tions of the E-field magnitude along the central axis 
in the case of a 10λ radius square surface with the 
four different illumination laws. We can notice that 

the variations present less pronounced peaks than 
for the uniform case. Due to these illuminations, the 
fields of each Fresnel zone do not present the same 
magnitude, which decreases and lends to zero on 
the edge of the aperture. So, even if the fields from 
the Fresnel zones have opposite phases, their 
magnitudes do not have the same weight. This 
explains why the interference phenomena are all 
the more damped as the illumination law is tapered. 

 

 
Figure 1a. The axis magnitude of the E field for an aperture  

of radius equal to 10λ with parabolic illumination 
 

 
Figure 1b. The axis magnitude of the E field for an aperture of 

radius equal to 10λ with square parabolic illumination 
 

 
Figure 1c. The axis magnitude of the E field for an aperture of 

radius equal to 10λ with square cosine illumination 
 
Even so, it is still possible to determine the lo-

cation of the last minimum. For the 10λ radius aper-
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ture presented here, succeeded in concluding with 
a coefficient applied to Rr/4. Indeed, for the parabo-
lic law, for example, the last minumum is located at 
0,82 Rr/4. 

So, reasoning in the same way as for rhe 
uniform-illumination aperture, it is determined the 
upper boundary of the “very-near-field” region of 
apertures with a nonuniform illumination. These 
boundaried are defined as a fraction of a quarter of 
the Rayleigh distance, Rr..  

Some square apertures with a unifrom illumina-
tion have been studied. Figures 2 display the varia-
tions of the E-field magnitude along the central axis 
of such apertures. The square apertures under stu-
dy are 10λ, 20λ and 50λ wide. Also, in these cases, 
the interference in less pronounced than in the case 
of the circular aperture. Indeed, the Fresnel zones – 
which present a rotational symmetry – are not mat-
ched for the square aperture.  

 

 
Figure 2a. The axis magnitude of the E field for a 10λ wide 

(Rr/4 = 12,5λ) square aperture 
 

 
Figure 2b. The axis magnitude of the E field for a 10λ wide 

(Rr/4 = 50λ) square aperture 
 

In order to determine the upper boundary of the 
“very-near-field” region of these apertures, we pin-
pointed the last minimum of the E-field magnitude. 
Once again, it is arrived at a coefficient to apply to 
Rr/4. This time, the coefficient is higher than 1. For 
the three apertures of different dimensions, the 
coefficient is equal to 1.14. 

 
Figure 2c. The axis magnitude of the E field for a 10λ wide 

(Rr/4 = 312,5λ) square aperture. 
 
3.1. Wave Impedance 
 
The interference along the central axis is less 

noteworthy in the square case than in the circular 
case. Consequently, the wave impedance criterion 
variations for the square apertures do not present 
notable peaks. These variations are shown in Fig-
ures 3a, 3b and 3c for the 10λ to 50λ wide aper-
tures. The limiting value of 0.01 is reached at dis-
tances really suitable for the square apertures, be-
cause it does not present a circular symmetry 
around this axis.  

 

 
Figure 3a. The wave impedance criterion for 10λ wide square 

aperture (1,14Rr/4 = 14,5λ). 

 
Figure 3b. The wave impedance criterion for 20λ wide square 

aperture (1,14Rr/4 = 57λ). 

 
Figure 3c. The wave impedance criterion for 50λ wide square 

aperture (1,14Rr/4 = 356λ). 
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3.2. Power Density 
 
Figures 4a, 4b and 4c present the variations of 

the power density criterion for the same square 
apertures. In the way can notice that the limiting 
value of -30dB does not occur at distances about 
1,14Rr/4, but closer to the aperture. Moreover, the 
distances deduced from this criterion are also 
different from the distances obtained from the impe-
dance criterion. So, in the square-aperture case can 
assume that these two criteria are not consistent on 
the central axis.  

 

 
Figure 4a. The power density criterion for 10λ wide square 

aperture (1,14Rr/4 = 14,5λ). 
 

 
Figure 4b. The power density criterion for 20λ wide square 

aperture (1,14Rr/4 = 57λ). 
 

 
Figure 4c. The power density criterion for 50λ wide square 

aperture (1,14Rr/4 = 356λ). 
 
3.3. Transverse section analysis in the  

             “very-near-field” region 
 

The radiation in the “very-field or Rayleigh” re-
gion is concentrated inside a square tubular beam. 
Figures 5a, 5b and 5c display the variations of the 
wave impedance criterion for a 20λ wide square 
aperture, for which the “ver-near-field” region is 
extended up to 57λ. The first two figure show this 
criterion on the transverse planes located at 15 λ 

and 30λ, below this boundary. Referring to them 
can say that Z is not yet to Z0. At 60 λ – that is, just 
after the “very-near-field” region boundary – the 
criterion is lower than the limiting value of 0,01. It 
can note from these views that the maximum values 
of the criterion are not located on the central axis, 
contrary to the circular case. This justufied the 
observation that the criterion on the central axis is 
not conclusive. 

 

 
Figure 5a. The variations of wave impedance criterion for 20λ 

radius aperture (1,14Rr/4 = 57λ) on the transverse plane at 
15λ from the aperture 

 
Figure 5b. The variations of wave impedance criterion for 20λ 

radius aperture (1,14Rr/4 = 57λ) on the transverse plane at 
30λ from the aperture 

 
Figure 5c. The variations of wave impedance criterion for 20λ 

radius aperture (1,14Rr/4 = 57λ) on the transverse plane at 
60λ from the aperture 
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Figures 6a, 6b and 6c concern the power 
density criterion. It emphasizes that the “very-near-
field” region boundary set at 57λ seems coherent. 
Indeed, the figures for the distances of 15λ and 30λ 
let us see that the reactive power density is not 
negligible compared with the active power density 
at such distance. For a distance of 60λ – just after 
the “very-near-field” region boundary – we can see 
that the power density criterion is more or less than 
– 30dB inside the square tubular beam. As for the 
circular case do not have to consider the maximum 
value of the criterion inside the tubular beam, but 
rather its mean value. Indeed, the most important 
characteristics is the flux of the power density 
across the transverse section. So, at 60λ, the mean 
valueof the power density criterion is actually -
30dB. 

 

 
Figure 6a. The variations of power density criterion for 20λ 
radius aperture (Rr/4 = 57λ) on the transverse plane at 15λ 

from the aperture 
 

 
Figure 6b. The variations of wave impedance criterion for 20λ 
radius aperture (Rr/4 = 57λ) on the transverse plane at 30λ 

from the aperture 
 

 
Figure 6c. The variations of wave impedance criterion for 20λ 
radius aperture (Rr/4 = 57λ) on the transverse plane at 60λ 

from the aperture 
 

4. CONCLUSION 
 
We can assume that the boundary of 1,14Rr/4 

for the “very-near-field” region is well suited for the 
uniform square apertures. Can also conclude that 
the two criteria are consistent, even for the square-
aperture case, providing that they are studied inside 
all of the tubular beam and not only along the 
central axis. So getting to know the electromagnetic 
field with its characteristics can more easily focus 
antennas for physiotherapy, which will result in 
more effective treatment of the patient. 
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Abstract 
 

Phase noise is a critical performance parameter of frequency synthesizers for wireless communications. In phase modulated equip-
ment the integrated phase noise in frequency synthesizer directly impacts to bit error rate of communication system. Design of fre-
quency synthesizers with low phase noise is related to using low noise voltage controlled oscillators. Realizing such oscillators in 
microwave frequencies is hampered by low quality factor of tuning elements. A method to generate high frequency signal with low 
phase noise is to generate high quality lower frequency signal and perform frequency multiplication to deliver desired frequency. The 
purpose of this sheet is to give some theoretical insight for frequency multiplication and some practical guidelines for microwave 
diode multipliers design. 

 
 

1. INTRODUCTION 
 
The key element in designing microwave equip-

ment is availability of clean local oscillator. Clean 
means a signal free from any sort of spurious fre-
quencies or parasitic modulation effects. In most 
cases spurious frequencies can be filtered by using 
appropriate filter. The parasitic modulation with low 
frequency noises of active element, known as 
phase noise can not be filtered. Unfortunately fre-
quency multiplication process degrades this pa-
rameter. The reason about this unfortunate charac-
teristic is that the frequency multiplier in fact is 
phase multiplier. So it multiplies phase deviations 
as well as the frequency of input signal. The mini-
mum carrier to noise degeneration, ∆CNR in deci-
bels, caused by frequency multiplier is: 

 

20 logCNR N  , 
 

where N is multiplication factor  
In spite of this fact, multiplying a very sable low-

frequency reference signal can still produce signals 
with better phase noise then producing them di-
rectly in microwave frequencies range. 

Frequency multiplication is obtained by applying 
nonlinear distortion to sinusoidal signal. The spec-
trum of distorted input signal contains a number of 
harmonics and suitable harmonic number can be 
filtered and amplified to obtain output signal with 
desired frequency and amplitude. Frequency multi-
pliers can be realized either with transistors or di-
odes. Transistors provide better efficiency but in 

microwave frequencies may occurs problem with 
upconverting low frequency noise. The reason for 
this effect is that almost all transistors have high 
gain at low frequencies. This problem is not pre-
sented in diode frequency multipliers but they have 
worse efficiency. Diode multipliers are divided into 
two gropes – reactive multipliers and resistive multi-
pliers. Reactive multipliers can be realized by using 
varactor or step recovery diodes. They have good 
efficiency but bandwidth in narrow. Good decision to 
realize microwave frequency multipliers with rela-
tively high bandwidth is to use resistive diode ap-
proach. This type of multipliers has bad efficiency but 
wide bandwidth and good noise performance. That’s 
why they are main topic in this article. 

Depending on how diodes distort sinusoidal sig-
nal, multipliers are divided into two groups – odd 
order and even order. The schematics and output 
waveforms of these multipliers are shown on fig. 1 
and fig. 2. In odd order frequency multipliers the 
spectrum of output signal contain only odd har-
monic numbers and in even order multiplier is the 
opposite. 

 

 
Fig. 1. Even order frequency multiplier 

 
Unwonted harmonics must be filtered and their 

level has to meet requirements by standard for de-
signed communication equipment. If unwonted har-
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monics are not suppressed enough, at the output of 
multiplier need to be placed more complicated band 
pass filter. Designing of such filter is difficult and 
sometimes impossible because it can not be manu-
factured within acceptable tolerances. That’s why 
harmonic suppression is critical parameter for fre-
quency multipliers. Since the bad efficiency can be 
compensated by amplifier with higher gain, the bad 
unwonted harmonic suppression can make design 
impossible. Improving this parameter is the main 
topic of this paper. 

 

 
Fig. 2. Odd order frequency multiplier 

 
2. UNWONTED HARMONIC SUPPRESSION  
  IN MICROWAVE FREQUENCY MULTIPLIERS 

 
As was explained above, harmonic content at 

the output of multiplier depends on how diodes 
distort the input sinusoidal signal. The generation of 
odd order harmonics requires paralleling the diodes 
as shown in fig. 2. In this case the first diode con-
ducts during the positive semi cycle while the sec-
ond conducts during the other semi-cycle. If applied 
voltage is high enough, the result is a symmetrical 
distortion in waveform, resembling square wave-
form. Theoretically if the duty cycle of this square 
waveform is 50%, its spectrum will contain only odd 
harmonics, and even harmonics suppression would 
be infinity. Unfortunately, in practice 50% duty cycle 
can’t be obtained because ideally symmetrical 
structure is impossible to be manufactured. Theo-
retically the influence of duty cycle can be evalu-
ated be performing Fast Fourier Transforming to a 
square wave signal and results of this research are 
presented in Table 1. In this case is performed mul-
tiplication x5 and suppression of forth and sixth 
harmonics is most important, because they are 
closest the desired harmonic. If we assume 20dB to 
be good even harmonic suppression, duty cycle of 
the output signal can be in range of 49.4 to 50.6%. 

 
Table 1. Evaluating influence of duty cycle to even  

harmonic suppression 

Duty cycle [%] Fourth harmonic  
suppression [dB] 

50 infinity 
49.5 22 
49 17 

In general microwave resistive diode multipliers 
are realized with dual in package shotky diodes. In 
this case the diodes have almost the same parame-
ters and asymmetry due to their difference can be 
neglected. Here more substantial parameter, which 
influence the duty cycle is parasitic capacitances in 
diode package and asymmetry in layout due to 
manufacturing tolerances. Most critical element 
from PCB layout in microwave frequencies is 
grounding holes. In fig. 3 is shown equivalent circuit 
of two shotky diodes in package SOT23. This 
model was used for designing frequency multiplier 
x5. The input signal is in frequency range from 1.9 
GHz to 2.3 GHz. The circuit was simulated with 
harmonica simulator, provided by ansoft.  

 

 
Fig. 3. Nonlinear model for dual shotky diodes in SOT23 

package  
 

It wasn’t surprising, that simulator shows perfect 
even harmonic suppression. Here asymmetry in 
layout is not taken into account. To gain real insight 
how circuit works the simulated layout of frequency 
multiplier was manufactured. Material used in de-
sign is Arlon25N with deictic permeability 3.38, 
substrate thickness 0.51mm and loss tangent 
0.0025. In fig.4 is shown measured test fixture.  

 

 
 

Fig. 4. Test fixture for microwave diode multiplier x5 

To measure even harmonic suppression was 
used input signal with frequency 2.1 GHz and po-
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wer level of 10dBm. Measured output spectrum is 
shown in fig. 5. 
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Fig. 5. Measured output spectrum of diode frequency  

multiplier x5 
 

It’s obvious that fourth and fifth harmonic have 
almost the same levels and we can’t speak for any 
even harmonic suppression. At fist sight the design 
is absolutely filed. To reduce the influence of 
asymmetry in grounding holes, was put one big 
solder drop between grounded pins of diode, as 
shown in fig. 6. 

 

 
Fig. 6. Diode frequency multiplier with added solder drop 

between grounded pins 
 

The result of this experiment is shown in fig. 7. 
Here we notice improvement in harmonic suppres-
sion with about 8 dB. 

This decision is not good from manufacturing 
view point. This solder drop must be putted manu-
ally and manufacturing process cannot be auto-
mated. 
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Fig. 7. Measured output spectrum of diode frequency  

multiplier x5 with added solder drop between grounded pins 

To decide this problem was manufactured an-
other test fixture with six grounding holes as shown 
in fig. 8. 

 

 
Fig. 8. Redesigned multiplier with 6 grounding holes 

 
Measurement results show that, the redesigned 

test fixture has almost the same harmonic suppres-
sion as the first one with solder drop, fig.6. This 
decides problem with manufacturing automation but 
8dB harmonic suppression is still not enough. This 
frequency multiplier is suitable for use in VSAT 
down converters and VSAT standard require un-
wonted harmonic suppression to be at least -60dBc. 
If we assume that even harmonic suppression of 
frequency multiplier is 8dB, to meet the standard we 
need filter which attenuate fourth and sixth har-
monic at least 52dB. This requirement makes filter 
design very complicated.  

To improve even harmonic suppression of fre-
quency multiplier was researched the influence of 
input signal. Most of the signal sources do not gen-
erate clean sinusoidal signal. It always contains 
high order harmonics – second, third etc. The ques-
tion is “How harmonic content of input signal affect 
the even harmonic suppression”. To find answer of 
this question was made analogy with frequency up 
converter. The first harmonic from the spectrum of 
input signal acts as local oscillator frequency for up 
converter. Its power is high enough to change di-
odes nonlinear transconductance. The second 
harmonic has much lower power level than first 
harmonic. It can be represented as RF signal for 
the assumed upconverter. Furthermore if higher 
order harmonics exists, they also will be mixed with 
the first harmonic and products of this mixing will 
appear at the output of frequency multiplier. We 
assume that their level is low enough and they can 
be neglected. The second harmonic is the major 
factor, which contribute for harmonic content at the 
output of multiplier. Below are listed some products 
form obtained from mixing first and second har-
monic of the input signal and resultant harmonic 
which they appear at the output. 

 

H1 + H2 = H3 
H1 + 2H2 = H4 
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H1 + 3H2 = H5 
H1 + 4H2 = H6 

 

It’s obvious that they increase levels of all har-
monics higher than third and this impact to even 
harmonic suppression of frequency multiplier. This 
statement was proved in practice by using fre-
quency multiplier test fixture shown in fig. 4. Let’s 
remind that harmonic suppression was improved 
with 8 dB by putting additional grounding holes. 
Now will be shown how even harmonic suppression 
can be improved further, by filtering the second 
harmonic of input signal. In fig. 8 is shown spectrum 
of original input signal and in fig.9 is depicted spec-
trum after filtering.  
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Fig. 8. Spectrum of input signal without low pass filter 
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Fig. 9. Spectrum of input signal after filtering high order  
harmonics 

 

Measurement results without low pass filter are 
shown in fig. 5 and results with filtered input signal 
are shown in fig. 10. 
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Fig. 10. Measured spectrum of frequency multiplier with  

filtered input signal 
 
It can be easily seen that improvement in even 

harmonic suppression by filtering second harmonic 
is about 15dB. 

 
3. CONCLUSION 

 
A low coast frequency multiplier with uncompli-

cated design was described. As was explained the 
harmonic suppression is critical parameter in multi-
plier design. Practically were proved two methods 
for enhancing this parameter. The first is to ensure 
good grounding to diodes. This can be obtained by 
increasing number of grounding holes in PCB lay-
out of frequency multiplier. And the second method 
is to use clan input signal. Its second and high order 
harmonics must be filtered. 
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Abstract 
 
In recent years the molecular therapy was successfully developed. Its aim is to achieve an active agent penetration into dam-

aged cells only. This way the agent is getting more effective and causes less side effects. It is often that the membranes of damaged 
cells are closed and aggravates the active agent penetration inside the cells. It is find out that the use of electroporation methods 
enables us to solve this problem effectively. 

Industry produces a lot of electroporators for clinical work. Laboratory equipment, however, has to have a broader range of pa-
rameters, to be able to optimize the electrical parameters and vary them in a relatively wide range. 

The electroporator designed in Kaunas University of Technology, Signal processing department is intended for laboratory re-
search purposes to find out more electroporation effects on cell membranes. This paper presents the already done electroporator 
with the enhanced facilities, its structure and technical parameters. The device has a personal computer (PC) to control parameters 
of electroporator and has the capabilities for data acquisition on PC and the subsequent digital processing. It also provides synchro-
nization signals for electroporation with programmable temporal shift control. 

 
 

1. INTRODUCTION 
 
Since that time when the electroporation meth-

ods were invented it found more and more applica-
tion for medical [1-3], and biotechnological [4-5] 
purposes. Elektroporation (EP) is one of possible 
methods in which DNA molecules can be delivered 
into cells by using a short electric pulses. Electrical 
breakdown of cell membranes can be either re-
versible or irreversible [3]. Each of them is widely 
used in a field medicine as well as in biotechnology. 
In medicine drug regimen traditionnally has been 
used in various ways: injection, infusions, inhala-
tions, creams, and transdermal patches. In this 
case, the active agent is distributed throughout the 
body and this requires the introduction of much 
higher doses. Since at 1987 successfully was de-
veloped molecular therapy, during which an effort is 
made to reach the active agent only cells that are 
damaged. Then this agent is becomes more effec-
tive and cause fewer side effects. However, the cell 
membrane is closed and prevents the active agent 
to enter the cells, so the techniques used, allowing 
up to facilitate an active agent to enter the cells. It 
was found that the electroporation (EP) methods to 
perform duty in an effective way to overcome the 
cell membrane barriers. 

The electroporation is also used to accelerate a 
green mass drying. [4]. Such a method enables us 
to save energy used during the drying process. 

Electroporation is a new way for the mash treat-
ment of vinification process. Electroporation the 
mash of red wine enables a fast extract the red 
pigments from the skin without remarkable heating 
of the mash. [5].  

The aim of this article is to provide the structural 
scheme of created electroporator for medical purpo-
ses, describe the main parameters of the device 
and the present really output signals using the ex-
perimental time diagrams. 

 
2. STRUCTURE 

 

The industry has developed a whole range of in-
dustrial electroporators which are used in practice 
[6] and/or for scientific research in a field of biome-
dicine [7]. Such devices are rather expensive and 
are mostly used for standard techniques. The labo-
ratory prototype of the electroporator was designed 
in Kaunas University of Technology, Signal Proces-
sing Department. The prototype has an enhanced 
facilities and it is made for scientific researches to 
find the optimal parameters. The quantity of energy 
absorbed into a cell depends direct from the elec-
trical parameters and for each material it should be 
chosen and optimised separately [8]. 

Electroporation of cells in common theory are 
divided into the high (HV) (up to 1200V) and low 
amplitude (LV) (up to 100V) packets pulses with 
variable-frequency and then is observed the state of 
cell membrane barriers. 
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The common structure of given electroporator is 
shown in Fig. 1. The device can be controlled by 
local keyboard or using the virtual panel from PC. 
Using the local keyboard it is possible to control and 
change the electrical parameters in autonomic mo-
de. All functions may also be accomplished by spe-
cial PC program, which retains the values of opera-
ting parameters. In both cases the parameters are 
shown on local LCD placed within the device. 

The values of HV and LV voltages are set up by 
microprocessor (CPU) and controlled by separate 
controller, which signals control the AC – DC con-
verter. 

Time settings are set by CPU, and the com-
mutation is produced by HV and LV pulse genera-
tor. U and I sensors are engaged with the moni-
toring controller, which consequently informs the 
CPU about possible failure. Here as well the se-
quences of HV and LV pulses are summed up. The 
two dangerous situations of short circuit in the back 
stage and a failure of back switches can be dis-
played on the monitor. In both cases the HV voltage 
is switched off, and the control of switches is blo-
cked. The power unit forms galvanically separated 
voltages for all of the electroporator units. 
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Figure 1. Structure scheme 

 
EP is controlled by three Atmega 64 CPU units. 

Atmega 16 performs voltage control, while Attiny 13 
serves for U and I monitoring. Such a function divi-
sion between different CPU units made the main 
CPU software (which performs communication be-
tween PC and keyboard, arranges and indicates the 
parameters) to be much simpler. It also allows to 
start the EP pulse sequence by using an external 
pedal, and to indicate the parameter values on the 
PC monitor and LCD screen at the same time. 

For the EP we use a special solution which has 
sufficiently high electrical conductivity in compari-
son with 1.5% salt solution used before. When the 
volume resistance equals around 80 Ohms and HV 
pulse amplitude of 1000 V as a result we get 12,5 
kW pulse power. For that reason the Corner Dubil-
ier capacitor with small parasitic inductance LP was 
chosen. The equivalent experimental scheme 
showed in Fig.2. Apart from the above mentioned 
values the experimental scheme includes circuit 
capacitance CM and the capacitance between elec-
trodes and solution CS.  

The augmentation rate of pulse current can be 
defined as follows: 

                 
dt

du
CCtI c

SM ][)(  .                    (1) 

 
capacitor      pulse formatting  electrode unit 

power  

unit 

LP 

CM CS  RS C1 

 
Figure 2. Equivalent scheme of electroporator output 

 

 
Figure 3. View of the electroporator 
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The common view of electroporator is shown in 
Fig. 3. The main parameters of EP device are 
shown in Table 1. 

 
3. EXPERIMENTAL RESULTS 

 

The oscillograms of an output signal are repre-
sented in Fig. 4. It is obvious that HV and LV signals 
can be supplied to the load simultaneously. The num-
ber of positive HV pulses in a sequence may vary 
from 1 to 9 and their amplitude is in a range between 
100 and 1100 V., while duration varies between 1 and 
1000 μs. LV voltage may be changed in its polarity up 
to max. 100 V. It means that LV pulses are at about 
10% of HV amplitude value. The detail electrical pa-
rameters of the EP device are shown in Table 1. 

 

 
 

Table 1. Electrical parameters of electroporator” 

No. Parameter Value 

1 HV pulse amplitude (100 – 1100) V 

2 HV pulse duration (1 – 1000) μs 

3 HV pulse number (1 – 9) 

4 HV pulse polarity positive 

4 LV pulse amplitude (4 – 100) V 

5 LV pulse duration (1 – 1000) ms 

6 LV pulse number (1 – 9) 

7 LV pulse polarity positive or negative 

7 Delay between HV ir LV 
sequence 

(5 μs – 1 s) 

8 Protectors activation rate < 30 μs 

9 Emergency HV voltage 
shutdown speed 

< 5 ms 

 
Figure 4. Experimental time diagramm 

The control of electrical parameters is performed 
on virtual PC display (Fig. 5). 

 

 

Figure 5. Virtual panel 
 

It is possible here to set all needed output signal 
combinations. Management of the multiprocessor 
system is used with typical peer communication chan-
nels SPI and USART interfaces. All system compo-
nents are galvanically separated, because initial tests 
showed an absolute necessity of these methods. 
Bandwidth is achieved using a 10 Mbps optical sepa-
ration. On the final stages are used IGBTs field tran-
sistors with maximal breakdown voltage 1700 V. 

Due to a low reliability were abandoned stan-
dard driver’s stages and used schemes with dis-
crete transistors. 

 

5. CONCLUSION 
 

The structural scheme of the electroporator used 
the methods and developed electroporator parame-
ters, experimental results of output signals are pre-
sented. Laboratory model of electroporator has a 
wider possibilities and used for medical applications  
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Abstract 
 

Novel spectrum spread technique is presented: the arbitrary width and position pulse trains. We suggest to a use specially formed 
square pulse sequences (APWP), applying specific limitations on duration and positions in time and use the discreet time: this would 
increase temporal stability and save system resources. Efficiency of excitation electronics would increase, maintaining small size, 
cost of the spread-spectrum equipment can be reduced. Such signals would allow increasing imaging resolution and quality, increas-
ing the sensitivity of the measurements. 

Initial investigation results of the influence on signal spectral and correlation properties are presented. Results are applicable in 
ultrasonic imaging systems and high accuracy measurements employing the time of flight information. 

 
 

1. INTRODUCTION 
 
Requirements for non-destructive testing and bi-

omedical imaging systems resolution and sensitivity 
are increasing, and greater flexibility of the equip-
ment is demanded [1]. In case of straight bandwidth 
increase, shorter excitation pulses are required. But 
short pulses do not posses the high energy, re-
quired for sensitivity [2-4]. Complex, spread spec-
trum, excitation signals are used which inherit both 
long duration (high energy) and wide bandwidth. 
Most popular, arbitrary waveform signals are com-
plicated to excite, hard to deliver the high power, 
such equipment is inefficient, not portable and ex-
pensive. Chirp signals have relatively simple spec-
trum which can be easily controlled if nonlinear 
modulation is used. Binary single pulse or CW 
pulse trains were used for decades in ultrasonic 
imaging. Scientific papers report binary chirps use 
for excitation. Phase manipulated sequences are 
close to this class, but do not allow to have a full 
control of the shape the correlation function and 
spectrum. The novel spectrum spread technique did 
not receive the proper attention in ultrasound: the 
arbitrary position and width pulses trains (APWP) 
[5,6]. Technique is using a chaotically placed train 
of square pulses with arbitrary position and dura-
tion. We suggest new technique – use specially 
formed square pulse APWP sequences, applying 
specific duration and position in time limitations and 
use the discreet time: this would increase temporal 
stability and save system resources. APWP signals 
would allow for increased imaging resolution and 

precision, sensitivity. Excitation electronics efficien-
cy can be increased, size and cost reduced.  

Initial study of such signals spectral and correla-
tion properties is presented. Results are document-
ed as figures and numerical values.  

 
2. APWP SIGNALS 

 

Resolution of any imaging system operation on 
pulsed signal reflection principle is defined by the 
envelope bandwidth of the signals used for probing. 
Improving the resolution can be accomplished by 
using short rectangular pulses. But such signals will 
have low energy; therefore the accuracy of imaging 
will be reduced. SS signals offer high energy, wide 
bandwidth and posses spectral spread in time (Fig-
ure 1).  

 

 

Figure 1. Pulse (left) vs. chirp (right) spectrograms 

 
Several techniques can be applied for SS: pha-

se manipulated sequences, chirp or arbitrary wa-
veform excitation [2-4]. Narrow, matched properties 
single pulse and chirp were used in our study as 
reference signals. APWP sequences (Figure 2) [7] 
should also posses the spectral spread properties.  

Aim of our investigation was to perform the initial 
study on how these signals can be optimized and 
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what correlation and spectral properties can be 
obtained compared to the aforementioned signals.  

 

Pulse

CW burst

Chirp

APWP

 

Figure 2. Pulse, CW burst, chirp and APWP signals  
comparison 

 
3. ANALYZED PARAMETERS 

 
Both chirp, pulse and APWP signals content can 

be optimised (Figure 3) based on one of the con-
vergence parameters: 

i) maximum value of all the side lobes beyond 
the first zero crossing (max(SL): Figure 3); 

ii) energy of sidelobes(E(SL)); 
iii) main lobe duration minimum. 
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Figure 3. Explanation of pulse width, peak sidelobe  

and sidelobes variation 

 
4. ULTRASOUND TRANSMISSION  
    MEASUREMENT 

 
The ultrasound propagation frequency response 

was determined by probing the system input with a 
chirp signal (0.5 MHz to 15 MHz) while measuring 
the input and the output signals uin and uout and the 
channel frequency response was obtained by taking 
the ratio of Fourier transforms of the two: 
 

                        
 
 fu

fu
fG

in

out ,            (1) 

 
Results obtained were used for ultrasonic sig-

nals propagation modeling in iterative optimization. 

5. NUMERICAL MODELING AND OPTIMIZATION  
    RESULTS 

 
Ultrasound transmission was used to calculate 

the transmitted signal as if it was used in real-world 
experiment. If for pulse all duration were used in 
optimum search, one combination (fmin to fmax) was 
used for chirp and Monte Carlo was used for 
APWP. Total 10000 Monte Carlo iterations were 
used. Results obtained for narrowest mainlobe du-
ration are presented in Figure 4 (RF cross-correla-
tion) and Figure 5 (cross-correlation envelope taken 
using magnitude of the Hilbert transform of the orig-
inal cross-correlation function). 
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Figure 4. Mainlobe duration minimization result for three  

signals, cross-correlation function 
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Figure 5. Mainlobe duration minimization, cross-correlation 

function Hilbert-envelope 

 
It would be expected that pulse would posses lo-

west sidelobes. It can be seen that optimized 
APWP has similar to pulse performance and in ca-
se of correlation envelope has slightly better perfor-
mance over the other signals. 

Same optimization was performed on lowest 
variation on spectral response (refer Figure 6 and 
Figure 7 for correlation functions for such case).  

APWP has the worst performance. Reason 
could be that performance of the spectrum was 
optimized not in transmission window but in whole 0 
to Nyquist region.  
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Figure 6. Spectral optimization cross-correlation function 
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Figure 7. Spectral optimization result for three signals,  

Hilbert-envelope of the cross-correlation function  

 
Results for sidelobes maximum reduction are 

presented in Figure 8 and Figure 9. 
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Figure 8. Sidelobes’ maximum reduction result:  

correlation function 
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Figure 9. Sidelobes’ maximum reduction result:  

correlation magnitude 

Results for sidelobes’ energy reduction are pre-
sented in Figure 10 and Figure 11. 
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Figure 10. Sidelobes’ energy reduction result:  

correlation function 
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Figure 11. Sidelobes’ energy reduction result:  

correlation magnitude 

 
It can be noted that APWP performance in this 

initial investigation allows to expect better or similar 
performance to classical chirp and pulse signals: in 
some cases APWP performance was the best 
among the classical signals. 

 
6. CONCLUSIONS 

 
Initial investigation indicates that APWP signals 

can have properties similar to those of chirp and 
pulse signals. After optimization, some gain in cor-
relation mainlobe width or sidelobes level compared 
to pulse or chirp signals can be obtained. 
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Abstract 
 

The transient nature of membrane permeability requires extensive study to develop the most efficient sonoporation parameters: the 
ultrasound energy, frequency content or signal shape. Other investigators use the arbitrary function generator and linear RF power 
amplifier. We consider such setup expensive and oversized. More compact design can be achieved if binary or unipolar pulser is 
used in excitation. Dedicated hardware was developed and the performance investigated. We achieve up to 500 Vpp voltages, fre-
quencies beyond 3 MHz, ability to have both unipolar and bipolar pulses, burst lengths up to 40 periods and pulse repetition fre-
quency up to 3 kHz on transducers with capacitance of 3000 pF. 

 
 

1. INTRODUCTION 
 
Sonoporation has some advantages over elec-

troporation in modifying the permeability of the cell 
membrane for drugs or foreign genes delivery: non- 
bactericidity, safety, ability for specific volume are 
named [1]. It is assumed that the acoustic field 
causes the inertial cavitation which in turn develops 
some microstreaming facilitating the membrane 
permeability. Alternative hypothesis propose that 
microbubble’s rupture can be the cause of the 
sonoporation. Assuming that excitation parameters 
can be fine tuned to inhibit the most bioeffective 
[2,3] oscillations, there is a need for extensive study 
to develop the most efficient sonoporation parame-
ters: the ultrasound energy, frequency content or 
signal shape. Such experiments where the arbitrary 
function generator and linear RF power amplifier 
are used we consider expensive and oversized. 
More compact design can be achieved if bina-
ry/unipolar pulser is used for excitation. Design of 
the dedicated electronics hardware and perfor-
mance investigation is presented below. Such sys-
tem could be applied for ultrasound contrast agent 
microbubble properties investigation. 

 
2. PULSER REQUIREMENTS 
 

Results of Apfel and Holland presented in [4] in-
dicate that at 1 MHz frequency the inertial cavitation 

threshold is 0.25 MPa of peak negative pressure; 
0.6 MPa at 5 MHz and 0.85 MPa at 10 MHz. As-
suming high ultrasonic transducer impedance and 
low coupling, we aimet at to achieve the variable, 
up to 300 V output voltages, frequencies beyond 
3 MHz, ability to have both unipolar and bipolar 
pulses, burst lengths up to 40 periods and pulse 
repetition frequency up to 3 kHz for relatively high 
capacitance (up to 3000 pF) transducers. Experi-
mental system (Figure 1) used hydrophone HNP-
1000 from Onda and digital storage oscilloscope 
Yokogawa DLM2054 for sound pressure waveforms 
registration. 
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Figure 1. Hardware setup 

 
The excitation signal generation was planned to 

be performed by arbitrary waveform generator gen-
erating low voltage CW bursts. These signals were 
fed into pulser input and positive and negative 
waves selected to drive different output channels. 
Our own design high voltage source was used for 
excitation voltage supply. 
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3. TOPOLOGY SELECTION 
 
Main part of the piezoelectric transducer imped-

ance is capacitive. This capacitance has to be char-
ged and discharged every excitation cycle. Then, 
half bridge topology with two active elements (Fi-
gure 2, left) should offer and advantage in achieving 
both high efficiency and high frequencies. 
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Lpri2Low voltage

 

Figure 2. Half bridge (left) and transformer push-pull  
(right) topologies 

 
Such topology was presented in [5], where also the 
analysis and theory for components selection is 
given. But driving the high side switch presents a 
challenge: high dV/dt will be present on floating 
driver. Therefore, such topology is limited to 3-4 
MHz operating frequencies. Though, it has an ad-
vantage in achieving high excitation voltages [6]. 
Another, transformer coupled push-pull topology 
(Figure 2, right), is using only low side drivers and 
transformer coupling [7].  

On the other hand such design requires (Figure 
3) careful transformer construction and material 
selection.  

 

 

Figure 3. Pulser photo 

 
But the result is the simple and compact design.  

 
3.1. High voltage source 
 
The high voltage power source was designed 

using a DC/DC converter CA05P from EMCO. Main 
control tasks including consumed current, supply 
voltage monitoring, USB connectivity, and control 
know encoder servicing, indication is accomplished 

(Figure 4) by MSP430 microcontroller. Whole high 
voltage source is encapsulated into separate box 
and power supplied from 24V wall-plug SMPS. 
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Figure 4. Programmable high voltage power source structure 

 
Voltage control is either manual, using control 

know (Figure 5) or via USB interface. 
 

 

Figure 5. High voltage source photo 

 
Such design allow for reuse of the high voltage 

source.  
 

4. EXPERIMENTAL PULSER PERFORMANCE  
    EVALUATION 

 
Comparison to commercially available standalo-

ne sonoporation generator from Medelcom was per-
formed. Same load and operation conditions were 

used: 3 MHz at 50  and 3nF load at 500 Vpp pro-

grammed voltage. Results for 50  output are pre-
sented in Figure 6. 
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Figure 6. Generators output comparison at 50  load  
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It can be seen that commercial device does not 
adhere to the frequency stability requirement. Fur-
thermore, output voltage is lower than specified in 
control software. 

Refer Figure 7 for generators output for 3000 pF 
load case. 
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Figure 7. Generators output comparison at 3000 pF load  

 
Results indicate that commercial device is not 

capable to deliver the signal to capacitive load. New 
design pulser is capable of programmed output 
delivery. 

 
5. CONCLUSIONS 

 
Push-pull topology with symmetric transformer 

output was used. Such approach allows for N-
channel MOSFETs application for both positive and 
negative wave, avoiding complicated high side driv-
er structure. New solution allows for high voltage 
yet high speed pulse trains generation into capaci-
tive load. Voltages up to 500 Vpp and frequencies 
beyond 3 MHz can be achieved. Pulser is capable 
of both unipolar and bipolar pulses, burst lengths 
beyond 40 periods and pulse repetition frequency 
up to 3 kHz on transducers with capacitance up to 
3000 pF. 
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Abstract 
 
The paper is devoted to the investigation of the applicability of textural and morphological analysis to the images of some biomedical 
preparations. 

The obtained feature vectors are input of an artificial network classifier. All the groups of images can be successfully classified by 
any of 3 methods considered, being for blood crystals images the morphological method is the best one. 

 
 
1. INTRODUCTION 

 
In this work we investigate the applicability of 

textural and morphological image analysis methods 
to the images of blood crystals and plant extract 
crystals obtained by the Pfaifer sensitive crystalliza-
tion method [6,7], and brain tumor images [1]. 

Medical experimental research showed that stru-
ctural features of blood crystals characterize both 
clinical signs of diseases and the presence of ten-
dencies to get a disease. This reason stimulates 
designing reliable algorithms to classify such prepa-
rations images. 

In the proposed implementation an artificial neu-
ral network is used as a classifier. The input of the 
network consists of different variants of classifying 
signs of analyzed images: statistical textural signs 
obtained with the help of the gray-tone spatial de-
pendence matrix or Grey Level Co-occurrence Ma-
trix (GLCM) [3], Gabor filter [2] and morphological 
signs (skeleton representation) [5]. For adjustment 
of modeled neural network parameters RProp (Re-
silient Propagation) algorithm that speeds up Back 
Prop algorithm is used [4]. 

Experimental data obtained for images of differ-
ent classes show that the constructed model makes 
good progress for all the groups of features. How-

ever, the best classification results for blood crys-
tals images are achieved when morphological signs 
are used.  
 
2. IMAGES DESCRIPTION 

 
We analyzed 3 groups of images: (1,2) were ob-

tained by the Pfaifer sensitive crystallization method 
(addition a small quantity of blood or plant extract to 
cuprous chloride solution) and (3) is brain tumors 
images. All the images are supposed to be mono-
chrome. 

 
2.1. Blood images  
 

It was revealed that in a health organism nee-
dles in crystals are radiating from the centre to pe-
riphery. In the case of a disease there is an interrup-
tion in the crystal growth, the change of its form, etc.  

Moreover, it has been stated empirically that 
there is a relation between the position of the parts 
having changed form and structure and the mal-
functioning an organ or the organs system. 

This method helps to detect a disease on infan-
cy, which is very important for early diagnosis. It 
may be useful to estimate the efficiency of taken 
therapeutic actions.  
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The next figure illustrates the following typical 
forms of crystals: hole structure of crystals – typical 
of degenerative processes (left); hollow form of the 
crystal with transversal structures, malignant tumor 
(right). 

 

  
 
2.2. Plant extract images 
 

We analyze the following images: orange juice, 
wheat flour solution and wheat extract crystalls. 

 
2.3. Brain tumor images 
 

Images are classified according to the tumor 
kind. We consider the tumors of 3 types: astrocyto-
ma, nevrinoma, oligodendroglioma. 

The images were given in [1], where the textural 
analysis was performed basing expert knowledge 
and here we used them for comparative analysis.  
 
3. METHODS OF IMAGES FEATURES  
    GENERATION  

 
3.1. Gray tone spatial dependence method 
 

GLCM is a matrix containing co-occurrence 
pairs of pixels of a given intensity that are in a defi-
nite spacing defined by the angle and the distance 
that are the matrix parameters.  

We use the following texture features based on 

the normalized GLCM 
,
Norm

i jP  (i and j are intensities 

of neighboring pixels) [3]. 
Contrast specifies a measure of intensities con-

trast between a pixel and its neighbor: 
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If all pixels have the same intensity Contrast =0.  
Homogenity characterizes the density of distri-

bution of GLCM elements relative to its diagonal: 
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Correlation is a correlation measure between a 
pixel and its neighbor: 
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where µI, µJ, σI and σJ are respectively mathemat-
ical expectation and dispersion of pixel intensities 
that are calculated using a current pixel and its 
neighbors. 

 
3.2. Gabor filters 
 
We introduce the 2-D Gabor function [2]: 

 
 

Gabor wavelets are obtained by using the gen-
erating functions: 

 

 

 

 

where integers  characterize the wavelet scale 

and orientation:  and 

,M N  are the numbers of scales and orientations 

respectively. 
Let  ,I x y  be a gray level distribution for an 

image. Then the image convolution with the Gabor 

kernel mng  is defined as: 

 

     *
1 1 1 1, , ,mn mnW x y I x y g x x y y dx dy    

 
where* denotes complex conjugation. We assume 
that areas with local texture are spatially homoge-
neous, then the mean value of the amplitude of 
reduction coefficient 

mn  and the mean-square de-

viation of the amplitude mn  may be used as a 

characteristics of the image: 

 ,mn mnW x y dxdy   , 
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  
2

,mn mn mnW x y dxdy    
 

The feature vector has the form: 

00 00 01 01[ ... ]mn mnf        

 
3.3. Morphological Method 
 
Mathematical morphology is a method to ob-

tain structural components of an image that are 
useful for its representation and description: boun-
daries, skeletons and convex hulls. In this work we 
use so called image skeleton, which allows us to 
decrease the task dimension [5]. To extract the 
image skeleton the tools of mathematical packages 
are applied [8]. 
 
4. NEURAL NETWORK CLASSIFIER 

 
In this work we use manylayered feedforward 

network, because it is known that such a model is 
sufficient for the problems of this class [4]. 

The number of neurons in the input layer  is 
defined by the feature vector size that by-turn is 
defined by the method of construction of the vector. 

The number of neurons in the second layer  

is defined as the integer part of  (empirical 
recommendation). 

In our experiments the number of output neu-
rons in the third layer Nout is defined by the number 
of classes of images that are considered in each 
groups of test models: for medical preparations Nout 
= 5, for biological ones Nout = 3 and for brain tumors  
Nout = 3. 

For the network training RProp (Resilient Propa-
gation) algorithm [4] was applied. Its principal ad-
vantage over Backprop method is the simplicity, 
high rate of convergence and low specifications for 
the gradient calculating error. As opposed to Back-
prop based on gradient descent method, RProp 
uses only signs of partial derivatives but not their 
values to adjust weighting coefficients.  
 
5. RESULTS OF EXPERIMENTS 

 
The algorithm testing was performed on the 

computer with Intel Core i5™ 2.27GHz processor. 
Further 1 denotes medical preparation images, 2 

– biological preparation images, 3 – brain tumor 
images. 

5.1. GLCM based method 
 
Let the number of directions to a neighbor pixel 

be 3 ( ), the number of distances to a 
neighbor pixel be 10 (i.e. distances = 1,2, …, 10), 
the number of textural features – 3 (Contrast, Ho-
mogenity, Correlation), then the number of input 

neurons  [har]. Hence Nav = 
45. The size of GLCM (64x64) was defined by the 
given number of gray levels N=64. 

For 3 groups of images the graphics of the de-
pendences network parameter training mean-

square error (MSE)  on the number of iteration N 

are shown below. 
 

 
 

The time of the construction of feature vectors 
and the network training is shown in the table be-
low. 

 

Image group 
number 

Feature vector 
generation 
time (sec) 

Network 
training time 

(sec) 

Summary time 
(sec) 

1 10.619 9.437 20.056 

2 10.239 4.701 14.940 

3 35.607 4.901 40.508 

 
It takes 2-4 sec for the trained network to clas-

sify different images by this method. 
 
5.2. Gabor filter 
 
Let the number of wavelet scales be 8, the num-

ber of wavelet orientation — 5 and the number of 
used textural features (mathematical expectation 
and mean-square deviation) – 2. Then 

   
 
The graphics of the dependences network pa-

rameter training MSE  on the number of iteration 
N are: 
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The time of the construction of feature vectors 

and the network training is shown in the table be-
low. 

 
Image 
group 

number 

FV gene-ration 
time (min:sec) 

Network train-
ing time 

(min:sec) 

Summary time 
(min:sec) 

1 14:17.964 2:31.928 16:49.892 

2 14:34.104 0:6.554 14:40.658 

3 26:45.027 0:4.099 26:49.126 

 
It takes 3-4 min for the trained network to clas-

sify different images by this method. 
 
5.3. Morphological method  

Here  depends on the image size and 
equals 1/100 image height multiplied by image 

width (pixels). If >4096 the image is partitioned 
into small areas.  

The graphics of the dependences network pa-

rameter training MSE  on the number of iteration 

are: 
 

 
 
The time of the construction of feature vectors 

and the network training is shown in the table be-
low. 

 
Image 
group 

number 

FV gene-ration 
time (min:sec) 

 

Network training 
time (min:sec) 

Summary time 
(min:sec) 

1 0:5.397  0:30.735 0:36.132 

2 0:8.519  17: 12.592 17:21.111 

3 1:02.447  39-59 min 40-60 min 

 
Classification time is 3-4 min. 

6. CONCLUSION 
 
To summarize, in accordance with accuracy cri-

teria all the groups of images can be successfully 
classified by any of 3 methods. As for time criteria, 
the best results for the first group of images were 
obtained by the morphological method and by 
GLCM method for group 2 and 3. 
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Abstract 
 
The paper is devoted to the application of methods of multifractal image analysis to classify biomedical preparations images.  

We use two methods for calculation of multifractal spectrum: the direct determinarion and the moment-based method, being the 
last one does not use Regny dimensions with the following application of the Legendre transform. Such an approach results in in-
creasing the precision of calculation.  

For 4 classes of biomedical preparation images (histological preparations, blood cells, connective tissue and bone tissue) two 
classes (histological preparation and bone tissue) for which multifractal spectrum is a reliable classification sign have been marked 
out. At the same time the analysis of images of blood cells with leukemia and connective tissue shows that it is necessary to apply 
additional methods to obtain proved results. 

 
 
1. INTRODUCTION 

 
It is now widely accepted that physical systems 

that exhibit chaotic behavior are generic in Nature. 
Since it is possible to follow and predict their motion 
in any detail only for short time scales, one must 
use suitable statistical descriptions to describe the 
system asymptotic.  

Considering an image as the phase portrait of a 
complex dynamical system we can use for its desc-
ription multifractal formalism as a statistical charac-
teristics. The multifractal formalism relies on the fact 
that highly nonuniform probability distributions aris-
ing from the nonuniformity of the system often pos-
sess rich scaling properties such as self-similarity. 
Hence we can associate a characterization of the 
fractal properties of a measure with the nonuniform 
distribution. 

Spatial distribution of dissipative regions in a 
turbulent flow, the invariant probability distribution 
on a strange attractor and the distribution of growth 
probabilities on the external surface of a diffusion-
limited aggregate are some examples.  

The multifractal formalism describes the statisti-
cal properties of these singular measures in terms 
of their singularity (multifractal) spectrum or their 
generalized dimensions. 

Cover the support of the measure with disjoint 
boxes of size l and define for each box a measure 

as , where  are real numbers. Then the sub-

sets of points ( ) for which values  are equal or 
close are defined. For each subset its fractal di-

mension  is calculated. So, the image is con-
sidered as a union of interwoven subsets, being 
each of them has own fractal dimension. The set of 
these dimensions forms multifractal spectrum 
(MFS). 

The method of MFS direct determination is de-
scribed in [6]. It should be noted that the finding of 

 sets means a categorization of an image points. 
In fact, it is the box measure that describes a cate-
gorization. Different methods lead to different multi-
fractal spectra. For digital images the measure is 
defined through pixel intensities [4].  
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Generalized (Regny) dimensions  provide an 

alternative description of the singular measure. 
They correspond to scaling exponents for the qth 
moment of the measure. The generalized dimen-
sions were introduced earlier than multifractal spec-
trum and they are easier to compute than the latter. 

Since these two characteristics describe the 
same measure, there is a connection between 

them. Namely, when  and  are smooth 

functions of  and , they are related by a Legen-
dre transformation. It was believed that for meas-
ures arising from real experiments it is easier to 
calculate generalized dimensions and then obtain 
multifractal spectrum using the Legendre transform.  

But, as was shown in [1], the  corresponding 

to large negative q may have large error bars and 

Legendre transforming the  curve may decrease 

precision considerably. The authors elaborated a 
new direct method of determining multifractal spec-
trum based on a canonical method of computing 

thermodynamic averages. Both  and  are 

obtained as functions of the parameter  
It should be noted that multifractal spectrum is 

widely used in image analysis because it is globally 
invariant under bi-Lipschitz transform (general tran-
sform including brightness changing, rotation, scal-
ing and general texture surface deformations) [3].  

In this work we use both the MFS direct deter-
mination method and the moment-based method 
without using Regny dimensions. They may be suc-
cessfully applied for a classification of 4 classes of 
biomedical preparation images.  
 
2. METHODS OF ANALYSIS 

 
2.1. MFS direct determination 
 
2.1.1. Method description 

Let  be a measure defined through pixel inten-

sities. For  we denote a square of 
length r with center x. We describe 

 with the density 

function and  some constant. The local density 

function of is defined as  

                             (1) 

The set of all image points  with local density  
is  

            .           (2) 
 

Thus we obtain a point categorization  
of the image with a multifractal spectrum defined as  

.    (3) 

The density function describes how locally the 

measurement  satisfiers the power law behavior. It 
measures the non-uniformity of the intensity distri-

bution in the square . It should be noted 

that in this method the measurement  is 
the sum of intensity pixels in the square. The den-

sity  is obtained as the slope of the line fitted 

to the data  by the least 

square method. Then we take a discrete set } 

from an interval and find for each  the point set 

 according to (2).This set contains all pixels 

whose densities are close to . The example of 
such a set near the source image is shown below 

with . The fractal dimension  
is computed as the slope of the line fitted to the 

data , where  is 

the smallest number of sets of diameter less than δ 

that cover . 

 

 

Figure 1. The example of  set with    

 
2.1.2. Numerical experiments 

Multifractal spectra were obtained for health and 
attected histological preparations (liver). The follow-
ing pictures shows the images of the preparations 
and the graphic illustrates their spectra. 
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Figure 2. The health liver preparation 
 

 

Figure 3. The affected liver preparation  

 

 

Figure 4. MFS spectra  

 
2.2. Moment-based method  
 

2.2.1. Method description 

Let  be a normalized ith box measure (the 
sum of box pixel intensities divided by the sum of all 

pixel intensities), . Construct a one-para-

meter family of normalized measures , where 
for ith box we have  

                   .                 (4) 

According to [2] the Hausdorff dimension of the 

support of  is given by 
 

     .        (5) 

 
In addition we can compute the average value of 

the singularity strength  as  

 

      .         (6) 

Thus, both  and  may be obtained as ex-

plicit functions of the parameter . 
 
2.2.2. Numerical experiments 

Multifractal spectra were calculated by using 
formulas (4)-(6) for images of 4 classes of biomedi-
cal preparations. The most reliable results were 
obtained for bone tissue and histological prepara-
tion images. Below the graphics for health and af-
fected bone tissue (osteoporosis) are shown.  

 
 

 

Figure 5. The health bone tissue 
 
 

 

Figure 5. The affected bone tissue  
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Figure 6. Graphics of (q) 
 

1.97

1.98

1.99

2

2.01

2.02

1 3 5 7 9

health 
bone 
tissue

affected 
bone 
tissue

 
Figure 7. Graphics of f(q)  

 

3. CONCLUSION 
 
For 4 classes of biomedical images: histological 

preparations, blood cells, connective tissue and 
bone tissue classification signs have been obtained. 
The comparison of multifractal spectra for bone 
tissue allows us to define osteoporosis. At the same 
time the analysis of images of blood cells with leu-
kemia and connective tissue shows that it is neces-
sary to apply additional methods to obtain reliable 
results. 
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Abstract 
 
The method of compressed cosines is used for mathematical approximations. With it, polynomials of a low order are obtained that 
approximate with high accuracy ideal functions with rectangular contours. Up till now it has been used for synthesis of digital filters 
for one-dimensional signals. This paper considers the application of the method for synthesis of two-dimensional digital filters. Filters 
are obtained with characteristics close to the ideal ones. 

 
 
1. INTRODUCTION 

 
In every technical device using information sig-

nals the purpose of filters is to separate the signals 
necessary for its functioning and to suppress all 
others that are interference to it. The ideal filter is a 
rectangular contour. This is a function of the fre-
quency   having two regions: passband (PB) – the 
function is equal to unity, and stopband (SB) – the 
function is equal to zero. It is defined by the expres-
sion 

  
 
 

1, 0,

0, ,

c

d

c

H
 


  

 
 


. (1) 

 

where c  is the cutoff frequency. 

A filter with an ideal response cannot be real-
ized. This is why the ideal function is approximated 
with another one that can be realized by technical 
means. The task is to define such an approximation 
function that is very close to the ideal one, and that 
has a low computational complexity. The approxi-
mating functions can be fractional rational, spline 
functions, polynomials, etc. For technical devices 
the fractional rational approximations have the best 
properties but in many cases they are not applica-
ble. In such cases polynomial approximations are 
used. 

A very important factor in these mathematical 

tasks is the criterion (metric) pL , 1p    used 

for approximating the ideal function. Fig. 1 shows a 

comparison among the most used metrics 1L , 2L  

and L  in approximations with polynomials of 32nd 

degree. It is seen that in filter synthesis a compro-
mise has to be found between two contradictory 
requirements: the amplitude of the oscillations and 
the steepness of the function in the transition band 
– the band in which the function goes from unity to 
zero. In all the criteria the function has oscillations 
in the passband and the stopband that are propor-
tional to the degree of the polynomial.  
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Fig.1. Approximations with polynomials of 32nd degree  

in an L1, L2 and L∞ metric 

 
These oscillations are undesirable. Their ampli-

tude reflects the approximation error  . The pur-
pose in filter synthesis is to obtain the rectangular 
contour of the ideal function that is maximally flat 
characteristics in the passband and stopband, and 

the narrowest possible transition band. With 1L  and 
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2L  metrics the oscillations increase near the transi-

tion band of the function. This is due to the Gibbs 
effect [1]. 

Numerous methods exist for reducing this effect. 
It can be generalized that every action towards 
decreasing the amplitude inevitably leads either to 
broadening the transition band or to increasing the 
degree of the polynomial which decreases the ac-
curacy of the approximation and increases its com-
putational complexity. 

The approximations in an L metric are perfor-

med with the well-known method of Parks-
McClellan [2], which is a modified version of the 
second algorithm of Remez [3]. It is a minimax, 
equiripple approximation relative to the Chebyshev 
distance. It is performed with a trigonometric poly-
nomial of degree m: 

    
0

cos
m

m n

n

A x b nx


 ;  0,1x , (2) 

where 
n

b  are the polynomial coefficients, x   . 

With this method the transition band can be pre-
cisely defined and arbitrary narrow. The latter, how-
ever, leads to an increase of the approximation 
error, resp. the amplitude of the oscillations. An 
important advantage of the method is that the syn-
thesis is performed by an iterative algorithm of 
Remez that has a fast convergence and a low com-
putational complexity. It is established that with 
equal specification (non-uniformity in PB and SB 
and equal transition bandwidth) with the Parks-
McClellan method the approximation is performed 
by a polynomial of the lowest degree. This deter-
mines the broad applicability of the method in many 
technical tasks. 

 
2. ESSENCE OF THE METHOD  
    OF COMPRESSED COSINES 

 
In [4] a new approximation method called, “com-

pressed cosines”, using chebyshev’s norm is pro-
posed. With the method a low degree trigonometri-
cal polynomials with small approximation error are 
determined. The analytical expression of the poly-
nomial is 

      
1

1

cos 1 erf 2 1 1
2

m

m k
k

A x b k x







     


    

    
1

1

cos 1
m

k

k

b k x




  ,  0,1x . (3) 

It is seen that the argument of cosine consist 
modulating function  

     erf 2 1 1
2

x x


       , (4) 

The functoin  erf .  is the Gauss integral error 

function. It has S - shaped graph. The  slope of the 
graph depends on the parameter  , and compres-

ses the oscillations of cosine – fig. 2. 
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Fig. 2. Modulating function erf(.) and compression of cosine 

 
Fig. 3 shows an optimal approximation by a pol-

ynomial of the lowest possible degree (fourth). 
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Fig. 3. Optimal approximation of fourth degree 

 
It is seen from the figure that the approximation 

has only two extreme points, while with the other 
methods the extreme points are much more (Fig. 
1), which is due to the low degree of the polynomial. 
In this regard this approximation is closest to the 
ideal function. The polynomial coefficients are ob-
tained by the Remez algorithm that is an iterative 
solution to a system of m+2=6 linear equations. 
With the other two approximations the equations 
are much more. For filters with specifications close 
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to the ideal function, the reduction of the computa-
tion operations is more than 100 times. 

On the other hand, in the proposed method the 
magnitude of the “jump” of the function decreases 
with the increase of the parameter  , without chan-

ge of the transition bandwidth or increasing the 
polynomial degree. Fig. 4 shows this valuable prop-
erty of the method for a fixed transition band and 
two different values of the parameter  . 
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Fig. 4. Approximation error ε depending on the parameter β 

for a fixed transition band 

 
The parameter   can be arbitrarily large and 

the transition band – arbitrarily narrow. With the 
proposed method approximations to ideal functions 
with a very high accuracy and a very low computa-
tional complexity can be done. With a transition 
bandwidth equal to zero and     the fourth deg-

ree polynomial coincides with the ideal transfer 
function. Instructively speaking, the proposed poly-
nomial of fourth degree is the shortest way to the 
ideal function. 

 
3. APPLICATION OF THE METHOD  
    TO COMPUTING 2D FILTERS 

 
The magnitude response of one-dimensional 

digital filters is a function of one variable which des-
ignates the frequency. The general form of the 
transfer function is 

    0 cosn

n

H x h h nx  , (5) 

where 
nh  are the filter coefficients. The plot of the 

magnitude response (MR) is a plane figure (fig. 4). 
The abscissa is the argument and the ordinate is 
the amplitude value. 

In the two-dimensional filters the transfer func-
tion is of two variables 

     
1 2

1 2 1 2, 2 , cos
n n

H x y h n n n x n y  . (6) 

The MR is a spatial figure whose base is the 
plane defined by the values of the two arguments. 
The values of the arguments are on the abscissa x 
and the ordinate y, and the amplitude is on the 
applicate z. The ideal transfer function of a lowpass 
two-dimensional filter is a rectangular contour 
whose rotational body is a cylinder. 

Approximation in a two-dimensional space is a 
complicated and time-consuming operation [5]. This 
is why the fastest way is to perform a one-
dimensional approximation and to obtain the spatial 
figure by a program as a rotational body with re-
spect to the ordinate. 

Fig. 5 shows an MR of a one-dimensional low-
pass filter with a specification: degree of the appro-
ximating polynomial 4m  , attenuation in the stop-

band 10DS   dB; normed transition frequency 

0.5cf  ; normed transition bandwidth 0.1f   
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Fig. 5. MR of a one-dimensional LP filter 

 
An MR of the derived two-dimensional filter is 

obtained by the rotation of the one-dimensional MR 
with respect to the ordinate Fig. 6. 

 
Fig. 6. Two-dimensional lowpass filter 
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In the example shown the filter specification is 
deliberately chosen to have a low selectivity in or-
der to obtain a better visualization of the plots. Ob-
viously, if the transition bandwidth is decreased and 
the value of the parameter   is increased, the filter 

with compressed cosines will have a characteristic 
closer to the ideal one – a cylinder. 

In a similar way a two-dimensional highpass fil-
ter is obtained. Fig. 7 shows a highpass two-dimen-
sional filter, mirroring the prototype from Fig. 6. 

 
Fig. 7. Two-dimensional highpass filter 

 
Fig. 8 show characteristics of a two-dimensional 

bandpass filter.  

 
Fig. 8. Two-dimensional bandpass filter 

 

4. CONCLUSION 
 

With the method of compressed cosines two-
dimensional filters with characteristics close to the 
ideal ones are obtained. It has to be noted that 
achieving optimal characteristic close to the ideal 
one requires a high resolution in the transition band 
of the filter. Otherwise, a Gibbs phenomenon is 
observed. The calculation of the spatial figure can 
be considerably alleviated, since in a large part of 
the passband and the stopband it has constant 
values 1   and  , respectively (Fig. 4). 

The proposed filters can find application to im-
age processing with a high precision in such areas 
as astronomy, medicine, criminology, etc. 
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Absrtract 
 
In this thesis the autour proposed the hardware application of algorithm based on a new representation of the objectes with the 
graph pyramids. The objectes are examined at different, increasing, resolutions until it is possible to separate the multiple region in 
the objectes belonging to the occlusion. The graph matching algorithm is performed. For describing its behavior use the VHDL 
language and the Altera’s Quartus tools to synthesize and Altera DE2 board to implement a simple hardware FPGA design. 
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1. INTRODUCTION 
 
One of the most interesting applications is that 

of the video surveillance systems [1]. Video sur-
veillance systems are employed in airports, etc. 
where cameras are installed are installed to control 
docks, areas customers, etc. There are two main 
categories of active sensors. The ones based on 
structured light triangulation and the laser range 
scanners. Sensors belonging in the first class pro-
ject a light stripe on the scene and use a camera 
to view it in Fig. 1. 

 

 
Fig. 1. The optical paths of structured light triangulation 

 
The second category of sensors emit and recei-

ve a laser beam and by measuring difference of 
phase, time of flight or frequency, shift depth is 
measured and widely used in robotics applications.  

A video analysis system has a modular struc-
ture. The first step of the processing is the segmen-
tation of the scene, that is the separation of the fra-
me in two set: the static part of the scene-back-
ground and the set of the moving objects of inte-
rests. This phase is called object detection. De-
tected moving objects are compared with moving 
objects in the previous frame to find correspond-

dences. The trajectories of the objects, at point of 
the processing, are expressed in pixels. Pixel is 
marked as foreground if the inequality is satisfied: 
 
                          | It (x, y) − Bt (x, y) | > T              (1) 

 
Where T is a predefined threshold. The back-

ground image Bt is updated by the use of a first 
order recursive filter as shown in: 

 

                          Bt+1 = α It + (1 - α) Bta               (2) 
 

Where α is an adaptation coefficient. The basic 
idea is to provide the new incoming information into 
the current background image. Therefore transfor-
mation from pixel coordinates to real world coordi-
nates is required. That is an Inverse Perspective 
Mapping Processing [2] is required and define two 

Euclidean Spaces: W={(x,y,z)}Є E3 is the 3-D 
space representing the real world; I= {(u,v)} Є E2 is 
the 2-D space representing image in which the 
three-dimensional space is projected as image 
plane. The acquired image by camera belongs to 
the two-dimensional space I, while the transformed 
image by the IPM is defined with z=0 and belongs 
to the 3-D space W. The relationship between W 
and I is illustrated in Figure 2. 
 

  

Fig. 2. Relationship between real world and image plane and 
camera model 

mailto:rosexel@abv.bg
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2. THE SYSTEM TRACKING ALGORITHM 
 

A number of objects is identified in each frame 
and a different label is associated to each object. 
Let Bt = {b1

t,…,bn
t} be the set of boxes belonging to 

the frame t, moreover let L = {l1 ,…, lk} be a set of 
labels. The element (i,j) of the matrix is 1 if the label 
assigned to the element bj

t is the same as the label 
of bi

t-1, it is 0 otherwise. Since there exists no dupli-
cate label in set Bt-1, each row contains no more 
than one value set to 1. If the j-th row contains only 
zeros, it means that there exists no correspondence 
between an object belonging to the set Bt-1 and bj

t, 
i.e. bj

t is a new box. If the j-th column contains only 
zeros, it means that there exists no correspondence 
between an object belonging to the set Bt and bi

t-1.  
As anticipated, the object tracking problem can 

be solved by computing a suitable injective map-

ping τt: Bt  L. This mapping solves a suitable 
Weighted Bipartite Graph Matching problem [3]. 
This is a graph where nodes can be divided into two 
sets such that no edge connects nodes in the same 
set. In our problem, the first set is Bt-1, while the 
second set is Bt. Before the correspondence is de-
termined, each box of the set Bt-1 is connected with 
each box of the set Bt, thus obtaining a Complete 
BG [4], as shown in Figure 3.  

 

 

Fig. 3. The complete bipartite graph 
 

Each box bi
t-1is uniquely identified in the set Bt-1 

by its label. In general, an assignment between two 
sets Bt-1 and Bt is any subset of B t-1x Bt , i.e., any 
set of ordered pairs whose first elements belongs to 
Bt-1 and whose second elements belongs to Bt, with 
the constraint that each node may appear at most 
once in the set. A maximal assignment containing a 
maximal number of ordered pairs is known as a 
matching BGM [4].  

The height h and the width w of each box is 
considered. The costelement (i, j) is the Euclidean 
distance between the (h, w) vectors of bi

t-1and bj
t. If 

the distance is greater than a threshold, the cost is 
ώ. Now, let Hc

b (x) the histogram of the color c in-
side the box b. The correlation λ(i,j) index can com-
pute as follows: 

   (4) 
 
Where λ (i,j) is the average of three indices, 

computed on the histograms of red, green and blue. 
The value of λ belongs to the interval [0,1]. The 
histogram of brightness Hb(x) is then computed, 
and its correlation λ is obtained. The cost function is 
computed as 1/ λ. In the next step let Gc(k) is the 
chromaticity histogram of the color c of a frame. 

The contribution of a color c λ{r, g, b} of a pixel to 
Gc(k) is given:  
 

       (5) 
 
to the histogram is an integer valuebelonging to 

(0,…,q-l). We compute the correlation index λ(i,j) 
as follows: 

 

                (6) 
 
Our method is based on a more complex repre-

sentation, based on a graph pyramid, which in ab-
sence of occlusions retains the simplicity and effec-
tiveness of the bounding box, but enables a more 
accurate object matching to take place during an 
occlusion. At lowest level there is an adjacency 
graph, where the nodes represent single pixels, and 
the edges encode the 4-connected adjacency rela-
tion. The intermediate levels are obtained by a bot-
tom–up process, using the classical decimation-
grouping procedure described in [5], where a colour 
similarity is used to decide which nodes must be 
merged. We decide to use the absolute difference 
between the mean R, G and B levels of the regions. 
For two regions R1and R2 the colour similarity is 
defined as follows: 

 

          (7) 
 
Where μ1

R,μ2
R are the mean of R for regions R1 

and R2, μ1
G, μ2

G are the mean of G for regions R1 
and R2 μ1

B, μ2
B are the mean of B for regions R1 

and R2.The representation differs from the quad-
tree structure [5]. Each intermediate node repre-
sents a sub region of the whole region, and its at-
tributes are the position and size of the sub region 
bounding box and average colour of that sub re-
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gion. In particular a node attribute is a set of 7 
numbers {w, h, avR, avG, avB, cx, cy}  

 

 
Fig. 4. The graph pyramid: a) the hierarchical structure;  

b) the nodes attributes 
 

({w, h, avGL, cx, cy}) where w, h are the width and 
height of the sub region bounding box, avR, avG, 
avB (avGL) are the average colour/grey level of the 
sub region, cx, cy are the position of the sub region 
bounding box centre in the image on Figure 4. 
Tracking of the object is based on the features, 
requires selecting the right features, which plays a 
critical role in tracking.  

In image processing, the RGB colour space is 
usually used to represent colour. Object boundaries 
usually generate strong changes in image intensi-
ties [6]. Edge detection is used to identify these 
changes. An important property of edges is that 
they are less sensitive to illumination changes com-
pared to colour features. The Center of mass is 
vector of 1-by-n dimensions in length that specifies 
the center point of a region. For each point it is 
worth mentioning that the first element of the cen-
troid is the horizontal x-coordinate of the center of 
mass, and the second element is the vertical y-
coordinate [4,6] as in fig. 5. 

 

    

Fig. 5. The center point of a region 
 

 Texture is used for classification as well as 
tracking purpose. This feature is used to identify 
region or object in which we are interested. It is a 
measurement of the intensity variation of a surface 
which quantifies properties such as smoothness 
and regularity [6]. 

   
Fig. 6. The tracking object and system overview 

In this method we compute the distance be-
tween the centroid that is smaller than a predefined 
threshold T. Suppose two objects Oc and Op, c for 
current frame and p for previous frame with center 
of mass (xc, yc) and (xp, yp) respectively,then the 
Euclidian distance between centers expressed as 
shown in equation: 

 

                     (8) 
 
There are varies number of objects blobs in the 

current and previous frame In and In-1. Let In-1 and In 
be the number of objects in these frames.  

The board Altera DE2 has an Analog Devices 
ADV7181 TV decoder chip which can convert 
NTSC composite video from camera to a digital for-
mat. Object recognition will be accomplished 
through software on the Nios II. The processes 
capture shown in fig. 7. 

 

 
 

Fig. 7. The image processes capture 

 
The ADV7181 decoder controller takes digital 

video input from the ADV each pixel from YUV to 
16-bit RGB.A double line buffer in the FPGA’s block 
RAM is used for data transfer between the 27 MHz 
frequency domain of the video controller and the 50 
MHz frequency domain of the Avalon bus [7].  

 

 

Fig. 8. Video interface and Avalon bus 

 
The Nios II then performs processing on the 

buffer in SDRAM in order to find the center of the 
object we are tracking and to mark up the image.  

The image processing software analyzes an im-
age, termines the orientation of the target compared 



CEMA’12 conference, Athens, Greece   109 

to the center of the screen, and then issues a com-
mand to turn either right or left to the Platform until 
the tracked object is in the center of the camera’s 
field of view. 

 

 

Fig. 9. The RTL project of object tracking system 

 
3. CONCLUSION 

 
In this thesis we propose an algorithm based on 

a new representation of the objects: the graph py-
ramids. This representation allows the resolutions 
of occlusions also in complex cases. The objects 
are examined at different, increasing, resolutions 
until it is possible to separate the multiple regions in 
the objects belonging to the occlusion. Furthermore, 
to detect the identities of the objects in the current 
frame beginning from the identities of the objects in 
the previous frame, a graph matching algorithm is 
performed. 
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Abstract 
 

One very important problem in the process of design of systems for magnetotherapy is connected with design of power unit. The 
systems for magnetotherapy, which use running low frequency magnetic field are new generation of systems for magnetotherapy. It 
is well known that familiarization of patients with parameters of external influence is a big disadvantage of systems for physiotherapy. 
This problem can be avoided in systems for low frequency magnetic field by running of this field around the human body. The possi-
bility for simultaneously influence of low frequency magnetic field on different part of the human body is one additional advantage of 
systems for magnetotherapy, using moving magnetic field. The basic requirements and method for design of above mentioned sys-
tem for magnetotherapy and especially design of power unit is described in the paper.  

 
 

1. INTRODUCTION 
 
The power unit should provide enough high am-

plitude of output current for all patients coils which 
are situated on the patient’s bed (Fig. 1). The input 
signals of power unit are provided by generator for 
rectangular electrical impulses with special parame-
ters. Now more and more digital systems are 
applied to therapy. The use of digital elements for 
their construction offers greater flexibility, economy 
and more functions in one system. The data which 
pass through various digital modules can be saved 
in memory, subject to various digital processing, 
and also can be displayed on digital display. In the 
design of pulse generators can be used and one-
chip microcomputers, characterized by low con-
sumption and a limited number of external compo-
nents. 

 

 
Fig. 1. Patient’s bed 

  
Great advantage over the basic generators is 

the programmable logic. Any functional change can 
be implemented easily without any hardware chan-
ges (making a new board, adding / replacing com-
ponents). 

2. DESIGN OF POWER UNIT 
 
To ensure the amplitude manipulation of the 

output signals device was used with sixteen trans-
former output voltage in the secondary coil. Mana-
ging stress how to manipulate the output signals of 
the apparatus at a time is done programmatically by 
way microprocessor management. In the production 
of the device is provided at the outlet to be used 
with a large inductive load inductance. Besides han-
dling the voltage provided an opportunity to deter-
mine to which output is directed to output. For this 
switching are provided five separate and completely 
equal steps. This makes the device more versatile 
and easy to use and "animation" as-entitling the 
choice of the designer to choose which output to 
use enhancements. Given the characteristics of the 
inductive load for the apparatus final steps are 
realized by choosing powerful triacs. The use of 
transistor stages is not desirable because the 
application of inductive load is observed instability 
in their work.Powerful Hill-relays are characterized 
by a finite number of switch and losses caused by 
mechanical contact of the switch plates, large 
switching time, high cost and risk of injury. Given 
the stable operation of the triacs work with inductive 
load, low market price, compact size and good 
working parameter’s hoice for the thesis is the most 
appropriate. For the final steps is possible to con-
duct high currents up to 3A and relatively high vol-
tage 24V. Used triacs model BTA12-600B. They 
are characterized by low current opening 50mA, 
12A maximum current in the control circuit and 
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600V maximum voltage. Repeatedly higher charac-
teristics of triacs to set in the assignment of work 
provide more reliable operation of the elements and 
less waste heat process. Used Six triacs (Q12-Q17) 
for the amplitude manipulation provided with six and 
five strains (Q18-Q22) to provide switching and 
management outcome of five sets. 

The maximum of output current signal from the 
microprocessor is 25mA. The use of such power 
will not be enough to clear a triacs, and will also 
lead to strong and increase of temperature of mic-
roprocessor. Ensuring adequate power to clear 
triacs, and also the simplification of the CPU is 
achieved through the use of transistor stages 
placed between the ruling and findings of the 
microcomputer gates of triacs. Transistors are con-
nected in a circuit common collector (emitter re-
peater). For this type of scheme is characterized by 
low voltage amplifier, high gain in current and 
power. Depending on the given signal on the basis 
they operate in standby mode or route of saturation. 
The maximal current for the gate triacs in a per-
formance is 50mA. Therefore, to ensure reliable 
and stable operation of transistor stages are desig-
ned for currents less than 50mA. 

 

Icmax=Vcc/Re=>  

 Re=Vcc/Icmax=12/40.10-3= 300ohm  
 

A medium power transistor model 2T6551can be 
used.It can be seen using output transistor’s 
parameters that collector current would be 40mA, 
wich corresponds to the base current 2mA. The 
emitter’s current which is an input to the gate of 
triac is the sum of the collector and base current of 
transistor and it’s less than the maximum of triac’s 
current. The diagram of power unit is shown on Fig. 
2. 
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Fig. 2. The diagram of power unit 

To achieve simultaneous amplitude manipula-
tion of the output current and switching output, 
switching voltages of triacs are connected in series 
to the triacs switching outputs. In this case the out-
put inductive load is to be connected in series bet-
ween the two triacs. This is shown in the diagram 
on Fig. 3. The connectors (j7-j12) relate the findings 
of the secondary coils of different voltages of the 
transformer. 
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Fig. 3. The diagram of power system 

 
As first step a load should be placed on the 

output of the generator. It’s necessary to be provi-
ded signal to the gate of one of the triacs (Q12-
Q17) which is chosen for what will be output amp-
litude signals. The circuit of the transformer secon-
dary winding is closed only when given the signal to 
one and triacs (Q18-Q22) and a connection through 
the load during the triacs to the table. The used 
software provide that in every time only one triac 
from the group Q12-Q17 is open and only one triac 
from the group Q18-Q22 is open. The rest triacs are 
closed in the same time. For all solid steps are 
observed similar features so that all elements used 
in transistor stages are the same. Same are also all 
triacs used in the generator. Ensuring a stable 
constant tension, which determines the work mode 
for operation of the constituent elements of the ge-
neratot is designed using classical stabilizer circuit. 
AC input voltage of the transformer first face of the 
scheme Greeks, smoothes then be submitted to the 
stabilizers IS 7812 and IS 7805 for precise stabiliza-
tion. 

 
3.  DESIGN OF PHYSICAL COMMUNICATION 

BETWEEN MICROPROCESSOR AND IT’S 
MANAGED MODULES 
 
The management of multifunctional pulse gene-

rator is fully implemented using a microcomputer. It 
has 25 input / Exit buffers organized as follows: 
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− Four inputs - for providing a possibility of ex-
ternal influence on the generated frequency; 

− Five output provided for switching and control 
signals to the output device; 

− Six exits down switching voltage secondary 
winding of the transforme;. 

− One output to generate a beep; 
− Six concludes the realization of communica-

tion with liquid crystal display 
− Three input/output for providing communica-

tion with an integrated I2C Clock IC 
PCF8583. 

 

J4

1
2
3
4
5
6
7
8
9
10
11
12

U1

Z8S180-20/LCC

27

12
13

15
16

14

1
2
3
4
5
6
7
8

9
10
11

21

22
23
24

25
26

17
18

19
20

40
39
38
37
36
35
34
33

31
30

29
28

32

RD4/PSP4

Vss
OSC1/CLK

RC0/T1OS0
RC1/T1OS1

OSC2/CLK1/RA6

MCLR/Vpp
RA0/AN0
RA1/AN1
RA2/AN2/Vref -
RA2/AN2/Vref +
RA4/AN4/TO
RA5/AN5/SS
RE0/RD/AN5

RE1/WR/AN6
RE2/CS/AN7
Vdd

RD2/PSP2

RD3/PSP3
RC4/SDI/SDA

RC5/SD0

RC6/TX/CK
RC7/RX/DT

RC2/CCP1
RC3/SCK/SCL

RD0/PSP0
RD1/PSP1

RB7/PGO
RB6/PGC
RB5/PGM

RB4
RB3/CCP2
RB2/INT2
RB1/INT1

RB0//INT0

Vss
RD7/PSP7

RD6/PSP6
RD5/PSP5

Vdd

C3

470n

+5V

LCD Display

 
Fig. 4. The principal linked diagram to a microcomputer 

 
The principal linked diagram to a microcomputer 

is shown on Fig. 4. Four bit interface is used for 
communication with the display. This facilitates the 
realization of the projected hardware enhance-
ments. The disadvantage is you will be sent infor-
mation on two cycles and shipment process is slo-
wer than when using an 8-bit interface. In the de-
sign process was identified from this will not affect 
the accuracy of the work unit. Use the findings of 
the microcomputer are: 

– RD2 – to R / S switch between registry data 
and commands  

– RD3 – as at R / W switch mode read or write 
mode  

– RD4–RD7 – inputs for information exchange.  
 
Management unit switching voltage is realized 

by using six concludes the microprocessor confi-
gured as outputs. These are:  

- Conclusion RA1 - switching voltage of 9V 
- Conclusion RA2 - switching voltage of 12V 

- Conclusion RA3 - switching voltage of 15V 
- Conclusion RA4 - switching voltage of 18V 
- Conclusion RD0 - switching voltage of 21V 
- Conclusion RD1 - switching voltage of 24V 
 
Management unit switching output is realized 

using five concludes the microprocessor configured 
as outputs: 

- Conclusion RC1 - for switching output 1 
- Conclusion RC2 - for switching output 2 
- Conclusion RC5 - for switching output 3 
- Conclusion RC6 - for switching output 4 
- Conclusion RC7 - for switching output 5 
 
Communication between the microprocessor 

PcF8583 and integrated circuit is implemented in 
I2C interface. He held the following conclusions of 
microprocessora: 

- Conclusion RC3 - Seril clock-submission of a 
series of clock pulses to the circuit 

- Conclusion RC4 - Seril DATA-submission of 
information by serial clock pulses to the circuit 

- Conclusion RB0/INT0 – adopting external 
breaks. Receiving signals from integral circuit. 

 
User intervention in the operation of a micro-

computer is implemented with the help of four 
buttons. They are connected to the four outlets of 
the CPU and are configured as outputs. These are: 

– RB7 – serving to stop / pause / procedure for 
generating a periodic pulse train and entry menu is 
setting the parameters of the generated signals 

– RB6 – served to start / continue the procedure 
of generating a periodic pulse sequences / store the 
changes made by the user. 

– RB5 – serves to increase the frequency / time 
/ duty cycle of the pulse sequences / voltage output. 
Switching from automatic to manual mode to 
change the frequency of pulse outputs  

– RB4 – serves to reduce the frequency / time / 
duty cycle of the pulse sequences / voltage output. 
Switching from automatic to manual mode to chan-
ge the frequency of output pulses. 

 
To make an audible alarm is used piezoelectric 

buzzer. It is connected to terminal RB0 na micro-
processor in limiting resistor to ground 

 
4. CONCLUSION 

 
A new method for design of power unit of sys-

tem for therapy using “running” low frequency mag-
netic field is done in the paper. 
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Abstract 
 

The application of low frequency magnetic field can be meet in many procedures of physiotherapy. Often one pair of coils are 
enough for application of low frequency magnetic field. But in this case the number of “appropriate” pathologies is limited. Because of 
that usually more than one pair of coils are used for the procedures. The different coils can be situated at different part of the human 
body, according to the physician’s recommendations. The procedure would be user friendly if some mechanical devices can be used 
for providing of space dispositions of coils. 

One very useful disposition of coils is this one when the space configuration of magnetic field is like toroidal magnetic field.  

 
 

1. INTRODUCTION 
 

In the process of design of multifunctional flexi-
ble system for physiotherapy a bed for “running” low 
frequency magnetic field has been designed (Fig.1) 

 

 
Fig. 1. Patient’s bed 

 

Two devices for acupressure are situated on the 
“magnetic”. Therefore it’s possible to be used acu-
pressure together with magnetotherapy as one new 
method for therapy, which can provide a good re-
sults of therapy for a short time. The coils are situ-
ated on the plane of bed and on special mechanical 
trapezium stand. Because of that the coils on the 
bed (under trapezium stand) together with the coils 
on the trapezium stand provide magnetic field which 
space configuration is approximately like toroidal 
magnetic field. It’s clear that during the process of 
therapy the ions of human body are under influence 
of toroidal magnetic field. 

2.  MOTION OF IONS IN ALIVE TISSUE UNDER 
INFLUENCE OF TOROIDAL LOW  
FREQUENCY MAGNETIC FIELD 
 
Let us consider a magnetic field wich in cylindri-

cal coordinates has only a component B  and wich 

is uniform in the   and z  direction. In the ab-

sence of volume currents it follows from the 2nd  
Maxwell equation that  

 

 
B B

r r

 
 


. (1)  

 

In this coordinate system the velocity of the par-
ticle can be represented as  

 

 ,c r zv v v v v   . 

 

Equation of drift velocity of the center of gyration 
of charged particle is 

 

  2 21
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c cu r v v

e
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


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 u v . (2b) 

As equation (2a) involves the value of the char-

ge e  carried by the particle, it follows that the cu  
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drift for negatively charged particles in a direction 
opposite to the drift of positively charged particles. 
It’s interesting to note that the component of the 

drift associated with the speed 
cv  arises  

From the radial non-uniformity of B , whereas 

the component associated with v  derives from the 

centrifugal force 2 /mv r  of the circulating particle. 

This latter component can be also calculated di-
rectly from a force-balance equation 

 

 0

mv e
r u B

r c


   (3) 

which gives: 

 

2vmc
u

e rB





  (cm/sec) (3a) 

 

A beam of particles injected tangentially into the 

field B  will spiral around the axis whilst individual 

particles will also spiral on tube of flux. The trajec-
tory of individual particles is, therefore, a double 

helix. The problem of how the injection speed 0v  

is divided into cv  and v  of the spiral is outside the 

scope of this paper. 
 

3. MOTION OF IONS IN THE FIELD  
    OF A MAGNETIC LENS 

 
The motion of charged particles in the field of a 

simple cylindrical magnetic lens can be considered 
from two extreme points of view. One is that of elec-
tron optics, in which it is usually assumed that the 
lens changes the momentum of the particles only 
by a small amount. The other view is found in 
plasma physics, where one usually assumes that 
the lens is so strong that the Larmor radius of parti-
cles is much smaller than the dimensions of the 
lens and that most of the particles to be studied 
have their velocities oriented at least in two dimen-
sions. Somewhere between these extremes is the 
subject of cosmic ray interactions with the magnetic 
fields of cosmic clouds, of stars and of planets. In 
this section we shall deal with the motion for which 

 
mv

p d
e

B
c

  

where d  is some characteristic dimension of lens. 
The description of the motion of such a particle can 
be based on the drift-velocity formulae. However, in 

order to apply these equations, information is re-

quired on 
cv  and v .This can be derived from the 

invariance of the total kinetic energy of the particle, 
which is  

  2 21
.

2
cW m v v const    (4) 

 

and from the adiabatic invariance of the magnetic 
moment   of the particle defined as 
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The magnetic moment   is only approximately 

invariant and its variation   is critically depend-

ent on ratio  
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where c  is period of the cyclotron motion and t  is 

the transit time of the particle through a non-uni-
formity whose dimension is L. It can be shown that 
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a

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 
 (7) 

 

and a  is a factor depending on the relative ampli-

tude 0/B B  of the non –uniformity. 

The consequence of assuming that the magnetic 
moment is constant is that, apart from drift motion 
of center of gyration, a charged particle is bound to 
a surface of a tube of constant flux. Thus 
 

 
2 21

2

2
.cm v B

const or
mB
 2 .p B const  

 

and as 2p   where   is the magnetic flux, it 

follows that the orbit of the particle links a constant 
amount of magnetic flux. 

Let us consider the motion of a charged particle 
on a converging tube of flux of rotational symmetry. 
Here from 

  2 21
22

z

c c

c

B gradB
u v v

B 


   

gives  

 0cu   owing to 0zB gradB  . 

The equation for u  does not contain any infor-

mation as u v . It is, therefore, necessary to find 

an equation for v .This is 
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Fd

v
dt m

  (8)  

  
where F  is a force on the particle in the direction 

of the vector B .This force is the component of the 
Lorentz force in this direction. Thus 
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e e
F v B v B
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The component rB  is related to zB  through 

0divB  . Thus 
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Assuming that for , /zr p B z   is independ-

ent of r  one obtains on integrating this equation 
with respect to r : 
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Substituting this into equation (9) yields 
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or expressed in a vector form 
 

 . .F gradB   (10b) 
 

The equation of motion in the B-direction be-
comes 

 . zv u gradB
m


    (11) 

 

This equation shows that charged particles, inci-
dent on a region of strong magnetic field experience 

deceleration in the direction of B  and in some 
cases are reflected. However, as their total kinetic 

energy remains constant, it follows that as v  de-

creases cv  increases and vice versa. This can be 

expressed mathematically using eq. (4) as 
 

 2 22
c

W
v v

m
   (12) 

The condition of reflection is that 0v  . When 

this is so cv  reaches a maximum  
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W
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Assuming the magnetic moment to be invariant 
it follows that 
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2 cM

M M

mv W

B B
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It is clear that the smaller the magnetic moment, 
for a given total energy W, the further will the char-
ged particle penetrate along the converging flux 
tube. A more general problem is represented by the 
motion of charged particle in a magnetostatic field 
whose flux tubes form a convergining and bent 
bundle (fig. 4) 

This is the configuration off axis of a cylindrical 
lens. 

If B varies only slowly with respect to z one has 

. /z zB gradB B B r    and equation (11) beco-

me 
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The reflection condition remains approximately 
the same as formulated in equation (14). 

However, the particle does not return after the 
reflection along the same tube of flux but processes 
in the  -direction during the reflection process. 

Let us study this precession in the case of a 
magnetic mirror .This is a particular case of a lens 
geometry in which 
 

  0B B  for z a , 1B B  for z b  
 

where 1 0B B  and b>a. 

It follows from equation (14) that particles for 
which 
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will be reflected. Let us divide this inequality by 
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where   is the angle between the vector 0v  and 

0B ,one can write the condition for reflection as 
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We shall follow a typical particle which satisfies 
this inequality. The angle of precession   of such a 

particle will be 
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This can be written as 
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From eq. (16) it follows that 
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Also near the z-axis (i.e. for r b a  ) one can 

expand zB  as 
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Using this expression and equation (20) one ob-
tains 
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which can be easily evaluated for a specific field 

geometry. It can be appreciated that owing to AB  

changing sign in the interval (a, b) the sign of   

may be either positive or negative. 

The field of a magnetic dipole can be also re-
garded as a magnetic lens of the type discussed in 
this section. However, as the field strength of a 
dipole depends on the distance r from the center of 

the dipole as 31/ r , the motion of a charged particle 
in this field cannot be always correctly represented 
by the drift motion of its center of gyration .In par-
ticular , the theorem of conservation of the magnetic 
moment   of the particle breaks down when the 

radius of gyration   becomes larger than the dis-

tance r. 
 

CONCLUSION 
 
A mathematical description of motion of ions un-

der influence of toroidal low frequency magnetic 
field is done in the paper, The space configuration 
of approximately toroidal magnetic field depends to 
the currents in the coils, which consists “toroid”. 
These currents can be managed using appropriate 
software. Therefore the space configuration of tor-
oidal magnetic field can be managed also.  
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Abstract 
 

Medical information system for self monitoring and distance consultation is an application built as a mobile diary for remote connec-
tion of patient and doctor. As anyone who uses the system can both lead their own diary and have constant information about how 
they felt, and send these data to a doctor for consultation. Another option offered by the system for self monitoring is an Internet 
connection, allowing instant information about a symptom or whatever it was. 

 
 

1. INTRODUCTION 
 
The system - "Patient's Diary" was written for the 

mobile operating system Android (maintained and 
developed by the Open Handset Alliance consorti-
um, led by Google Inc), using different applications 
specially designed for this operating system. 

 
2. SYSTEM INTRODUCTION 

 
 The main menu of the application, from where 

the user chooses sub-menus. 
 

 

Fig. 1. Main interface of the system 

 
The next step is to choos the appropriate sub-

menu (each personally choose which menu to fill, 
according to the disease). As each submenu is 
different from the rest, it depends on the underlying 
data to be tracked as a disease. 

 
Fig. 2. Example: menu „Cardiology“ 

 
Table 1. Fuctionality of the system 

 
 
Fig. 3 presents the main menu of the applica-

tion. From the main menu we go to the next menu 
as each menu meets the relevant field of medicine. 
The latest "Internet" gives possibilities for searching 
diseases and symptoms on the internet. 

mailto:simona_lincheva@yahoo.com
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Each of the submenus has the functionality of 
recording in the database and an Internet connec-
tion, but the nature of the structure as input data 
varies according to the individual diseases. 

For example I gave the menu "Cardiology", 
which in turn has four submenus (this is individual 
for each menu). The above figure shows the func-
tionality of the submenus. Every one of them has 
the option to record in the database (similar to pri-
vate patient card). And a part of the submenus have 
the option to send the data to email the doctor. 

 
 

 
Fig. 4.1. Interface of the submenus 

 
 

 
Fig. 4.2. Interface of the submenus 

 

4. BUILDING THE REMOTE CONSULTATION 

 

Remote consultation 

 
The aim of the application is embedded in the 

idea that anyone who has any health problems can 
lead personal "diary" and sends the data to the 
doctor without having it go to a hospital or doctor's 
office. 

„Patient’s Diary” to some extent realized above 
idea, it allows sending of symptoms, blood pres-
sure, cardiogram, etc. to the Internet. As enshrined 
algorithm send all or just a cardboard parts of it, 
according to the wishes of the patient or the doctor. 
The algorithm is not limited to connection patient - 
doctor, but in the future will allow doctor - patient 
and preservation of the recommendations of the 
doctor to be kept as a separate record in the appli-
cation, and patients always have access to them. 

Another important feature of the application is di-
rect connection to the internet and possibility for a 
person immediately to check their symptoms online. 
As completely separate menu that offers list of op-
tions with different diseases and issues that can 
search the Web. 

 

Fig. 5. "Internet" submenu 
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Fig. 6.1. Separate menu with list of possible choices 

 

 
Fig. 6.2. Separate menu with list of possible choices 

 

 
Fig. 7. Sub-menu "View diary“ 

 

 
Fig. 8. The layout that displays the available records  

in the application 

5. CONCLUSION 
 
1. As a comparison between the „Patient’s Dia-

ry” and existing medical systems, „Patient’s Diary" 
is targeting the patients, the application is built to be 
used by the patient, to help both sides patient-
doctor. 

2. From the research that I've done, for similar to 
"Patient's Diary" applications from the ranking of the 
top 15 medical programs for mobile phones, the 
first five of these are directed to work with the 
medical staff and like my application was not 
elaborated  

3. The system is friendly and flexible, used for 
distance monitoring if the patient by himself, using 
GSM.  

4. The number of different parameters that are 
been monitoring depends in the patient illness and 
can be increased. 
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Abstract 
 

Electrocardiographic signals are essential in medical diagnostic a wide range of pathologies in medicine. Therefore, there are strin-
gent requirements for reliability in the transmission of these signals in any communications system. In this context, methods for 
improving the quality of transmitted medical information are up to date in the construction of modern communication system envi-
ronments. Experimental studies on possibility for restoration of frequency spectrum of ECG signals using mathematical method of 
Eisenberg are described in the paper. 

 
 

1. INTRODUCTION 
 

As a result of the research was proposed theo-
retical expression (1), which serves as the basis for 
the construction of algorithms for computer restora-
tion of frequency spectrum of ECG signals in the 
case of influence of noise using interpolation. 
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where: 

}{ k is limited number of frequencies that are 

known spectral components of the signal;   is an 
ongoing, random frequency value for which the cal-

culated value of the spectral function )(S inside 

the interval of recovery of the signal spectrum;  
σ > 0 is a parameter which depends on the ac-

curacy in the process of restoration of spectrum of 
the ECG signal; 

m is the number of preliminary known spectral 
components of the signal; 

j and k are integers (counters). 
 

2.  ALGORITHM FOR COMPUTER RECOVERY 
OF SPECTRUM OF ECG-SIGNALS  
IN THE CASE OF INFLUENCE OF NOISE  
BY INTERPOLATION 

 
Figure 1 shows the proposed algorithm for com-

puter recovery of spectrum of ECG-signals in the 

case of influence of noise by interpolation on the 
basis of equation (1). Compared to extrapolation, 
interpolation is more accurate and faster method of 
recovering signals. In this case, the optimal ratio 
between the number m of known components 

)( kS   and coefficient σ, determining the accuracy 

of the calculations according to the equation (1) is 
not as important and time-consuming, since above 
certain values results differ after the fourth decimal 
place. The explanation for this stems from the fact 
that in mathematics task of interpolation is consid-
ered correct. In the case of interpolation interval 
Passed ECG signal has no major delays because 
the value of the coefficient σ is calculated once, 
then its value is used for all frequency components 
undergoing restoration. 

 
3. EXPERIMENTAL INVESTIGATIONS 

 
Experiments were conducted with real ECG sig-

nal representing the normal sinus rhythm of 40-
year-old man without any apparent arrhythmia. 
Signal duration is about 18 hours, but for the pur-
poses of this experiment, we used only small parts 
of this time interval. Was conducted utilizing a se-
ries of experiments using the algorithm (Fig.1) for t 
interpolation of the spectrum. 
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Fig. 1. Algorithm for restoration 

 

Experiment 1. In Fig. 2 and Fig. 3 are shown 
the experimental results of fragment ECG signal 
with duration 1s (a total of 128 points, the discreet 
frequency is 128 Hz) and 10 components for recov-

ery (from 20Hz to 29 Hz). The resulting average 
squared error is 0.0053 and the maximum absolute 
error is 1.6623. The coefficient  was taken with a 
value 0.0144. 

 

Entering the input signal in the time domain. 

End 

Calculate the frequency spectrum of the input signal by fast 
Fourier transform. 

Depicting spectrum of the input signal with the noise in the 
frequency domain. 

Entering numbers of the components of the frequency spectrum 
of the input signal which are in the band of noise. 

Calculating and displaying the frequency spectrum of the signal 
at the output of frequency band of Rejection Filter 

For the spectral component number k of the output spectrum of 
the rejection filter is called the function “inter_optimal_error”, 

which selects the optimal parameter value σ. 

Reverse Fast Fourier transform of the frequency spectrum of 
ECG signal after restoration of its frequency spectrum 

Visualization and comparison of results. Calculation of average 
squared error and absolute error. 

Begin 

Interpolation: for the same value of the coefficient σ function 
“interpolation” is called, for restoration of spectral components 

of information signal in the frequency band of rejection Filter. 
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Fig. 2. Frequency spektrum )(RS  of output signal of 

rejection filter 
 

 
Fig. 3а. Spectral functions of input signal )(inS  

and output signal )(aS  

 
Fig. 3b Function of input signal )(tsin

 and output  

signal ( )as t  in time 
 

Experiment 2. In Fig. 4 and Fig. 5 are shown 
the results for the same length of EKG-signal (1s), 
but with an increased number of spectral compo-
nent for recovery (from 21 Hz to 40 Hz). It is clear 
that average square error increases to 0.0138, ex-
panding the frequency band of noise even other 
conditions would be the same. The maximum abso-
lute error is also increased to 4.1949, but the results 
continue to be relatively good. Coefficient σ has a 
value of 0.0134. 

 
Fig. 4. Frequency spektrum )(RS  of output signal  

of rejection filter 
 

 
Fig. 5а. Spectral functions of input signal )(inS  

and output signal )(aS  
 

 
Fig. 5b. Function of input signal )(tsin

 and output sig-

nal )(tsa
in time 

Experiment 3. In this case, the length of the in-
terval of the ECG signal is taken 10s, a noise band 
width is narrow (75 to 80 Hz). The results show that 
the computation time increases due to the increased 
number m of known frequency components, which is 
understandable given the expression (1). In this ca-
se, the amplitudes of the spectral components in the 
band of the Restoration are small and therefore the 
average squared error is small. It’s 0.0767. For max-
imum absolute error should I obtain 29.2536. The 
calculations are made for parameter σ value 0.002. 
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Experimental results on amplitude-frequency spect-
rum of the ECG signal are shown in Fig. 6 and Fig.7. 

 
Fig. 6. Frequency spektrum )(RS  of output signal  

of rejection filter 

 
Fig. 7а. Spectral functions of input signal )(inS and  

output signal )(aS  

 
Fig. 7b. Function of input signal )(tsin  and output sig-

nal )(tsa in time 

4. CONCLUSIONS 
 
1. Interpolation gives relatively good results on 

the recovered amplitude-frequency spectrum, even 
if not calculated the optimal value of the coefficient 
 . This reduces the computation time according to 
the algorithm in Fig. 2, and increasing of the error is 
small. This is a very great potential to improve the 
performance of the digital filter, which works on the 
basis of the equation (1) and algorithm on fig. 2. For 

example, in the recovery of 10 spectral components 
of the finite ECG signal with duration of 1s and fre-
quency band (from 100 Hz to 110 Hz), σ = 0.0001, 
the average square error is 0.0009 and the maxi-
mum absolute error is 4.2787. 

2. In many cases, because of difference be-
tween amplitudes of the various components of the 
amplitude-frequency spectrum of the ECG-signal, a 
precise and accurate results can be obtained by 
pre-determining the optimal parameter σ value. 

3. Theoretically the optimal parameter value σ 
should be calculated in advance for calculating 
each spectral component in the band interpolation 
according to the equation (1). Then the results 
would be very accurate and this would enhance 
significantly the quality of transmitted information at 
the output of digital filter, but the price for this would 
drastically reduce the performance of the said digi-
tal filter, especially when processing signals have a 
wide frequency band noise. Of course this is a typi-
cal problem of the digital filters. This problem did 
not stop digitization of communication systems 
through the use of ever faster microprocessors. 

4. Theoretically, this estimation of the parame-
ters is necessary. However, as seen from the above 
experiments, sometimes it’s permissible to avoid 
pre-оptimization of parameter σ in the process of 
interpolation. This is due to the fact that the task of 
interpolation is mathematically correct. 

 
5. APPENDIX AND ACKNOWLEDGMENTS 

 

The research described it this paper is suppor-
ted by the Bulgarian National Science Fund under 
the contract No ДДВУ 02/74/2010. 

 
References 

 
[1] Айзенберг Л. А., Зкстраполяция функций, голоморф-

них в произведение полуплоскостей или полос. Анали-
тическое продолжение спектра, Докл. АН СССР, 1986, 
т.290, N 2, с.265-268. 

[2] Айзенберг Л. А., Б. А. Кравцов, Вичислительний  зкспе-
римент по аналитическому продолжению спектра Фу-
рье одномерних финитних сигналов, АН СССР, Инст. 
физики им. Л. В. Киренского, 1987. 

[3] Айзенберг Л. А., Зкстраполяция функций, голоморф-
ннх в произведение полуплоскостей или полос. Анали-
тическое продолжение спектра, Сиб. мат журнал, июль 
- август 1988. 

[4] Айзенберг Л. А., Кравцов Б. А., Шаймкулов Б. А., Оцен-
ка устойчивости для интерполяции сигналов с финит-
ним спектром Фурье и виислительньм зксперимент., 
"Автометрия", бр.4 1989. 

[5] Айзенберг Л. А., Димиев С. Г., Маринов М. С., Комплексен 
анализ и някои негови приложения, ТУ-София, 1992 



A REGION GROWING SEGMENTATION ALGORITHM BASED  
ON CLAHE AND WAVELET TRANSFORMATION  

FOR ULTRASOUND IMAGES 

Veska M. Georgieva 

Faculty of Telecommunications, Technical University of Sofia, Bulgaria 
1000 Sofia, “Kl. Ohridsky” str. 8 

T. (+359 2) 965-3293; E-mail: vesg@tu-sofia.bg 
 
 

Abstract 
 

Segmentation of medical images using region growing technique is a popular method because of its ability to involve high-level 
knowledge of anatomical structures in seed selection process. Due to its non-invasive nature and easily portable devices, ultrasound 
imaging is nowadays used for the diagnostic and clinical studies of many diseases. The quality of ultrasound (US) images is very 
important by detection of some pathological modifications in a body structures and tissues. This paper presents an approach for US 
image segmentation of internal organs. As element of stage for pre-processing is used enhancement, based on contrast limited 
adaptive histogram equalization (CLAHE), following by noise reduction, based on the Wavelet Packet Decomposition (WPD).  

Implementation results are given to demonstrate the visual quality in the perspective of clinical diagnosis. 
 
 

1. INTRODUCTION 
 
Among all other imaging techniques like Com-

puter Tomography (CT), Magnetic Resonance im-
aging (MRI), US imaging is cheap, non-invasive 
and does not emit any radiation. But CT and MRI 
images are taken in well defined planes and the 
organs in the images are more homogeneous and 
so are much easy to segment as compared to US 
image. US images contain speckle noise, attenua-
tion artifacts and organs don’t appear homogene-
ous so it is difficult to be segmented. Many chal-
lenging methods have been adopted for proper 
segmentation of US images [1],[2]. 

In the paper is presented one approach based 
on CLAHE for contrast enhancement and noise 
reduction on the base of wavelet packet decompo-
sition as stages of preprocessing. 

 
To improve the diagnostic quality of the medical 

objects some parameters of the wavelet transforms 
are optimized such as: determination of best shrin-
kage decomposition, threshold of the wavelet coef-
ficients and value of the penalized parameter of the 
threshold. This can be made adaptively for which 
image on the base of calculation and estimation of 
some objective parameters. For US image segmen-
tation is used a region growing technique because 
of its ability to involve high-level knowledge of ana-
tomical structures in seed selection process. 

 

2. CLAHE FOR CONTRAST ENHANCEMENT  
 
Contrast limited adaptive histogram is a tech-

nique utilized for improving the local contrast of 
images. CLAHE does not operate on the whole 
image works like ordinary Histogram Equalization 
(HE), but it works on small areas in images, named 
tiles. Each tile's contrast is enhanced, so that the 
histogram of the output area roughly matches the 
histogram determined by the 'Distribution' parame-
ter. This parameter can be selected depending on 
the type of the input image. The adjacent tiles are 
then combined using bilinear interpolation to elimi-
nate artificially induced boundaries. The contrast, 
particularly in homogeneous regions, can be limited 
to avoid amplifying any unwanted information like 
noise which could be existed in images. The algo-
rithm CLAHE limits the slope associated with the 
gray level assignment scheme to prevent satura-
tion. The CLAHE method can be divided into steps 
to achieve as following [3]: 

 The US image is divided into contextual re-
gions which are continuous and non-
overlapping. Each contextual region size is 
M×N pixels; 

 The histograms of each contextual regions 
are calculated; 

 The histograms of each contextual region 
are clipped. 

For limiting the maximum slope is to use a clip 
limit β to clip all histograms. This clip limit can be 



126   CEMA’12 conference, Athens, Greece 

related to what is referred to as clip factor, α in per-
cent, as follows (1), [4]: 

 

               



  1

100
1 maxS

L

MN               (1) 

 
where   is a clip factor, M×N are numbers of pix-
els of each region and L are the number of gray-
scales; 

Finally, cumulative distribution functions (CDF) 
of the resultant contrast limited histograms are de-
termined for grayscale mapping. The result map-
ping at any pixel is interpolated from the sample 
mappings at the four surrounding sample grid pix-
els. The procedure of CLAHE can be applied to Y 
component of the selected image that is processing 
in YUV system as more effectiveness. 

 
3. NOISE REDUCTION  

 
3.1. Noise model in US images 
 
In an US image contained additive Gaussian 

white noise the basic model for each pixel is as 
follows (2) [5]: 

 
              ),(),(),( yxnyxfyxs   (2) 

 
where ),( yxf  is the desired image, without noise, 

),( yxn  is N(0,1) noise. 
As speckle noise is proportional to the desired 

signal it is generally modeled as multiplicative noise 
(3): 

                 ),().,(),( yxnyxfyxs                (3) 
 
where ),( yxf  is the desired image, without noise, 

),( yxn  is the noise. 
Logarithmic transformation of a US image con-

verts the multiplicative noise model to an additive 
noise model (4): 

 
                 )log()log()log( nfs   (4) 
 
Our goal is to extract f and reduce the noise n . 
 
3.2. Noise reduction based on WPD 
 
The next stage of the algorithm is noise reduc-

tion. It is based on the wavelet packet transform [6]. 
Based on the organization of the wavelet packet 

library, it can be determinate the decomposition 
issued from a given orthogonal wavelets. The clas-
sical entropy-based criterion is a common concept 
for finding on optimal decomposition. It’s looking for 
minimum of the criterion from three different entropy 
criteria: the energy of the transformed in wavelet 
domain image, entropy by Shannon and the loga-
rithm of the entropy by Shannon. By looking for best 
shrinkage decomposition to noise reduction two 
important conditions must be realized together. 
They are the conditions (4) and (5): 

 
             nKforSEK ...3,2,1min,)(          (4) 
 
where KE  is the entropy in the level K  for the best 
tree decomposition of the image S  
 
                                    Tsij                               (5) 

 
where ijs  are the wavelet coefficients of S  in an 

orthonormal basis, T  is the threshold of the coeffi-
cients.  

By determination of the threshold it is used the 
strategy of Birge-Massart. This strategy is flexibility 
and used spatial adapted threshold that allows to 
determinate the threshold in three directions: hori-
zontal, vertical and diagonally. Choosing the 
threshold too high may lead to visible loss of image 
structures, but if the threshold is too low the effect 
of noise reduction may be insufficient. The proce-
dure for noise reduction can be determined on the 
base of some calculated estimation parameters [6].  

 
4. SEGMENTATION  

 
Region growing is one of the simplest approa-

ches to image segmentation; neighboring pixels of 
similar amplitude are grouped together to form a 
segmented region. However, in practice, const-
raints, some of which are reasonably complex, must 
be placed on the growth pattern to achieve accept-
able results [7]. 

 
5. EXPERIMENTAL PART 

 
The formulated stages of processing are real-

ized by computer simulation in MATLAB 7.12 envi-
ronment by using IMAGE PROCESSING TOOL-
BOX and WAVELET TOOLBOX. In analysis are 
used 20 grayscale US images from abdominal or-
gans with size 640x480 pixels. Some results from 
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simulation, which illustrate the working of proposed 
algorithm, are presented in the next figures below. 
In Fig. 1 is shown the original US image of size 
640x480 pixels with stone of GB Neck. In Fig. 2 is 
presented the result of CLAHE preprocessing. In 
Fig. 3 is shown the US image after CLAHE and 
nose reduction based on WPT. In Fig. 4 is illus-
trated the result of segmentation by proposed ap-
proach. It presented better the located stone of GB 
Neck and its boundaries. 

 

 
Figure 1. Original US image 

 

 
Figure 2. US image after CLAHE 

 

 
Figure 3. US image after CLAHE and noise reduction 

 

 
Figure 4. US image after segmentation 

6. CONCLUSION 
 
In the paper is presented a new approach to US 

image segmentation on the base of wavelet packet 
decomposition. The proposed approach combines 
CLAHE with noise reduction to achieve better re-
sults for segmentation of different objects in the 
ultrasound images. The implemented studying and 
obtained results by using of real images attempt to 
make diagnostic more precise.  

The proposed approach can be demonstrated 
by studying of medical image processing in engi-
neering and medical education. 
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Abstract 
 

In the paper is presented software for segmentation of medical images and its graphic user interface (GUI). It works in the MATLAB 
environment and uses IMAGE TOOLBOXES defined functions. Two basic methods for image segmentation such as region- growing 
and split & merge algorithms are used, regarding to process different medical modalities of the images. The GUI proposes also an 
interactive option to choose region of interest (ROI) in the processed image and some parameters of the applied methods.  

The proposed GUI can be applied to real medical images attempt to make diagnostic more precise. The presented GUI is suit-
able also to engineering education for studying of this processing. 

 
 

1. INTRODUCTION 
 
The medical images provide important anatomi-

cal information to physicians and specialist upon 
which can be made diagnoses [1]. Segmentation is 
a classical problem in image processing; it can be 
described as the process of partitioning an image 
into a set of non-overlapping homogeneous re-
gions. The goal of segmentation is to simplify and to 
change the representation of an image into some-
thing that is more easier to analyze. Image segmen-
tation is typically used to locate objects as organs 
and tumors and their boundaries (lines, curves, 
etc.) in medical images. This is a process of assign-
ing a label to every pixel in an image such that pix-
els with the same label share certain visual charac-
teristics. Region growing is one of the simplest ap-
proaches to image segmentation; neighboring pix-
els of similar amplitude are grouped together to 
form a segmented region. However, in practice, 
constraints, some of which are reasonably complex, 
must be placed on the growth pattern to achieve 
acceptable results [2]. Split and merge segmenta-
tion techniques are based on a quad tree data rep-
resentation whereby a square image segment is 
broken (split) into four quadrants if the original im-
age segment is no uniform in attribute. If four 
neighboring squares are found to be uniform, they 
are replaced (merge) by a single square composed 

of the four adjacent squares [3]. This approach 
tends to be computationally intensive. 

The software is created in MATLAB 7.12 envi-
ronment by using IMAGE PROCESSING TOOL-
BOX. 

The graphic user interface consists of check-
boxes, buttons, edit boxes, pop-up controls, which 
make it easy to use. Users enter or choose input 
data in a single form, because input information 
changes and visualizations are easier and faster in 
this way. The processed image can be saved on 
the disk and so can be used to another processing 
or its visualization.  

 
2. THE GUI FOR SEGMENTATION OF MEDICAL  
     IMAGES 

 
The GUI for region segmentation of medical im-

ages is shown on Fig. 1. It is divided in several 
areas, where the user applies different settings, 
concerning image segmentation techniques and 
theirs parameters and areas for universal applica-
tion.  

The area “Input Image Path” is for entering an 
image file name with an image file extension. The 
user can navigate among the folders in the work 
folder and choose image by using “Browse” button 
and view the image by using “View Image” button. 
The segmentation technique can be selected in 
area “Image segmentation”, shown in Fig. 2. 
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Figure 1. GUI for segmentation of medical images 

 

 
Figure 2. Area “Image segmentation” 

 
The user can select two different segmentation 

techniques: region-growing and split and merge 
algorithms. The important parameters of these 
methods are maximum intensity difference (thresh-
old) with values between 0 and 1. It can be input 
manually. Another parameter is a standard devia-
tion. It is specific for the split and merge algorithm. 

“Save Image on HDD” is checked to save results 
in image files in ‘jpg’ format. After choosing all input 
information the procedure of processing begins, 
when the user clicks on button “Run Process”. Then 
the final result is shown – original image, and proc-
essed images. When button “Exit” is pressed the 
program can be closed.  

 
3. TASKS CARRIED OUT FROM THE MAIN  
    PROGRAM 

 
The basic algorithm that works behind is shown 

in Fig. 3.  
By acting of component from GUI can be imple-

mented a callback-function from the main program. 
Every graphic component can be treated to object. 
Every object can be referred to handle. The objects 
referred a complex of attributes, which can be ma-
nipulated from the software. The multifarious attrib-
utes can be leaved for using in MATLAB environ-
ment, such as “Enabled”, “Value”, “Visible”, “On”, 
”Off” etc. [4]. Every attribute can be enabling in the 

presence of corresponding handle or reference to 
the object. Every graphic component can be reiter-
ated to a cycle of events for the MATLAB environ-
ment by initialization of the graphic application. It 
submits addresses of the callback-functions, asso-
ciated to a given event, which are important. By its 
identification can be called out a corresponding 
callback-function. One of the important tasks that 
the main program has is input data validation. The 
execution is canceled if an error concerned with 
wrong information occurs. Another essential pur-
pose of the main program is presenting the input 
information in appropriate data structures. It is nec-
essary for the next steps in the processing strategy, 
in this step the processing is made with appropriate 
input data. Wrong information prevents segmenta-
tion from carrying out or may lead to wrong output. 

Figure 3. Block diagram of the algorithm 
 

Some results from simulation, which illustrate the 
working of the program, are presented in the next 
figures below. In Fig.4 is shown the original CT im-
age of size 650x650 pixels from abdominal organes.  

In Fig.5 are presented the selected CT ROI im-
age of size 460x375 pixels from spleen and its 
modifications, obtained by region growing and split 
& merge region segmentation algorithms. The best 
result is obtained for the value 0.2 of the parameter 
threshold by region growing algorithm. The value of 
standard deviation by split and merge algorithm is 
defined in the case of better contrast.  

LOADING THE DIGITAL MEDICAL IMAGE IN THE 
MEMORY FROM FILE OF FILE SYSTEM  

SELECTING OF SEGMENTATION TECHNIQUES 
AND PARAMETERS

SEGMENTATION OF THE IMAGE 

 

VIZUALISATION OF THE IMAGES: ORIGINAL 
AND PROCESSED

START 

END 

SELECTING OF ROI IMAGE 
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Figure 4. Original CT image 
 

   
Figure 5. CT ROI image and its modifications obtained by 

region growing and split & merge algorithms 
 

In Fig. 6 is presented only the segmented spleen 
extracted from whole CT image of abdominal or-
gans, obtained by region growing algorithm.  
 

 
Figure 6. Segmented CT image with extracted spleen 

 

4. CONCLUSION 
 
In the paper is presented a GUI for region seg-

mentation of medical images. It uses MATLAB de-
fined function and works in MATLAB 7.12 environ-
ment. The processing can be used to locate objects 
as organs and tumors and their boundaries by us-
ing of region growing and split and merge algo-
rithms. The GUI can be used in engineering educa-
tion for studying this process. It can be used also in 
real time to provide important anatomical informa-
tion in medical images to physicians and specialist 
upon which can be made diagnoses of different 
diseases. The results by segmentation of se-
quences of CT images can be used for future appli-
cation in 3D visualization.  
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Abstract 
 

Relations between spatial attention and motor intention were investigated by means of an EEG potential elicited by shifting attention 
to a location in space as well as by the selection of a hand for responding. High-density recordings traced this potential to a common 
front parietal network activated by attention orienting and by response selection. Within this network, parietal and frontal cortex were 
activated sequentially, followed by an anterior-to-posterior migration of activity culminating in the lateral occipital cortex. Based on 
temporal and polarity information provided by EEG, we hypothesize that the front parietal activation, evoked by directional informa-
tion, updates a task-defined preparatory state by deselecting or inhibiting the behavioural option competing with the cued response 
side or the cued direction of attention. These results from human EEG demonstrate a direct EEG manifestation of the front parietal 
attention network previously identified in functional imaging. 

 
 

1. INTRODUCTION 
 
The methods in examining brain diseases are 

improving continuously in recent years. Due to the 
advantages of non-invasive measurement and the 
capability of long term monitoring of the EEG signal, 
the electroencephalograph machine plays an impor-
tant role in brain examination and study, question 
system would be enhanced significantly.  

The one of purposes of this study is to improve 
the conventional architecture of electroencephalo-
graph. In this work, a multi-channel EEG recording 
system is proposed. The Bluetooth module is 
adopted as transmission interface such that the 
wire lines between the EEG acquisition circuit and 
computer interface are removed. This also avoids 
serious signal distortion and provides better quality 

EEG signals. Owing to the features of energy-
saving and easy development, the TI-MSP 430 chip 
is utilized for serving as core processor in the digital 
circuit. 

Therefore, the digital filter can be implemented 
in the digital circuit to filter out the noise from the 
EEG signal and make the electroencephalogram 
reproduce with low distortion. Using the system, the 
non- successive brain activities such as epilepsy, 
sleeping disorder and abnormal behaviour can be 
measured. To provide an effective EEG reading 
program on PC or 

PDA, a simple but effective classification proc-
ess of the EEG signal is conducted. Under the con-
dition of long-term recording of EEG signal, the 
activities of penitent always cause disturbance dur-

ing observation. To achieve correct reading for EEG 
signals it is necessary to develop a specific algo-
rithm to perform signal processing tasks. Therefore, 
this work divides the processing task for recorded 
EEG signal into subtask including segmentation , 
characteristics extracting, and clustering. A modi-
fied bisecting means algorithm is also proposed to 
classify the EEG signals into simple and under-
standable groups of waveforms. For doctors or 
researchers, this algorithm is applicable to syn-
drome diagnosis from the acquired specific EEG 
signal of sleeping and can facilitate the follow-up 
study of brain diseases. 

Once the EEG signals had been acquired, they 
were converted by ADC circuit into digital form and 
then pre-filtered by the digital filter built-in MSP 430 
chip. These pre-processed data remove the outliers 
and make subsequent signal clustering task easier 
and better. The processed signals are transmitted 
to the back-end via the Bluetooth module. The pro-
posed classification algorithm is applied to the re-
corded signals to execute off-line analysis, which is 
described in detailed as follows. 
 
2. MAIN TEXT 

 
Electroencephalography (EEG) has long been 

used as a standard tool to localize the sources of 
brain electric activity. 

Nevertheless, this technique shows limitations in 
the spatial resolution with which these sources can 
be localized as well as difficulties related to non-
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existence of a unique solution to the EEG Inverse 
Problem (IP). ([1]−[2]). 

Once the EEG signals had been acquired, they 
were converted by ADC circuit into digital form and 
then pre-filtered by the digital filter built-in MSP 430 
chip. These pre-processed data remove the outliers 
and make subsequent signal clustering task easier 
and better. The processed signals are transmitted 
to the back-end via the Bluetooth module. The pro-
posed classification algorithm is applied to the re-
corded signals to execute off-line analysis, which is 
described in detailed as follows. The characteristic 
matrices of the whole EEG signals consist of fre-
quencies and amplitudes features in each small 
EEG segment. Finally, the characteristic matrices 
were treated as input to the modified bisecting k-
means algorithm, which can classify EEG segments 
that possess similar features to the same group. 
For easier identification, the grouped segments are 
highlighted in a fashion of color-marked presenta-
tion. 

The segmentation, feature extraction, and classi-
fication of pre-processed EEG data complete the 
signal clustering task. The flow chart of EEG signal 
classification is illustrated in right hand side of Fig. 1. 

The EEG signals in various time points possess 
different statistic feature. This means that the EEG 
signal is a 

A detailed introduction of segmentation, charac-
teristic extraction, and sequence of classification 
are described in the following 

 

 
Fig  1. Flowchart for EEG signals processing from data  

acqusion to classification 
 
Signal segmentation is usually based on the en-

ergy and frequency of signal [7-8], and the difficulty 
mainly comes from that the energy and frequency 

may vary simultaneously. In general, the EEG sig-
nal changes due to different physiological and psy-
chological status, and is called a time varying sig-
nal. Therefore, for analysis of the EEG, the signal 
has to be divided according to its characteristics.  

 
3. ILLUSTRATIONS 

 
An EEG signal is usually acquired through sil-

ver-chloride covered electrodes, though sometimes 
other materials like pure silver, tin, steel or gold are 
used. The signal amplitude is only a few microvolt 
and needs to be amplified several thousand times 
before it can be captured. Because it is faint, the 
signal can very easily drown in noise, particularly 
50/60Hz hum from the mains which is transmitted 
capacitive (i.e. by an electric field) from the wiring in 
your house. 

To handle this, the signal is first amplified by a 
high quality instrumentation amplifier, which meas-
ures the voltage difference between two locations 
on the scalp. In the example in the previous section, 
we used C3 and P3. This ensures that a large per-
centage of the mains hum never enters the system, 
because the level of the mains hum on those two 
locations is essentially the same. Afterwards the 
signal strength is increased further by normal ampli-
fiers, and passed through a low-pass filter which 
minimizes distortion caused by so-called aliasing 
that may occur when the signal is converted to digi-
tal samples. Below is the block diagram of one EEG 
amplifier channel, and the Right-leg driver (DRL-
circuit). 

 

 
  

Fig. 2. Simplified block diagram of the … 
 
Some parts are not included here. The sche-

matic gives you all the details if you are interested. 
The EEG signal is picked up by the two topmost 

electrodes and passed through the protection cir-
cuit. It serves two purposes: First, it protects the 
circuitry from electrostatic discharge (ESD) and 
second it protects the user from failing circuitry. 
Leaving the protection circuit, the signal enters the 
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instrumentation amplifier where it is amplified 12 
times. After that, the signal is amplified about 40 
times in a second amplifier stage. You can't see it in 
the diagram, but there is a reason for splitting the 
amplification into two steps like this. Between the 
two stages there is a high-pass filter which removes 
DC-voltage offsets. Some electrode materials, such 
as gold or steel, are polarization. This means that 
electric charge can accumulate on the surface of 
the electrode, building up a relatively large DC-
voltage, sometimes several hundred mill volts if you 
are unlucky. In theory, you would amplify a 200mV 
signal 480 and get a 96 volt output. In reality, the 
circuitry can handle about 2.5V so the output signal 
would be stuck at a maximally high or low level, 
usually +/- 2.5V and not contain any EEG. The high 
pass filter tries to solve this problem. Finally, the 
signal is amplified 16 times more and low pass 
filtered. The filtering is done to prevent aliasing 
effects later on, when the signal is digitized. Below 
the signal amplifiers, and the filter, sits a third ampli-
fier pointing the other way, seemingly sending a 
signal to the user. This is the right-leg driver. It is 
named like this for historical reasons. The driver is, 
and was, previously only used by ECG meters, 
which measures the electrical activity in the heart. 
During ECG sessions, the driver (also abbreviated 
DRL, for Driven Right Leg) is attached to the right 
leg, as far away from the heart as possible. The 
purpose of the DRL is to reduce common-mode 
signals such as 50/60Hz mains hum, by cancelling 
them out. It replaces a ground electrode which older 
EEG designs use, and can attenuate mains hum up 
to 100 times more than the instrumentation ampli-
fier can do by itself. After the filtering, the signal is 
ready for acquisition by the analog-to-digital con-
verter which in our case is located inside a micro-
controller. The microcontroller sends the digitized 
EEG to a PC via a standard serial cable. To protect 
the user from electrical faults, the EEG device is 
electrically isolated from the PC and external power 
sources. The block diagram below shows this. 

 

Fig. 3. Simplified block diagram of the Modular EEG  
microcontroller, opt coupler and RS232 interface. 

 
 

4. CONCLUSION 
 
The architecture of Bluetooth wireless multi-

channel EEG recording system is studied in this 
paper. The wireless transmission mechanism elimi-
nates wire-line connections. Also, the signal filtering 
and digitization in the system reduce the possible 
noise interference. In contrast with the current EEG 
recording systems, such improvements make this 
multi-channel EEG signal measuring system more 
applicable to studying on non-consecutive brain 
diseases. To verify the practicality of the proposed 
system, a sinusoidal testing signal is transmitted via 
the Bluetooth module. 
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Abstract 
 

An integrated medical monitoring system comprising at least one patient monitor, at least one central monitor, 
and at least one remote access device which are tied together through an integrated communications link is 
disclosed. The communications between various components of the system are bi-directional, thereby afford-
ing the opportunity to establish monitoring parameters from remote locations, provide interactive alarms and 
monitoring capabilities, and provide data exchange between components of the system. 

Remote monitoring activity based on Doppler shifts in radio signals shows promise in medical and security 
applications, however the problems of motion artifacts and presence of multiple subjects limit the usefulness of 
this technique. By applying MIMO signal processing, it is possible to overcome limitations of current systems 
and isolate signals from multiple sources. 

 
 

1. INTRODUCTION 
 
The performance of enterprise wireless LANs 

over the past few years, and especially since the 
introduction of 802.11n, has evolved to the point 
where industry analysts now expect Wi-Fi to re-
place wired Ethernet as the network connection of 
choice[1]. In this I will discuss the capabilities re-
quired to transform an 802.11n network into an 
Multi-purpose Medical Mobility (MMM) network. 
These capabilities fall into several different catego-
ries: reliability, security, versatility, scalability, up-
gradeability, manageability, interoperability [5]. 

Some systems depend on a hardwired system 
which requires that patients be disconnected from a 
monitor, connected to a mobile monitor in transit, 
and then reconnected to the system at new loca-
tion. Furthermore, an additional monitor and often 
different sensor devices must be attached to the 
patient when the patient is in transit. These sys-
tems, therefore, are inefficient for use in clinical set-
tings where patients are frequently transferred be-
tween various facilities [6]. 

Furthermore, when an emergency situation oc-
curs, prior art systems generally require a relatively 
long time period to determine that an emergency 
has occurred and to broadcast the signal to a re-
mote caregiver. This delay is extremely important in 
critical care monitoring, where a matter of seconds 

can make a significant difference in the outcome of 
a patient experiencing a life-threatening condition 
[7].  

Other problems associated with prior art medical 
alert systems include difficulties associated with 
controlling the broadcast of a message and difficul-
ties associated with determining whether an emer-
gency message has been received.  

 
2. MAIN TEXT 

 
The latest development in WLANs for medical 

applications is the 802.11n standard. Finalized in-
clude new options for even better performance, 
802.11n uses Multiple Input, Multiple Output (MIMO) 
and other techniques to significantly increase the 
achieved bit rate over distance (rate-range) per-
formance of a Wi-Fi connection [8-9].  

 

 
 

Fig. 1. Telemedicine System Service 
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The most significant performance improvements 
are due to a doubling of the channel bandwidth, 
from 20 to 40 Mbps, and dividing the video stream 
into two or more spatial streams, capable of finding 
separate paths from transmitter to receiver.  

For healthcare organization, 802.11n increases 
the bandwidth available to medical applications by a 
factor of 5x to 7x over earlier Wi-Fi, performance 
surpassing a wired 100 Mbps Ethernet connection. 
Higher network capacity means the WLAN is more 
than ever suited to multi-use, multi-media traffic: 
new applications such as video streaming, and 
high-speed transmission of large files such X-ray 
images become much easier implement [10].  

 Remote sensing of heart and respiration activity 
by measuring Doppler shift in radio signals is a 
promising technique for unobtrusive health monitor-
ing and life sensing, with proof of concept demon-
strated for various applications [2-4]. When more 
than one target is in view, multiple transmitters and 
receivers providing multiple signal copies could be 
used to distinguish between the different sources of 
Doppler motion, isolate the desired signal, and de-
termine a number of targets [11].  

 
3. ILLUSTRATIONS 

 
The system MIMO consisting of txn receive an-

tennas, forming two proper linear antenna arrays. 
The arrays are spatially separated, for example, 
occupying two opposite walls in a room while facing 
each other (Fig. 2).  

The MIMO receiver has knowledge of the pilot 
signals, and it applies channel estimation to learn 
the channel response between each transmit and 
receive antenna. Consequently, an estimate of the 
channel  

ijijij nhh 


, 

where ijn  is the additive white Gaussian noise cor-

responding to the thermal noise. The noise has a 
zero-mean complex Gaussian distribution with the 
variance eN given as  

 
][30)(log10| 10 dBmGKTBN edBme   

 
where K is Boltzmann’s constant, T is the environ-
ment temperature, B is the signal bandwidth and 

eG is a gain introduced by the estimation proce-

dure. 

 
Fig. 2. A typical arrangement of Tx and Rx antennas, and 

cluster of chatterers that models a human body 
 
Simulations were done for MIMO system with 4 

transmit and 4 receive antennas, with the carrier 
frequency of 2.4 GHz, and 2λ and λ/2 separation 
between transmit and receive antenna elements. 
The two arrays are 4 meters apart. The scatter 
cluster of 10 chatterers is randomly positioned, with 
the diameter D=0.5m. Based on the above assump-
tions, the channel response between the ith receive 
and jth transmit antenna (i=1, ...,nrx and j=1,...,ntx) is 
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where djk the distance between transmit antenna j 
and scatter k, dki is the distance between scatter k 
and receive antenna i, dji is the distance between 
transmit antenna j and receive i, and finally, φjk is a 
random phase shift. 

 

 
 

Fig. 3. The power spectrum of the channel state estimate 
sequence 
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Figure 3 shows the power spectrum of the 
channel state estimate sequence averaged over all 
transmitter-receiver pairs. The accumulative Tx 
power from all Tx antennas is 20 dB. The MIMO 
channel state sampling frequency is 10 Hz and the 
total of 100 samples/Rx-Tx pair is collected.  

 
4. CONCLUSION 

 
This paper demonstrated that Multi-purpose Me-

dical Mobility networks can provide comprehensive 
network-edge connectivity with full communication 
reliability and end-to-end Quality of Service. 

The application of MIMO systems to detection of 
cardiopulmonary signals resulting from Doppler 
shifts in radio signals. In future work the effect of 
different number of antennas and antenna arran-
gements on system performance will be investi-
gated. 

Mobility network can now reliably and securely 
meet the connectivity needs of all data, voice, and 
video applications in  

Healthcare organization of virtually any size. 
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Abstract 
 

There are billions of people around the world – each and every single one of them with all their needs, dreams and beliefs. Today, 
however, we are all bound by one of the greatest communication sources of the world – the Internet. An enormous part of our 
planet’s population uses it in order to receive information. One of the most efficient ways is by visiting web sites including those for 
medical equipment. 

 
 

1. INTRODUCTION 
 
Specialised “St. Mina” hospital for rehabilitation 

in the town of Varshets is a proud owner of a web 
site which introduces visitors to institution’s work in 
the field of medicine. The aim of the staff their pa-
tients to gain more accurate idea of the medical 
equipment of “St. Mina” inspired the creation of a 
graduation work under the guise of a web site 
called “Specialised Medical Equipment used in “St. 
Mina” hospital – town of Varshets”.  

 
2. PREPARING FOR BUILDING THE WEB SITE 

 
Before starting creating even a single page of 

the web site. I needed some specific information 
about instition’s medical equipment. In order to do 
that I visited the hospital’s inmates. The staff was 
kind to show me all premises and told me about 
each and every piece of equipment. I was allowed 
to take pictures in order to present my future web 
site visitors not only with text information but also 
with a variety of photos. My diploma work was sug-
gested to be attached to hospital’s general site. 

No sooner had I visited “St. Mina” in Varshets 
than I proceeded to the next step of the plan – my 
own preparation. It included reading plenty of books 
and magazines on the topic, surfing through differ-
ent articles on the Internet and observing codes of 
popular and interesting web sites.  

All things considered, I made my decision to use 
XHTML, JavaScript and CSS as web building tools. 
 

3. BUILDING ENTERING MEDICAL  
    INFORMATION ALGORITHMS 

 
Apart from gathering the information that was 

needed, I followed step- by- step instructions which 

I structured myself in order to enter text. First of all, 
the whole medical information received was divided 
into sections such as Magnotherapy, Physical ther-
apy, Kinesiotherapy and others. Thanks to the 
Internet and all literary sources written in “Refer-
ences” section I did a research about the various 
ways to enter the information. XHTML, JavaScript 
and CSS helped me to include the texts into the 
right sections. By means of “Times New Roman”, 
Times, serif the whole information about the medi-
cal equipment was added to the scroll field of con-
tent area. Correct positioning of the text was ac-
complished by several software products. The who-
le process is illustrated below: 

 

Information about the  
medical equipment 

Research over the methods in 
order to enter the information 

Entering medical information 
using XHTML, JavaScript and 

CSS 

Entering scrolling text using 
“Times New Roman”, Times, 

serif 

Correct positioning of the text 
accomplished by several  

software products 
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4. BUILDING EDITING MEDICAL INFORMATION  
    ALGORITHMS 

 
If one or several pages of the web site need to 

be edited, a special procedure is followed. A web 
resource is fully functional when it is placed on a 
server. If information is to be edited, all elements 
that need to be changed have to be downloaded to 
a local folder created especially for the aim. The 
necessary file is to be found while opening the 
folder and with the help of a text editor or a profes-
sional software program the information is going to 
be edited. It is possible to change the font of the 
text by opening the correspondent CSS file. All the 
information on the photos of the slideshow could be 
changed as well. In this case the home page called 
home.html is opened and all of the topics in the 
JavaScript part are replaced by new ones.  

Correction of one of the sections (Kinesiother-
apy, Magnotherapy, Paraf- fin therapy and others) 
leads to inserting new images of the buttons in the 
menu. Finally, the edited files are loaded back on 
the server. Illustration of the algorithm is shown 
below: 

 

 

 
 
5. BUILDING THE WEB SITE “SPECIALISED 

MEDICAL EQUIPMENT USED IN “ST. MINA” 
HOSPITAL – TOWN OF VARSHETS” 
 
There are two main principles used by web de-

velopers to create their sites. The first one is to 
consider the design of each web page. The best 
way of all is to have choices or to create more than 
one version of a page. Following this idea I suc-
ceeded in designing two types of the main page. 
The decision which one to work on was made by 
taking into account several major problems. It is of 
great importance visitors of the web site to navigate 
easily through the pages and to evaluate the func-
tionality in a proper way. Under no circumstances is 
to be underestimated the design of the general web 
site of the hospital – the look of both sites should be 
approximately equivalent.  

Opening and editing of the neces-
sary files using XHTML, JavaScript 

and CSS 

Downloading all the files that need 
editing from the server 

Possible 
change of text 

font 

 yes 

 no 

Opening of the corre-
sponding CSS file 

Change of the 
information on 
the photos of 
the slideshow 

yes 

no 

Opening of the file home.html 
and all the topics are changed 

in the JavaScript section 

Replacing one of the 
sections (Kinesio-

therapy, Magnother-
apy, Paraffin therapy 

and others) 

 yes 

Change in buttons’ 
images 

 no 

Loading of the new files back  
on the server 
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Another important fact of web building is the col-
our scheme of each page. On the one hand, it is 
visitors who will not accept the look of the site if it is 
based on the principle of using many colours as 
possible. It is not recommended to use a lot of col-
our nuances as well. On the other hand, it is of vital 
importance for a site to be built based on a web 
colour scheme. Moreover, different types of moni-
tors require appropriate representation of some non 
web – based colours. If monitors do not act for the 
highest quality of picture as far as web – based 
colours are concerned, this leads to some lack of 
the site design.  

Considering all mentioned, it was my second 
version that I continued building. Both of the de-
signs are shown below: 

 

 
 

First version of the main web page 
 

 
 

Second version of the main web page chosen the most  
suitable for building the site 

  

Building the whole web site needed one step fur-
ther to be paced. Usage of web – based languages 
helps completing the creation and adds functionality 
and dynamics to our work. Reviewing all options on 
the theme, I chose XHTML, JavaScript and CSS as 
my partners in the finishing part of the process.  

Assuming all said, my work as a whole, could be 
divided into three periods – design of the main web 
page, building it and creation of the site based on 
the several web pages included. A scheme of the 
whole process could be seen below: 

 

 

6. CONCLUSION 
 
Building the web site “Specialised Medical 

Equipment used in “St. Mina” hospital – town of 
Varshets” is a result of ideas accomplished thanks 
to the medical staff of the institution and the abilities 
of the contemporary technologies. The road of site 
development has not been finished yet. The layers 
of improvement will proceed increasing their num-
bers but two of them will be realized in the near 
future. The tendencies to use smartphones and 
tablets to connect to the Internet, to talk to relatives 
and friends and other kinds of use, opened the 
doors to ideas for recreation of the site for medical 
equipment into mobile. Thus all patients, medical 
staff as well as many other people will have access 
to the information wherever they are. A printable 
version of the site is also taken into account. If such 
is used, the necessary information will be easily 
materialized into paper version. On the other hand, 
the text will be shown as a whole and reading 
through it will be faster.  

Technologies tend to develop every single day, 
web sites increase their numbers and change the 
way they are built and the way they look – this is 
the future, the time of change of human beings and 
its global network of information.  

 

Design of the main web page 

Building of the main web page 

Creation of the site based on the several 
web pages included 
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7. APPENDIX AND ACKNOWLEDGMENTS 
 
Final version of “Specialised Medical Equipment 

used in “St. Mina” hospital– town of Varshets” web 
site is shown below: 
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Abstract 
 

Project/Internship course units are particularly valuable to undergraduate degrees. It is through this type of courses that students 
have the chance to practice their technical skills in a real-world-like setting and experience soft skills that are a key factor for em-
ployability. There are many distinct flavors of Project/Internship courses throughout Europe. Nevertheless, there is a lack of founda-
tion supporting innovation, development and dissemination of the field. The purpose of PRAXIS is to fill this gap and set a European 
dimension to this instructional paradigm. In this paper we describe the PRAXIS concept, its development plan and the foreseen 
outcomes. 

 
 

1. INTRODUCTION 
 
Project/Internship (PI) course units create an 

environment that is a unique cradle to forge stu-
dents’ soft skills and attitudes, such as, team work, 
leadership, communication, initiative, focus. Ad-
dressing and improving these skills in students 
efficiently and efficaciously is seldom done by any 
other type of instruction. A PI is probably the most 
efficient way to improve these skills in students 
since even a very short PI course unit has signifi-
cant impact in students’ competences. It is the ap-
propriate setting to improve students’ affective do-
main, an important domain in today’s society, in any 
study area. 

This type of instruction is very suited to the Bo-
logna paradigm raising the interest of European 
Higher Education Area (EHEA) players into it. 

Despite the relevance and added value of this 
type of instruction, despite the high interest that it 
raises in higher education institutions (HEI), there is 
no European cluster specifically addressing the field 
and there is no planned effort to improve and inno-
vate in the field. The purpose of the PRAXIS net-
work is to set a European dimension to PI instruc-
tion type. 

PRAXIS’ mission is to become recognized as 
the leading authority worldwide in the field of the PI 
instruction type by creating and maintaining an 
environment that promotes and supports innovation 
in the field aimed at improving students’ employabil-
ity, soft skills and attitudes. 

Our goals are: (a) to promote a European Cen-
ter for Excellence in the field of PI initiatives by 
leveraging common interests and promoting coop-
eration among stakeholders, bringing all of them 
together, creating an environment to discuss and to 
promote innovation in the field, joining efforts and 
exploiting synergies and results from each other; (b) 
set a European marketplace of PI maximizing stu-
dents’ chances to find a project course matching 
their needs and, at the same time, setting a place to 
deploy innovative project course units by making 
them visible and available to students. 

The perception of this opportunity to contribute 
to the EHEA by providing foundation to support 
innovation in the PI field together with our strong 
convictions on these assumptions arose from our 
previous experience in PI related issues, from all 
the contacts and discussion around these subjects 
that we have been promoting in the last few years 
and from our former work on multinational project 
teams, mainly at the MUTW – Multinational Under-
graduate Team Work, an Erasmus Multilateral Pro-
ject, co-funded by the EU from October 2009 till 
December 2011[1]. 

In the rest of the paper we will briefly describe 
the motivations moving PRAXIS towards its goals, 
the work plan we are applying to deploy PRAXIS 
and some final considerations. 

 
2. RELATED WORK 

 
There are many distinct flavors of PI courses 

throughout the EHEA, such as: 



142   CEMA’12 conference, Athens, Greece 

- multinational teams of students working at their 
home institutions and communicating virtually 
(MUTW) 

- multinational teams working at a host institution 
(European Project Semester from Copenhagen 
University College of Engineering) 

- multidisciplinary teams (project course at the 
University of Minho in Portugal and the International 
Integrated Project from the Fontys University in 
Netherlands) 

- capstone project courses developed in a com-
pany or at a research lab (most engineer universi-
ties) 

- small project course units running at the end of 
the semester (LAPR course unit at Instituto Supe-
rior de Engenharia do Porto in Portugal) 

Some European projects and other initiatives fo-
cused on students’ skills show the interest moti-
vated by the field: 

- FS-Biotech - Future Skills for Biotechnology 
“Skills to transform the future”; an Erasmus project, 
coordinated by Universidade Católica do Porto, that 
fosters cooperation between companies and Uni-
versities and the adaptation of curricula to compa-
nies needs in terms of valued skills 

- EUROPLACEMENT is another LLP project that 
focuses on the development of graduates’ transfer-
able skills, and provides them with procedures for 
quality work experience, adapted to improve their 
own existing competence sets 

Although we have not found any direct competi-
tor for PRAXIS – someone who is worried with a 
comprehensive study of the field and focused on 
innovation and on promoting students’ employability 
– there are many institutions that offering internship 
to students. 

The interest in PI and students’ employability 
field is notorious. The issue is that there is no de-
clared centralized hub to join all players together 
and to promote innovation and exchange of experi-
ences in the field. PRAXIS will set such a facility 
with the aim of joining efforts, promoting aware-
ness, taking advantage of synergies and encourag-
ing innovation and dissemination of best practices. 

 
3. MOTIVATIONS AND OBJECTIVES 

 
The lack of foundation to support innovation in 

the field of PI is the main motivation for PRAXIS. 
There is an opportunity to fill in this gap and to bring 
a European dimension to the field, empowering 
students, HEI, companies and the EHEA in general 

with an extended set of opportunities to grow and 
profit from this instructional paradigm. 

Establishing a center of excellence and a virtual 
marketplace for PI clearly marks a position and 
openly exposes this kind of instruction to all players 
assuring the European dimension that is required to 
empower the field. This European dimension will 
reach both students, who will have the chance to 
select the offer that is most suited to their needs, 
and teachers, who will have available the resources 
to discuss and bring to light their ideas in the field, a 
clear contribution to the development of EHEA. 

There are already several distinct flavors of PI 
courses, with huge added value to the players, 
offered regularly in European HEI. However, these 
opportunities are not available neither known to all 
the students that might be interested in enrolling. 
Dissemination is a hard enterprise to take on one’s 
own for several reasons, such as lack of resources 
and motivation. The benefits of these initiatives are 
not exploited given their local scope. Having the 
means to expose them worldwide will certainly gen-
erate economies of scale and encourage innovation 
in the field contributing to the exploitation of best 
practices in the field. 

Student’s employability is improved by PI cour-
ses to an extent that is not easily achievable by 
other instruction types. PI courses force students to 
develop soft skills and attitudes while training tech-
nical competence. This mix produces good results 
fast. Nevertheless, there is no cluster developing 
the field. There is a window of opportunity to set the 
agenda and to promote innovation in the field in 
Europe that PRAXIS intends to take, thus, incorpo-
rating new qualifications into the EHEA. 

The frontend of both the European Center for PI 
Excellence and the PI market will be freely available 
online achieving a worldwide coverage. These fa-
cilities set a meeting point for players in the field. 
Operating them will enforce multilateral cooperation 
to discuss relevant issues and to organize mobility 
for students selecting PI courses abroad. This co-
operation is of high quality since it has a concrete 
goal in mind: improving student’s value-to-labor-
market. 

Both the PI marketplace and the European Cen-
ter for PI Excellence, two innovative outputs of 
PRAXIS, will be deployed through the internet and 
supported by ICT technologies. The comprehensive 
resource on PI materials, to be gathered and main-
tained by PRAXIS, including content and teaching 
materials, mainly directed to students, and technical 
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materials, mainly directed to staff from the higher 
education institutions, to employers and to other 
stakeholders, will also be supported by ICT. 

The PI instructional type, the focus of PRAXIS, 
is highly efficient; even a short PI course has high 
impact in students’ competences. The conditions 
under which students do their assignment in PI 
courses in unique, significantly contributing to im-
prove students’ soft skills and attitudes and, as a 
consequence, their employability. 

From the productivity point of view, PRAXIS 
promotes the reuse of the best practices in the field 
by making the most effective PI courses widely 
available thus contributing to the Europe 2020 Stra-
tegy. 

 
3.1. Mission 
 
Our mission is to become recognized as the lea-

ding authority worldwide in the field of Project/ In-
ternship instruction type aiming to improve students’ 
employability and soft skills. Our activity, focused 
on achieving a widespread reputation and reach, 
will be based on the European Centre for Pro-
ject/Internship Excellence and on the Project/ In-
ternship Virtual Market. 

 
3.2. Goals 
 
Our strategic goals are: 
1. To promote a European Center for Excel-

lence in the field of Project/Internship initia-
tives by leveraging common interests and 
promoting cooperation among stakeholders, 
bringing all of them together, creating an en-
vironment to discuss and to promote innova-
tion in the field, joining efforts and exploiting 
synergies and results from each other. 

2. To set a European market of Project/In-
ternships maximizing students’ chances to 
find a project course matching their needs 
and, at the same time, setting a place to de-
ploy innovative project course units by mak-
ing them visible and available to students. 

 
3.3. Added value 
 
PRAXIS acts on a field closely related to the 

EU2020 flagships. The main outputs of PRAXIS, 
the PI market and the European Center for PI Ex-
cellence, provide means for students to take advan-
tages of the global Europe wide offer by selecting 

the most appropriate PI course given their interests. 
This makes easier for them to get the right skills 
and competences. 

The main issues of Bologna 2.0 are also ad-
dressed. PRAXIS provides a widening access to 
state of the art initiatives, it brings a global dimen-
sion to the field and deploys transparency tools. 

Creating a cluster and the required framework to 
promote the PI instruction type and related issues 
will contribute to the EHEA in an area that can bring 
important benefits to all players at low cost. The 
PRAXIS vision is supported on the exposure of 
what already exists in the expectation that this ex-
posure, in an appropriate scenario, will promote 
discussion and innovation. The PI market promotes 
reusing best practices. Reusing, in this sense, 
means saving, getting the benefits at low cost. 

European cooperation is a sine qua non condi-
tion for PRAXIS. PRAXIS goals are not achievable 
without a representative group that has the power 
to influence opinion and generate the mood. The 
bigger the consortium, the better chances we have 
to succeed. 

 
4. WORK PLAN 

 
PRAXIS is a three years project co-funded by 

the EU, running between October 2011 and Sep-
tember 2014. 

The focus of the project during the first year will 
be on the analysis of the field and design of the 
models and tools to describe and operate on it. 
During this first year we will map and model the 
target field of PRAXIS. When referring to the field 
we mean the broad area of project/internship and 
similar instruction types along with any initiatives 
related to them and to improving student employ-
ability. A detailed map of the field, clearly showing 
where we stand and what the market needs are, will 
allow us to identify opportunities for innovation and 
for improvement. The PRAXIS buzzwords for the 
first year of the project are exploring, mapping. 

The second year will be focused on setting up 
and deploying the center for excellence in the field 
and the virtual PI market (PI stands for Pro-
ject/Internship). Designing the market and the cen-
ter for excellence as well as setting them up tar-
geted for the opportunities previously identified, 
while assuring the required critical mass, will be the 
main achievements of the second year of the pro-
ject. Our second year will be guided by headings 
acting, innovating. 
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The third and last year will be focused on exploi-
tation and sustainability to assure the continuity of 
PRAXIS beyond funding. We will be focused on 
identifying opportunities for enlarging the consor-
tium and on making PRAXIS a renowned brand in 
the EHEA and abroad. The third year of PRAXIS 
will be focused on exploitation, sustainability. 

 
5. CONCLUDING REMARKS 

 
At the PRAXIS consortium, we are deeply con-

vinced that it is possible to improve the quality of 
most current curricula of undergraduate degrees 
without demanding for structural changes that force 
institutions to apply huge resources and that are 
very costly and time consuming. We refer to im-
provements in students’ employability, in develop-
ing students’ soft skills and attitudes which are 
rather important in today’s economy and labor mar-
ket as recognized by the EU. These are transversal 
to the majority, not to say all, of the study areas, so 
PRAXIS will be valuable to most study areas. 

The cost/benefit ratio of initiatives in PI course 
units is probably one of the lowest in curriculum 
development, requiring small changes to provide 
big improvements. Almost all undergraduate de-
grees contain a PI course unit in their curricula. All 
we need is to take advantage of these course units 
to make them provide to students, and also to their 
future employers and the society in general, all the 
benefits they can and which can be much more 
than those provided by today’s common PI course 
units. 

Offering valuable training to students, on one 
side, and being recognized by the society as a valu-
able higher education provider, on the other, are 
among the general objectives of any HEI. The 
PRAXIS network moves towards these objectives 
since it will create new conditions to improve stu-
dents’ skills at no additional cost and without requir-
ing any structural changes in degrees’ curricula. 
From this point of view, all that PRAXIS is doing is 
providing a distribution channel for the best prac-
tices in PI that will become available for use by any 
HEI without additional costs of any kind. With 
PRAXIS anyone will be able to benefit from best 
practices and contribute to innovation in the PI field. 
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