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Dear Colleagues, 
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tion, Electromagnetism and Medical Applications CEMA’19 is dedicated to all essential aspects of 
the development of global information and communication technologies, and their impact in med-
icine, as well. The objective of Conference is to bring together lecturers, researchers and practition-
ers from different countries, working on the field of communication, electromagnetism, medical 
applications and computer simulation of electromagnetic field, in order to exchange information 
and bring new contribution to this important field of engineering design and application in medi-
cine. The Conference will bring you the latest ideas and development of the tools for the above 
mentioned scientific areas directly from their inventors. The objective of the Conference is also to 
bring together the academic community, researchers and practitioners working in the field of 
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Engineering and medicine should provide high level of living for all people. 
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Abstract 

Over water microwave propagation is often affected by the presence of evaporation duct. The tropospheric ducting is one of the 
major causes for multipath propagation. The ducting propagation mechanism is known to be highly frequency dependent whereas 
the prediction methods for multipath fading distribution suggest a rather slight dependence on frequency. In order to check this dis-
crepancy, Part I of this work deals with the influence of the variations of important parameters of the evaporation duct log-linear 
refractivity profile on the frequency dependency of multipath fading. The refractivity profiles serve as input to the parabolic equation 
method which provides a full-wave solution to the path loss problem. Ten frequencies of microwave range are used in four hypothet-
ical over the sea links. The results are presented in form of path loss standard deviation versus frequencies for fixed ranges. 

 

 
1. INTRODUCTION 

The propagation conditions in coastal and maritime 
regions are often complicated by changes in the 
tropospheric refractive index leading to formation of 
tropospheric ducts [1]. This peculiarity makes the 
preliminary assessment of microwave propagation 
in those regions difficult and subject to significant 
errors [2]. One of the consequences of the ducts’ 
formation is the multipath propagation and, accord-
ingly, the multipath fading [3]. The assessment of 
fading is an important part of performance predict-
ing of radio communication links. To achieve the 
necessary accuracy in performance predicting, 
sophisticated propagation channel modelling meth-
ods are applied which account simultaneously for 
terrain irregularities, clear air propagation mecha-
nisms, and antenna patterns. Among them the Par-
abolic Equation (PE) method [4] has become one of 
the most widely used to solve microwave propaga-
tion problems especially in complicated environ-
ments such as tropospheric ducting [4, 5]. Despite 
the variability of the marine boundary layer [6], for 
practical purposes one usually assumes lateral 
homogeneity for the refractivity and applies a single 
profile, approximated to account for the average 
behaviour of the modified refractivity M(z) with 
height z, as environmental input to the PE. Special 
attention is paid to the modelling of M(z) for evapo-
ration duct due to its frequent occurrence and par-

ticular importance in coastal and maritime regions. 
Most often the evaporation duct is modelled by log-
linear height profile of the modified refractivity M [7]: 
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where M0 = M(z = 0), z0 is the aerodynamic rough-
ness parameter usually taken to be 1.5 × 10−4 m [4], 
zd is the duct height corresponding to the height at 
which dM/dz = 0, c0 is the critical potential refractivi-
ty gradient [8] usually taken to be 0.13. The physics 
behind this profile, based on the Monin–Obukhov 
similarity theory, is explained in [4, 7]. With above 
values of parameters c0 and z0, (1) has been ob-
tained assuming thermally neutral troposphere 
stratification and does not account for the stability 
effects on the M profile. This most usual form of 
evaporation duct log-linear M profile is governed by 
one parameter - the duct height, zd, which deter-
mines the other important duct parameter, the M-
deficit, ∆M = M(zd) - M0. Recently attempts at im-
proving (1) have been made by changing the slope 
in different parts of the log-linear curve [8, 9], thus 
making it to better fit the experimental profiles and, 
hence, include the influence of tropospheric stabil-
ity. In [8] the parameters of evaporation duct refrac-
tivity model (1) have been optimized using radio-
sonde data. This study has shown that the best log-
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linear model formulation would include, except for 
the most important duct parameter zd, also duct 
curvature and mixed layer slope (mixed layer is the 
well-mixed by turbulent mixing layer above the 
duct). In (1) c0 and z0 are parameters responsible 
for the profile curvature (c0 changes the radius of 
curvature surrounding the duct whereas z0 changes 
the curvature below the duct only [8]). Those pa-
rameters influence also the M-deficit under the 
same zd.  

The ducting propagation mechanism is highly fre-
quency dependent whereas the prediction methods 
for multipath fading distribution on line-of-sight links 
suggest a rather slight dependence on frequency 
[10, 11]. In order to check this discrepancy, this 
work studies how the parameters of profile (1) re-
flect on the frequency dependency of (large-scale) 
multipath fading in the case of microwave propaga-
tion over the sea under evaporation duct conditions. 
The evaporation duct model (1), with varying pa-
rameters zd and c0, serves as input to the PE meth-
od [4] to compute the path loss' standard deviation 
in the areas of interests. Ten frequencies of micro-
wave range are used in four hypothetical over the 
sea line-of-site links.  

2. DESCRIPTION OF THE METHOD 

The PE method is applied as implemented in "Ad-
vanced propagation model (APM) Computer soft-
ware configuration item (CSCI) documents", Space 
and Naval Warfare Systems Center Tech. Doc. 
3145, San Diego, CA, 2002. Those routines make 
use essentially of the 2D narrow-angle forward-
scatter scalar PE, (2), which provides a full-wave 
solution to the path loss problem: 
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Details on the derivation of (2), its validation and 
use for electromagnetic (EM) field calculations un-
der tropospheric ducting conditions are largely re-
ported in the literature [4, 5] and will not be repeat-
ed here. In (2) k is the free-space wave number, m 
= M × 10-6+1 is the modified refractive index, u(x,z) 
is a slow-varying along the preferred propagation 
direction, x, function related to the corresponding to 
the polarization transverse EM field component, x 
and z stay for range and altitude. The popularity of 
(2) is related to its easy numerical solution through 
marching algorithms. In addition to boundary condi-

tions, (2) requires knowledge of initial field [4]. The 
drawback of (2) is the neglect of backscattering. 
The studied microwave propagation problem is 
characterized by EM field variations over scales 
much larger than the wavelength, grazing incident 
angles, and smooth variation of the tropospheric 
refractive index with x; under these conditions the 
forward-propagated field plays dominant role and 
this assures the applicability of (2).  

The initial field required to start the calculations is 
provided by horizontally polarized Gaussian beam 
source with pattern factor given by (3) where 0 and 
s are the half power beamwidth and the antenna 
elevation angle. Smooth perfect conducting under-
lying surface (sea) is assumed. The results are 
presented in the form of standard deviation of the 
path loss (PL in dB, see (4)) in the area of interest 
versus frequency for fixed range. 
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In (4)  is the free-space wavelength, r is the dis-
tance between the corresponding points and PF is 
the pattern propagation factor defined as the square 
of the ratio of the electric field amplitude E received 
at a given point under specific conditions to the 
amplitude of the electric field E0 received under 
free-space conditions with the beam of the transmit 
antenna directed toward this given point [4].  

3. RESULTS AND DISCUSSION 

For every frequency the PL is calculated versus 
height for fixed ranges R = 20 km, R = 40 km for 
four hypothetical links: A) zt = 40 m, 0 = 50; B) 
zt = 15 m, 0 = 50; C) zt = 40 m, 0 = 10; D) zt = 15 
m, 0 = 10, where zt stays for the transmitter height. 
Three different values for c0 are used: c0 = 0.13, 
c0 = 0.11 and c0 = 0.19, the last two accounting for 
the deviation from the thermally neutral troposphere 
stratification. For all cases s = 00 in (3). The pa-
rameter z0 is kept equal to 1.5 × 10−4 m in all re-
ported examples. The receiver height is supposed 
to start from zr = 5 m and go up to 150 m. This area 
of interest is divided in two parts: z1 from 5 m to the 
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top of evaporation layer, defined here as zL = 2zd, 
see [8], and z2 which ranges from the evaporation 
layer height zL up to 150 m. The frequencies are 
shown in Table 1. Those frequencies belong to the 
ranges used for coastal and maritime radars (lower 
ranges) and fixed and mobile links (upper ranges). 
The results are presented in form of PL standard 
deviation versus frequencies. 

Table 1. Frequencies used, GHz   

2.4 3.1 4.5 5.6 7.1 8.4 9.3 13.4 15.4 19.7 

Figure 1 shows range-independent duct with zd = 
35 m = ct over the entire distance of R = 20 km for 
link A and the two areas of interest, z1 and z2.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1. Range-independent duct: zd = 35 m, R = 20 km,  
link A  

Figure 2 reports similar results but for zd = 10 m = ct 
and link B. On both figures one can see comparison 
for three different values of c0. On Fig. 3, which 
refers to link C, the PL standard deviation for 
zd = 35 m duct is compared to standard troposphere 
conditions at distance R = 40 km. As it is seen from 
Figs. 1-3, the frequency dependency of PL standard 
deviation is rather slight and has similar character 
for the three values of c0; it is higher in area z1, 
especially for the lower frequencies, see Fig. 
2a). This may be due to the fact that the lower fre-
quencies are not well trapped in the thinner duct 
from Fig. 2. For the three Figs., both zt and zr are 

submerged in the evaporation layer (zt, zr < zL) 
which determines the more pronounced 
influence of the duct for area z1 than for z2.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Figure 2. Range-independent duct: zd = 10 m, R = 20 km,  

link B 

Figure 3 differs from Fig. 1 through the greater dis-
tance (R = 40 km) at which the PL is computed and 
the narrower antenna beam (0 = 10). The longer 
the distance, the higher the duct influence; on the 
other hand the larger antenna beam and shorter 
distance determine the predominant role of the 
reflections from the underlying surface - this could 
explain the "smoothed" frequency dependence on 
Fig. 3 compared to Fig. 1. All studied frequencies 
are well trapped and strongly guided in the "thick" 
duct on Fig. 3 which determines the lower scatter-
ing and, hence, the lower values of standard devia-
tion for the ducting in area z1 in comparison to 
standard troposphere case. As for z2 on Fig. 3, in 
this area the slope of the M profile above zL is (al-
most) the same for the duct and standard tropo-
sphere which determines closer values for standard 
deviation in both cases in z2. 

The frequency dependency of standard deviation 
for range-dependent duct in sense that the start 
refractivity profile has c0 = 0.13 which changes to 
c0 = 0.19 at the mid path has also been studied; the 
results (not reported here) indicated (once again) 
the rather week influence of the variation of c0 (ex-
cept for the lowest frequencies), especially in area 
z2. 
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Figure 3. Range-independent duct: zd = 35 m, R=40 km,  
link C 

Further, on Fig. 4, another range-dependent case is 
demonstrated by changing the zd parameter in the 
middle of the path from initial zd = 10 m to zd = 15 
m, c0 = 0.19 = ct, R = 20 km, link C. As expected, 
on Fig. 4 for the area z1 the change in zd almost 
does not reflect on the frequency dependency be-
cause zt for link C is above evaporation layer zL for 
both zd values. The influence of increased zd is 
higher in the area z2. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 

 

Figure 4. Comparison between range-dependent and range 
independent duct, R = 20 km, link C 

4. CONCLUSION 

On the basis of Figs. 1-4 the following concluding 
remarks may be drawn: 

– in the studied limits, the results support the 
applicability of profile (1) with c0 = 0.13; 

– in general, the frequency dependency of mul-
tipath fading under ducting conditions mod-
elled by (1) for smooth sea surface is rather 
slight and appears to be in accordance with 
the slight influence of the frequency depend-
ent factor in widely applied prediction meth-
ods [2, 10, 11]. More attention is to be paid to 
lower frequencies when ducts with low zd are 
present. The particular case when zt is be-
tween zd and evaporation layer zL needs ad-
ditional studies.       
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Abstract 

The troposphere ducting and sea surface roughness make coastal and over water communication links among the most difficult to 
predict. Part I of this work studied the influence of evaporation duct log-linear modified refractivity profile parameters' variations on 
the frequency dependency of multipath fading assuming propagation over smooth sea. In Part II the influence of sea surface rough-
ness is added to evaporation duct conditions. The sea surface roughness is modelled through two roughness reduction factors, one 
of them accounting for the shadowing. The same ten microwave frequencies and four hypothetical over the sea links as in Part I are 
used. The results are presented in form of path loss standard deviation versus frequencies for fixed ranges. The path loss is com-
puted by the parabolic equation method. 
 

 
1. INTRODUCTION 

Anomalous propagation conditions due to tropo-
spheric ducting are typical for coastal and maritime 
areas. They complicate the design and perfor-
mance prediction of microwave radars and commu-
nications systems working in these areas [1]. The 
multipath fading is among the problems related to 
ducting propagation mechanism. The most common 
duct over large bodies of water is the evaporation 
duct. Part I of this work, [2], studied the influence of 
evaporation duct log-linear modified refractivity pro-
file parameters' variations on the frequency depen-
dency of multipath fading assuming propagation 
over smooth sea. Part II of this work combines the 
influence of sea surface roughness with the evapo-
ration duct conditions as described in [2] in order to 
check weather a highly frequency dependent propa-
gation mechanism as ducting may result in a rather 
slight dependence on frequency for multipath fading 
as suggested by some prediction methods [3, 4].  

The correct modelling of electromagnetic propaga-
tion over rough sea surface is still an open issue 
due to the difficulties in implementing all scattering 
mechanisms in the electromagnetic model. A prac-
tical approximate solution is to account for the sur-
face roughness effects by defining an “effective” 
reflection coefficient Reff, see (1) in Section 2, rep-
resenting the Fresnel reflection coefficient from flat 

surface, RF, multiplied by a roughness reduction 
factor (RRF) Rrf [5]. Two RRFs have been widely 
used in over-the-ocean microwave propagation: the 
Miller-Brown one [6] and Ament's RRF [7]. Compar-
isons of the propagation prediction results based on 
combination of these two RRFs with different prop-
agation models to measurements' data do not allow 
concluding which of them is more accurate; a good 
discussion on this issue may be found in [8]. The 
propagation at very low grazing angles, typical for 
tropospheric ducting, is additionally complicated by 
shadowing effect due to sea surface waves [8, 9]. It 
is to be noted that both above mentioned RRFs 
affect only the magnitude of the complex Fresnel 
reflection coefficient and do not account for the 
shadowing. In order to go closer to the observed 
experimental results, theoretical efforts have been 
made to improve the RRF's accuracy by introducing 
the shadowing effect [8, 9]. 

In [2] the important parameters of evaporation duct 
log-linear modified refractivity profile have been 
briefly discussed and the parabolic equation (PE) 
method [5] used for path loss computation has been 
sketched out. For more information on those topics 
the reader is referred to [2] and the literature cited 
there. Part II makes use of the same ten frequen-
cies of microwave range and four hypothetical over 
the sea line-of-site links as in [2]. On the basis of 
the “effective” reflection coefficient concept, the sea 
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surface roughness is modelled through two RRFs: 
the original Ament's roughness reduction factor [7] 
and modified Ament's RRF with shadowing effect 
included as proposed in [9] and implemented for 
ducting propagation in [10]. 

2. DESCRIPTION OF THE METHOD 

To compute the path loss for the studied links, the 
log-linear M-profile (1) from [2] for evaporation 
duct is combined with the PE method. Equation (2) 
below presents the original Ament's roughness 
reduction coefficient RA [7]. The Rrf from (3) is ob-
tained in [9] using the same statistics (Gaussian 
statistics of sea surface heights and slopes) as the 
one assumed for the derivation of the original 
Ament's roughness reduction factor RA. The Rrf from 
(3) accounts for the shadowing effect of the sea 
surface roughness by introducing a phase correc-
tion to RA. In (2) and (3) k is the wave number in 
free space, φ is the plane wave grazing incidence 
angle to the rough surface,   is the standard 

deviation of the surface height ξ, m~  and ~  are 

the mean value and standard deviation of the illu-
minated surface heights only (see [9] for details), 
Q=2ksin(φ).  

  Frfeff RRR  ,                        (1) 

    sin2exp 222 kRA  ,           (2) 

. 
2

~
~exp 

22














 


Q

mjQRrf               (3) 

The parameters  , m~ , and 
~  needed to com-

pute (2) and (3) are taken for wind speed of 7 km/s, 
see [9, 10] for formulas and details. 

3. RESULTS AND DISCUSSION 

As in [2], for every frequency the path loss (PL) is 
calculated versus height for fixed ranges R = 20 
km, R = 40 km for the same four hypothetical links: 
A) zt = 40 m, 0 = 50; B) zt = 15 m, 0 = 50; C) 
zt = 40 m, 0 = 10; D) zt = 15 m, 0 = 10, where zt 
stays for the transmitter height, 0 and s are the 
half power beamwidth and the antenna elevation 
angle of horizontally polarized Gaussian beam 
source used as transmitter, see [2], formula (3). 
Three different values for the critical potential re-
fractivity gradient c0 (which determines the curva-
ture of the log-linear modified refractivity profile) are 

used for neutral, stable and unstable troposphere, 
respectively: c0 = 0.13, c0 = 0.11 and c0 = 0.19. For 
all cases s = 00. The area of interests (determined 
by the possible receiver heights zr) extends be-
tween 5 m and 150 m and is divided in the same 
two parts as in [2]: z1 from 5 m to the top of evapo-
ration layer, defined here as zL = 2zd, see [2], and 
z2 which ranges from the evaporation layer height 
zL up to 150 m; zd is the evaporation duct height. 

On Figs. 1-4 are shown results for rough sea sur-
face. Figure 1 shows the influence of the roughness 
reduction factor RA from (2) for original Ament 
roughness reduction coefficient: the introduction of 
RA increases the frequency dependency and leads 
to reduction of the standard deviation values for 
higher frequencies both in z1 and z2 areas. Figures 
2-4 present comparison between smooth sea and 
rough sea modelled with RA and Rrf from (3): Fig. 2 
refers to link A) with zd = 15 m, R = 20 km; Fig. 3 
reports comparison between c0 = 0.11 and c0 = 0.19 
for Rrf from (3) for link A) with zd = 15 m, R = 20 km; 
Fig. 4 refers to link C) with zd = 35 m, R = 40 km. 
The roughness with application of shadowing, (3), 
increases the frequency dependency in comparison 
to smooth sea and in z1 often has opposite trend to 
that of the roughness introduced through RA. In z2, 
for higher frequencies, the frequency depend-
ency of PL standard deviation for Rrf from (3) fol-
lows that obtained for RA but with higher values. In 
[10] it has been demonstrated that the introduction 
of the rough sea surface and, especially, of the 
roughness reduction factor given by (3), destroys 
the (guiding) duct structure and reduces the long-
range ducted propagation. The electromagnetic 
energy is scattered by the roughness and this re-
duces the fading depths for all links and distances. 
The higher the frequency, the higher the depths re-
duction.  

In area z2 increases the difference in PL standard 
deviation frequency dependency between stable 
(c0 = 0.11) and unstable (c0 = 0.19) troposphere 
stratification, see Fig. 3. 
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Figure 1. Rough sea surface: RA from (2), zd = 35 m, R = 40 
km, link C 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 2. Comparison between smooth sea, original Ament 
RA, and Rrf from (3), link A, zd=15 m, R=20 km  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

Figure 3. Comparison between c0 = 0.11 & c0 = 0.19 for Rrf 
from (3), link A, zd=15 m, R=20 km  
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Figure 4. Comparison between smooth sea, original Ament 
RA, and Rrf from (3), link C, zd=35 m, R=40 km 

4. CONCLUSION 

On the basis of Figs. 1-4 (as well as other results 
not reported here) the following concluding remarks 
may be drawn: 

– the roughness introduced through RA in-
creases the frequency dependency of the 
PL standard deviation in the same time 
decreasing its values for higher frequen-
cies;  

– the introduction of shadowing effect influ-
ences both z1 and z2 regions, it modifies 
the tendency of the original Ament's 
roughness reduction factor to reduce the 
values of standard deviation for higher 
frequencies; 

– in further investigations more attention 
should be paid on the combined effect of 
different from neutral troposphere stratifi-
cation and sea surface roughness; 

– the reported results for sea surface rough-
ness influence on frequency dependent 
fading can not be assessed using tradi-
tional methods. 

More investigations with application of different 
RRFs and corrections for shadowing (and, possibly, 
attraction of additional scattering mechanisms as 
diffraction) as well as further comparisons to meas-
urement data are needed in order to substantiate 
the reported results.  
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Abstract 

In the free space terrestrial optical communication (FOSC) the laser beam, as an information carrier, is subject to degradation due to 
atmospheric turbulence. In this work, the decrease in the signal to noise ratio (SNR) and the increase in the value of the bit-error rate 
(BER), due to this turbulence, are experimentally investigated. In addition, a pin-hole, as a Fourier low-pass filter, has been utilized to 
suppress turbulence noise. The results show a dramatic improvement in the received optical signal, and hence the link BER. The 
values of the SNR have been enhanced from (18.8940 dB), to (46.1365 dB) by reducing the pin-hole diameter. The value of BER 
has been also reduced from (0.7246*10-5) to (5.6*10-12) in a strong turbulent environment.  

Keywords: FSO link, Atmospheric turbulence, Laser beam, Signal-to-noise ratio, Bit-error-rate, Fourier Optics Filter Pinhole. 

 

1. INTRODUCTION 

The free space terrestrial optical communication 
(FSOC) systems have very promising applications 
for its very well-known advantages such as the 
large bandwidth, flexibility and low-cost investment 
[1]. However, the FSOC technology has major 
weaknesses to be overcome, namely the presence 
of attenuation and fluctuations in intensity. The 
attenuation is caused by absorption and scattering 
due to various gases and particles in atmospheric 
propagation medium. The fluctuation of intensity is 
caused by atmospheric turbulence due to the tem-
poral and spatial temperature variation of the at-
mosphere [2] and [3].  

In an optical communication system, the bit error 
rate BER is greatly affected by these losses due to 
attenuation and atmospheric turbulence. The at-
mospheric attenuation and turbulence lead to de-
grade the signal-to-noise ratio (SNR) and increases 
the (BER), i.e., increase the probability of errors in 
the received signal [4]. In addition to the attenua-
tion, there are three effects of atmosphere turbu-
lence: scintillation, laser beam spreading, and laser 
beam wander. Scintillation is due to variation in the 
refractive index structure of air, so if the laser beam 
travels through scintillation, it will experience inten-
sity fluctuations. The SNR and BER depend on 
atmospheric turbulence and geometric losses rep-
resented by scintillation. Therefore, FOS systems 
should be designed to minimize the effects of scin-
tillation.  

In this work we present an experimental investiga-
tion on a technique that can be utilized to suppress 
optical signal noise. In this technique a circular 

pinhole is used as a low-pass spatial filter. The 
circular aperture of the receiver optics diffracts the 
laser beam forming an Airy pattern. The information 
signals concentrates at the central disc with low 
spatial frequencies, while noise signal is usually 
characterized by its high spatial frequencies. There-
for a pinhole rejects the high frequencies, hence 
improves the optical signal at the receiver focal 
plane. In other words using the pinhole enhances 
the BER of the optical communication system. 
 
2. THEORY 

The SNR and the BER are the main parameters 
that characterize the quality of communication sys-
tems. BER depends on the SNR which in turn de-
pends on the scintillation strength, the beam 
spreading and the average received power [5]. The 
active area of the optical detector, in the receiver 
unit, is assumed to be large enough so that the 
SNR value includes the scintillation effects. The 
scintillation index σ୧

ଶ describes the intensity fluctua-
tion as the normalized difference of the intensity 
fluctuations. The strength of scintillation can be 
measured in terms of the variation of the beam 
amplitude or the irradiance σ୧

ଶwhich can be ex-
pressed as follows [6]: 

௜ߪ
ଶ ൌ

〈ଶܫ〉
ଶ〈ܫ〉

	െ 1																						ሺ1ሻ 

where I: is the irradiance of signal (or intensity). 

For weak fluctuation regime (scintillation index less 
than 1), the scintillation index is proportional to the 
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Rytov variance of a plane wave, which is given by 
[7]: 

σ୧
ଶ ൌ 1.23	C୬ଶ	k଻ ଺⁄ 	݈ଵଵ ଺⁄  

From this equation we can find the value of ܥ௡ଶ as 
follows: 

௡ଶܥ ൌ
௜ߪ
ଶ

1.23	݇଻/଺݈ଵଵ/଺
																		ሺ2ሻ 

where: ܥ௡ଶ is the refractive index structure parame-
ter, k is the optical number, and ݈ is the length of 
the transmission path.  

The first feature of a FSO communication system is 
the SNR. Based on Kolmogorov’s theory, the SNR 
and BER from turbulence were expressed as fol-
lows [8][9]: 

ܴܵܰ ൌ ሺ0.31	ܥ௡ଶ	݇଻ ଺⁄ 	݈ଵଵ ଺⁄ ሻିଵ							ሺ3ሻ 

and 

ܴܧܤ ൌ
exp	ሺെܴܵܰ 2⁄ ሻ
ሺ2ߨ	ܴܵܰሻ	଴.ହ

															ሺ4ሻ 

To suppress the turbulence noise and improve the 
BER, a pinhole is used as a spatial low-pass filter. 
The noise signals are usually characterized by their 
high spatial frequencies while the information signal 
has low spatial frequencies. 
 
3. EXPERIMENTAL SET-UP 

Figure (1) shows the schematic diagram of the tur-
bulence cell. This cell is designed and built in the 
laboratory to accomplish the simulation of turbu-
lence. The setup includes a He-Ne laser source 
with an appropriate collimating lens, a turbulence 
cell, variable size pinholes (0.2, 0.4, 0.6, 1, 1.5) 
mm, a 10 cm focal length lens, and an oscilloscope. 

3.1. Results and Discussion 

A controllable pseudo-turbulent weather has been 
created in the lab by using the design described in 
the previous section. The refractive index structure 

parameter (ܥ௡ଶ	 	10*10‐9	݉ିଶ ଷ⁄ ) is measured at 
a a temperature difference (∆T |T1-T2|= 47.5 K) 
and flow speed of (V=3.4 m/s) for a short range link 
(݈=1.6 m). 

The values of scintillation, SNR, and the BER are 
measured under different conditions, where a pin-
hole aperture of variable diameters (0.2 mm, 0.4 
mm, 0.6 mm, 1 mm, and 1.5 mm) have been used 
as Fourier spatial filters. Figures (2 a, b, c, d, and e) 
show the real time fluctuations with different aper-
ture size. 

The measured values for signal intensity and the 
scintillation are shown in figures (3) & (4). 

As shown the turbulence effect, due to the refrac-
tive index structure parameter has been reduced 
from (0.5*10-9 ݉ିଶ ଷ⁄ ) to (0.2*10-9 ݉ିଶ ଷ⁄ ). Ac-
cordingly, the (S/N) ratio has increased from 
(0.7*10-5) to (5.6*10-12) as shown in figures (5) & 
(6).These results are in a good agreement with 
those in Refs. [10][11]. 
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b) Figure 1: Schematic diagram of a turbulence cell 
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Figure 2: The effect of aperture size on signal variation 

 

 

 

 

 

 

 

 

 

Figure 3: The effect of changing the aperture diameter  
on signal variance 

 

 

 

 

 

 

 

 

 

Figure 4: The effect of aperture diameter on the scintillations 

 

 

 

 

 

 

 

 

 

 
Figure 5: The effect of aperture diameter on the SNR 

 

 

 

 

 

 

 

 

 

Figure 6: The effect of aperture diameter on the BER 

The calculated value of the signal spot size is about 
(15 µm) while the optimum signal is obtained by 
utilizing a (1.5 mm) aperture spatial filter. This dis-
crepancy is due to beam wandering, where the 
average received signal power covers an area of 
(2.5*2.6 mm2) as shown in figure (7). 

 



CEMA’19 conference, Sofia 13 

Figure 7: Laser beam profile under high turbulence 

Table 1: The effect of aperture diameter  
on the SNR and BER values 

aperture 
diameter 

(mm) 
࢏࣌
૛ ࢔࡯૛ ૛ି࢓)  ૜⁄ ) SNR BER 

0.2 0.21 0.4958*10-9 18.88 0.728*10-5 

0.4 0.178 0.42*10-9 22.279 0.1228*10-5 

0.6 0.164 0.3872*10-9 24.18 0.455*10-6 

1 0.125 0.2951*10-9 31.725 0.9*10-8 

1.5 0.086 0.2*10-9 46.1125 5.6*10-12 

 
4. CONCLUSION 

Both SNR and BER are clearly affected by atmos-
pheric turbulences. When the turbulence is low, the 
value of the SNR increases, hence the values of 
BER reduces.  

The proper spatial filter aperture size that gives the 
optimum performance, for this specific system, is 
about (1.5 mm).  
 

REFERENCES 

[1]  Davis, Christopher C., Igor I. Smolyaninov, and Stuart 
D. Milner., "Flexible optical wireless links and net-
works.", IEEE Communications Magazine, Vol. 41, No. 
3, pp. 51-57, 2003.  

[2]  Henniger, Hennes., "Transmission performance analysis 
of free-space optical communications using gilbert-
erasure channel.", IEEE Transactions on Communica-
tions, Vol. 60, No. 1, pp. 55-61, 2012. 

 [3]  R. N. Ali, Jassim, Jassim Mohammed, and Hawraa 
Hassaball Khribet, "Determine the optical turbulence pa-
rameter (ܥ௡ଶ) in Babylon City-Iraq.", International Journal 
of Current Engineering and Technology, Vol. 5, No. 1, 
pp. 221-226, 2015.  

[4]  Jassim, Jassim Mohammed. "Experimental Study on the 
Atmospheric Attenuation Effective on Audio Signals In 
Free Space Laser Communication Links.", International 
Journal of Engineering and Innovative Technology 
(IJEIT), Vol. 3, No. 4, pp. 53-57, 2013. 

 [5]  A. Chaman Motlagh, V. Ahmadi, Z. Ghassemlooy and K. 
Abedi, " The Effect of Atmospheric Turbulence on the 
Performance of the Free Space Optical Communica-
tions", In Communication Systems, Networks and Digital 
Signal Processing, CNSDSP, 6th International Sympo-
sium on Communication Systems., IEEE,   pp. 540-543, 
July 2008. 

[6]  Zhang, Yixin, Tuo Zhu, and Chunkan Tao., "Aperture-
averaging effects for weak to strong scintillations in tur-
bulent atmosphere", Chinese Optics Letters, Vol. 2, No. 
7, pp. 373-375, 2004.  

[7]  Andrews, Larry C., Ronald L. Phillips, and Cynthia Y. 
Hopen. "Laser beam scintillation with applications.", Vol. 
99. SPIE press, 2001.  

[8]  Altowij, Khaleel S., Abdulsalam Alkholidi, and Habib 
Hamam., "Effect of clear atmospheric turbulence on 
quality of free space optical communications in Yemen", 
Frontiers of Optoelectronics in China, Vol. 3, No. 4, pp. 
423-428, 2010.  

[9]  Xu, G., Zhang, X., Wei, J., and Fu, X., "Influence of 
atmospheric turbulence on FSO link performance.", 
In Asia-Pacific Optical and Wireless Communications, 
International Society for Optics and Photonics, pp. 816-
823, May 2004. 

[10]  Babu, P. Latsa, and B. Srinivasan. "Characterizing the 
atmospheric effects on laser beam propagation for free 
space optical communication." Proc. National Conf. 
Commun., pp. 332-334, 2008.  

[11]  Priambodo, Purnomo Sidi, Ucuk Darusalam, and Eko 
Tjipto Rahardjo, "Free-space optical propagation noise 
suppression by Fourier optics filter pin-
hole.", International Journal of Optics and Applica-
tions, Vol. 5, No. 2, pp. 27-32, 2015.  

 

 
 



METHODOLOGY AND ARCHITECTURE OF A COMPUTER-BASED 
INTERACTIVE TIMING SYSTEM FOR APPLICATIONS IN MEDICINE 

Maria Angelova 

Technical University – Sofia 
1000, 8 Kl. Ohridski Blvd, Sofia 

maria@tu-sofia.bg 

Kalin Dimitrov 

Technical University – Sofia 
1000, 8 Kl. Ohridski Blvd, Sofia 

kld@tu-sofia.bg 

Stefan Valyukov 

Therapist 
1000, 39 Vladimir Vazov Blvd, Sofia 

svalyukov@gmail.com 
 
 
Abstract 

This article describes the design and realization of an Interactive Timing System. Such systems are used in the therapy of children 
who have learning and attention issues. The concept is that people can “retrain their brain” to focus and work more efficiently. The 
matching of different beats can help the brain work more efficiently and become more organized.  

A similar existing system is observed and a methodology and architecture of a computer program which performs interactive timing 
is proposed. Open-source software environment is used for the practical realization of the program. Some results of the program 
functioning are shown. 

 

 

1. INTRODUCTION 

Interactive timing is a computer-based therapy that 
trains people to match various beats. Concentrating 
and keeping a beat eventually stimulate the growth 
of important connections in the brain. This would 
help children improve their skills. Those skills might 
include focus, making sense of information, read-
ing, movement and controlling impulsive or aggres-
sive behaviour. Children listen to a beat while wear-
ing headphones. They аre asked to clap their hands 
or tap their feet to the beat. The computer then tells 
them how well they are doing. The goal is for chil-
dren to get better at matching various beats over 
repeated sessions.  

Conditions such as ADHD (Attention-Deficit Hyper-
activity Disorder), dyslexia, autism, Parkinson’s 
disease, auditory processing disorders, and other 
issues are often the result of problems that occur 
within the brain [9, 10, 11, 12, 14]. Some research-
ers believe these problems in the brain also impact 
the brain’s internal clock. Interactive Timing Sys-
tems work by addressing these issues in timing [1, 
2, 3, 5, 13].  

In our observation of existing Interactive Systems 
we discovered one major product. Interactive Met-
ronome® [4, 6, 7, 8] is an assessment and training 
tool that measures and improves the synchroniza-
tion of neural impulses within key brain networks. It 
helps to improve the cognitive, communicative, 
sensory and motor performance. As the individual 
activates a trigger in time with a steady auditory 
beat, IM technology provides real-time visual feed-
back for millisecond timing. Knowing whether he is 
hitting before, after, or exactly in sync with the beat 
to the millisecond allows the individual to make 
immediate, online corrections to improve timing 
over the course of training. It is a well known timing 
system which requires payment for regular usage.  
 
2. SYSTEM ARCHITECTURE 

Figure 1 depicts all components of the system. 
Before the system starts its operation, it is neces-
sary to set the basic characteristics of the regular 
beats. This is the time interval in which these beats 
will be generated and the number of beats per mi-
nute. This is usually done by the therapist. The next 
step is to start the computer program and to ana-
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lyze the beats generated by the user. The process 
of time matching between the two beats (ti and tclick, 

i) is made by the computer program algorithm. The 
obtained result Ri is recorded for each beat. The 
user is able to see his/her current results and the 
general evaluation after the end of the set time 
period. The final result is given as an average esti-
mate of the gap between the beats in milliseconds 
and the percentage of delays and early clicks of the 
user. Based on this assessment, a change in the 
user achievements can be traced over time.  
 

 

Figure 1. Interactive Time Matching System Architecture 

The computer program is meant to be used for 
children but it is possible to use it for all kinds of 
patients who want to train their brain timing. 
 
3. TIME MATCHING ALGORITHM 

Each result obtained should measure the time gap 
between the regular and the user beats. It is im-
portant to determine when the gap will be consid-
ered a delay and when it will be considered as an 
early click. Figure 2 shows how the Interactive Time 
Matching System solves this problem. 

It applies the following rules:  

If the user click occurs before the middle of the 
period between the regular beats, the result is con-
sidered to be a delay for the current beat and is 
calculated by formula (1): 

       Ri = tclick, i - ti                               (1) 

 
Figure 2. Distribution of user clicks 

If the user click occurs after the middle of the period 
between the regular beats, the result is considered 
to be an early click for the next regular beat and is 
calculated by formula (2): 

         Ri+1 = tclick, i - ti - T                (2) 

4. COMPUTER PROGRAM INTERFACE  

The computer program was created with the free 
visual object-oriented Lazarus platform. The inter-
face includes all the tools needed to set the initial 
settings and to track the results (Figure 3). It is pos-
sible to use it free of charge and to document the 
patients’ results.Figure 3. Computer Program Inter-
face 

Figure 3. Computer Program Interface 

A timer is used to create the regular beats in the 
program. For the introduction of user beats, a sen-
sor generating OnClick() event is needed. The tim-
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ing is done by taking ticks from the Operating Sys-
tem Clock. 

After the end of the training process a therapist can 
evaluate the user results and give directions how to 
improve the brain timing process.  
 
5. CONCLUSION 

Some children and adults experience problems 
related to malfunction of the internal brain clock. 
Interactive timing therapy is a good starting point in 
the effort to help these people. The repetitive train-
ing sessions are supervised by therapists who give 
directions to the patients how to properly conduct 
their treatment. In order to do so they need reliable 
tools. The Interactive Timing System described in 
this article is such a tool. It can assess the user 
results and trace their achievements over time. The 
system has a user-friendly and intuitive interface 
and is developed in an open-source programming 
environment. It is free of charge and it can reduce 
the cost of otherwise expensive treatment. 
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Abstract 

The article presents the development of space telemedicine. The main biomedical parameters of astronauts from the International 
Space Station (ISS) are presented. The results of a project for a space medical center at a space airport of students from Nikola 
Vaptsarov Naval Academy - Varna and Medical University - Varna were discussed. The project was presented at the international 
competition Student aerospace challenge, the European Space Agency (ESA). Particular attention is paid to the innovative Astroskin 
Bio-Monitor system. The report proposes the creation of: a medical satellite system, Medical Data, Artificial Intelligence (AI) software, 
and surgical robots to permanently monitor, diagnose, and make decisions on astronaut health. A block diagram of the interaction 
between the "healing system (artificial intelligence + physician) and the astronaut patient" is presented. 

 

 
1. INTRODUCTION 

The up-to-date problem of the application of innova-
tive biomonitoring systems in the aerospace indus-
try stems from: 

– The large number of ISS-related projects re-
quiring astronauts to stay in space for a lon-
ger period of time; 

– Space programs are being developed to: cre-
ate moon bases; to launch and develop space 
tourism. 

This requires a very rapid development of the me-
thods and means of space telemedicine. 

2. SPACE TELEMEDICINE 

Telemedicine has been and will be vital to space 
travel, as astronauts must have access to treatment 
by a doctor even though they are thousands of 
kilometers away from the Earth. 

NASA's first space-based telemedicine connection 
was created as part of Spacelab's ten-day mission 
in the 1990s. Then, for the first time, doctors from 
the Mission Control Center could explore images of 
the astronaut's heart. Today, thanks to improve-
ments [6] in satellite communications, space agen-
cies have expanded the applications of space tele-
medicine. In our time, astronaut medical services 
combine preventive, therapeutic and diagnostic 
assistance. 

Innovation in space medicine is growing thanks to 
the commercialization of new space companies 
such as Richard Branson's Virgin Galactic. In Au-
gust 2017, SpaceX transported the TechShot pro-
cessor for advanced spacecraft experiments for 
regenerative medicine at the International Space 
Station (ISS). 

2.1.  Medical problems solved by the methods  
of space telemedicine 

Radiation and microgravity affect the physical and 
psychological state of astronauts. This requires 
continuous medical control of their health and em-
ployability. Telemedicine is an important component 
in the medical service of astronauts at the ISS. 
Space Telemedicine enables preventive, diagnostic 
and therapeutic care for many months in space and 
ideally allows permanent care for the crew before 
and after space missions [2, 4].  

Telemedicine combines medical equipment with a 
well-planned and tested communication system that 
enables the safe transfer of medical data, other 
information and expertise from the ISS to the Earth 
and vice versa, if necessary. 

When a crew member has a medical problem, the 
first action is a video link to a surgeon. 

A case is known [1] in which a member of the ISS 
crew with a history of knee trauma (no pre-mission 
symptoms) received severe knee pain while training 
with a nursing device. In an organized private medi-
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cal conference, the physician from the Earth asks 
for an ultrasound of the affected joint. After review-
ing the full set of images (downloaded from the ISU 
within an hour), the radiologist has confirmed the 
problem and prescribed treatment. The astronaut 
has seamlessly accomplished the mission.  

Astronauts are now undergoing longer missions 
onboard the space station, which provide important 
data on long-term physiological effects in micro-
gravity. Other challenges for the crew in space are: 
physiological adaptations to microgravity, radiation 
exposure, extreme temperatures and vacuum, and 
psychosocial reactions to the space flight. Ten do-
zen years ago, doctors noticed that crew members 
returned with marked structural changes in their 
eyes. The condition is called Space flight-associa-
ted neuro-ocular syndrome (SANS) [3]. 

2.2.  Innovative astronaut condition monitoring 
systems 

Some of the astronauts' health problems are solved 
by ultrasound review. Ultrasound is mounted to be 
able to send data efficiently by means of a limited 
and stable planned connection to ground control 
and using water instead of ultrasonic gel, which 
would be one more thing to be delivered to the sta-
tion regularly. But it has also been changed to be as 
user-friendly as possible by non-medical profes-
sionals who have gone through the process from a 
remote targeting team. 

A portable vital signs monitor Tempus Pro has been 
developed [11]. He conducted telemedicine via 
satellite, helping the medics to study the state of 
ESA astronauts on landing.  

For exploration of the Space flight-associated neu-
ro-ocular syndrome, NASA delivers a special scan-
ner, an optical device for coherent tomography to 
the ISS station. 

The intelligent clothing Astroskin [9, 10] is at trial. It 
brings together data from Earth and Space health 
studies. Astroskin includes the most modern moni-
toring of blood pressure, pulse oximetry, 3-channel 
ECG, breathing, skin temperature and activity sen-
sors for 48 hours continuous real-time monitoring. 
The system includes iOS for iPhone and iPad, data 
synchronization software, and web dashboard. It is 
already in use at ISS (2018). 

 
Figure 1. ASTROSKIN [10] 

Robots are helping the astronauts. After NASA's 
Robonaut, Interactive Robot CIMON (Crew Interac-
tive MObile CompanioN) [8] first appeared on the 
ISS in 2018 and has artificial intelligence. 
 

 
Figure 2. CIMON (Crew Interactive MObile CompanioN) [8] 

„Flying Brain“, as Simon is called by his creators, 
has established visual contact with an astronaut, 
shot it and recorded a video. But it is not used to 
establish medical indices. 

On June 13, 2019, NASA and ESA astronauts com-
pleted the final stage of the Airway Monitoring ex-
periment [9]. The purpose of this experiment is to 
investigate the influence of circulating dust in space 
on astronaut's lung health.  

3. PROPOSALS TO EXPAND THE CAPABILITIES 
OF SPACE TELEMEDICINE 

Teachers and students from the Naval Academy  
“N. Vaptsarov” – Varna have been working on vari-
ous space issues for several years in NASA [5] and 
ESA projects. Students from the Naval Academy 
have traditionally participated in the international 
competition of the European Space Agency Student 
aerospace challenge [7]. For the first time this year 
a team of students from our Academy and the Med-
ical University – Varna participated in this competi-
tion. They have prepared a space medical space 
project for a space airport that will provide medical 
assistance to future space travelers. The project 
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was honored by over a hundred proposals and 
attracted great interest in the final conference of the 
competition in June 2019 at the ESA Aerospace 
Center in France. One of the problems that the 
team has developed has been related to the possi-
bilities of space telemedicine and the expansion of 
its capabilities.  

Figure 3. Telemedicine for space travellers [7] 
 

Particular attention is paid to the device astroskin. 
Astroskin could be upgraded and developed from 
the existing type of "jingle" to the options: "t-shirt – 
shorts" and/or "long pants – sweater without hood". 
For additional diagnosis, "we suggest adding a fore-
head or an astroshade strip consisting of metallic 
threads with special sensors and brain condition 
monitoring transmitters. It is of utmost importance 
for each space agency to use the medical data on 
the Earth in a computer before flight (pre-flight 
comparison data), astroskin for continuous observa-
tion, ultrasound for medical critical situation and and 
Tempus Pro on landing. The data are collected in 
the Medical Database. Artificial Intelligence in the 
ISS makes an analysis if there is a difference in the 
indicators in the Medical Data Base, decides to 
consult with a doctor on duty and co-ordinates with 
it a decision for possible treatment; provides medi-
cal information and recommendations to an on-
board robot-surgeon. 

We also offer a system of LEO medical satellites at 
a height of 100 to 500 km to collect and store ISS 
data as well as to make contact with Earth doctors 
in a more sophisticated medical case. 

Another proposal is to extend the Robonaut robot 
functions. Surgical functions are added (Figure 4). 
We suggest that the robot walk around a rail around 
the astronaut's bed and perform an operation (if 
necessary).  

We plan to develop "smart glasses" to prevent the 
impact of cosmic rays on astronaut's eyes. In addi-
tion, in their design, we propose to incorporate sen-
sors to monitor the state of the internal organs like 
iris diagnostics. In this way, initial eye changes 
could be diagnosed as a result of the lack of gravity 

 
Figure 4. Robonaut – with advanced medical manipulation 

capabilities [12] 

We propose a block diagram of the interaction be-
tween the "healing system (artificial intelligence + 
physician) and the astronaut patient" – Figure 5. 

The robot with an artificial intelligence must have 
self-learning features by receiving information from 
the Internet. AI can view and analyze video footage 
by self-learning and creating instruction for prepara-
tion, the materials needed to do so, and whether it 
is possible for himself / herself to perform the steps 
he / she has analyzed and recorded. The robot can 
analyze the success rate of human-made opera-
tions and assess the possible success rate of a 
possible operation. 
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Figure 5. Block diagram of the interaction between the "healing system (artificial intelligence + physician) and the astronaut patient" 
 
The robot with an artificial intelligence must have 
self-learning features by receiving information from 
the Internet. AI can view and analyze video footage 
by self-learning and creating instruction for prepara-
tion, the materials needed to do so, and whether it 
is possible for himself / herself to perform the steps 
he / she has analyzed and recorded. The robot can 
analyze the success rate of human-made opera-

tions and assess the possible success rate of a 
possible operation.  

4. CONCLUSION 

The role of space telemedicine is growing with the 
rapid development of space flight technology for 
people. The suggestions made by the authors are 
applicable to existing and future space centers. 
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Innovations such as artificial intelligence robot-
surgeons will greatly enhance the quality of life and 
work of astronauts. They are the basis of the future 
cosmic telemedicine, which will be the key to the 
success of the acquisition of the near and far 
space. 

REFERENCES 

[1] A. Menon, S. Moynihan, K. Garcia, A. Sargsyan, “How 
NASA Uses Telemedicine to Care for Astronauts in Spa-
ce”, TECHNOLOGY, Harvard Business Review, 2017. 

[2] A. Nicogossian, D. F. Pober, S. A. Roy, Evolution of te-
lemedicine in space programs and applications on earth, 
Telemedicine Journal and e-HealthVol. 7, No. 1, 2004. 

[3] A. Lee, T. H. Mader, C. Robert Gibson, T. J. Brunstetter, 
and William J. Tarver, Space flight-associated neuro-
ocular syndrome (SANS), Eye. The Royal College of 
Ophthalmologists, 2018.  

[4] B. HEALEY, Telemedicine is vital in space, but soon 
Earthlings will benefit too, Health, 2017. 

[5] E. Andreev, M. Nikolova, V. Radeva, and G. Bochev, 
Creating Moon port and spaceship simulations in a vir-
tual environment, AIP Conference Proceedings, Volume 
2048, Issue 1, 2018, https://doi.org/10.1063/1.5082046 

[6] P. Andreeva, M. Karev and Ts. Kovacheva, Decision 
making in prioritization of required operational capabili-
ties, AIP Conference Proceedings 1684, 110001 (2015); 
https://doi.org/10.1063/1.4934344 

[7] Project “Space Medical Center”, Student Aerospace 
Challenge, ESA Sudent Contest, France, 2019. 

[8] https://www.airbus.com/newsroom/press-
releases/en/2018/02/hello--i-am-cimon-.html 

[9] https://www.esa.int/Our_Activities/Human_and_Robotic
_Exploration/International_Space_Station/Lung_health_
algae_and_radiation_research_on_Space_Station 

[10] https://www.hexoskin.com/blogs/news/astroskin 

[11] http://www.asc-csa.gc.ca/eng/sciences/bio-monitor.asp 

[12] https://www.theverge.com/2012/2/16/2802290/nasa-
robonaut-human-robot-handshake-iss

 



X-RAY IMAGE PROCESSING FOR TISSUE INVOLVEMENT-BASED 
CARIES DETECTION 

Veska Georgieva, Plamen Petrov 

Technical University of Sofia, Bulgaria 
Sofia 1000, 8 Kl. Ohridski Blvd. 

T. +359 (2) 965-3293;  
E. vesg@tu-sofia.bg, ppetrov@tu-sofia.bg  

 

Barna Iantovics 

University of Medicine, Pharmacy, Sciences and Technology, of Targu Mures, Romania 
Targu Mures, 540139, Gh. Marinescu 38,  

T. +40265215551 
E.barna.iantovics@umsft.ro 

 
Abstract 

X-ray images improvement is very important for early detection of dental caries, which prevents in some cases more futures compli-
cations. The low quality of these images is caused by low spatial resolution and the presence of artefacts and noise. This paper 
presents an effective approach for X-ray image processing for tissue involvement-based caries detection. It is based on contrast 
enhancement and noise suppression based on modified homomorphic wavelet filter. It uses adaptive wavelet packet shrinkage 
decomposition and adaptive threshold of wavelet coefficients to reduce noise components and to eliminate non-uniformity luminance 
distribution. For better visual observation of the detected caries the split and merge segmentation is applied. 

 

 
1. INTRODUCTION 

An accurate dental diagnosis will result in treat-
ment, which will potentially use the benefit of non-
invasive types of treatment at an earlier stage of 
caries development. X-ray images are most used 
for detecting caries, determining the depth of in-
volvement and identifying the caries status. The 
“artifact" in diagnostic X-ray images can be pre-
sented as light or dark spots, lines, fogging, speck-
les, etc. [1]. The quantum noise is dominant and 
comes from the quantization of energy into photons. 
Photon noise results from the statistical nature of 
electromagnetic waves, which include visible light, 
x-rays and γ-rays with a probability distribution that 
is a Poisson distribution. It is not independent of the 
signal nor is it additive [1]. Metal artifacts severely 
degrade the image quality, particularly near metal 
surfaces [2].  

X-ray image processing can help to obtain better 
results in caries detection. 

The most enhancement methods, which are report-
ed in the literature include classical homomorphic 
filtering, adaptive contrast stretching, and adaptive 
morphological transformation to obtain the en-
hanced image with a uniform illumination [3,4]. The 
algorithms based on combination of sharpening and 
enhancement method are used to overcome these 

problems. Three types of proposed compound algo-
rithms are used: sharp adaptive histogram equaliza-
tion (SAHE), sharp median adaptive histogram 
equalization (SMAHE) and sharp contrast adaptive 
histogram equalization (SCLAHE) [5]. They are 
useful applied on the detection of only three types 
of dental pathology, which are periapical radiolu-
cency, widen periodontal ligament space and loss 
of lamina dura [6]. Wavelet discrete transform 
(WDT) and wavelet shrinkage are used to restore 
the blurred image getting better visual and statisti-
cal properties of images [7]. The wavelet threshol-
ding scheme [8,9], recognizes that by performing a 
wavelet transform of a noisy image, random noise 
will be represented principally as small coefficients 
in the high frequency sub-bands. They can be set to 
zero, and so will be eliminated much of the noise in 
the image. For optimizing diagnosis of dental caries 
another approach was proposed [10]. It uses con-
trast limited adaptive histogram equalization (CLA-
HE) and homomorphic wavelet filtering for elimi-
nating of non-uniformity luminance distribution of 
image and noise reduction. It shows good results 
for detecting of cervical caries and root caries.  

In the case of tissue involvement-based caries is 
important to obtain information about the area of 
enamel destruction and the depth of the structural 
defect. For these considerations, a pre-processed 
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stage, based on contrast enhancement and noise 
suppression based on modified homomorphic wa-
velet filter is first provided in the proposed app-
roach, then for better visual observation of the de-
tected caries, the split and merge segmentation is 
applied.  

The rest of paper is organized as follows: In Section 
2, the basics stages of the proposed approach are 
given; some experimental results and their interpre-
tation are presented in Section 3 and in Section 4 - 
the Conclusion. 

2. BASIC STAGES OF DENTAL X-RAY IMAGE 
PROCESSING  

The flowchart of the main algorithm of the proposed 
approach is presented in Fig. 1. 

 
Figure 1. The flowchart of the main algorithm 

The first step in the pre-processing stage is contrast 
enhancement. It includes CLAHE for contrast en-
hancement and morphological top & bottom hat 
operation for detail preservation capabilities [10]. 
The flowchart of this step is given in Fig. 2. 

 
Figure 2. Flowchart of the contrast enhancement step 

We propose to apply CLAHE to Y component of the 
X-ray image that is processing in YUV system as 
more effectiveness. We have chosen the form of 
histogram (‘Distribution parameter’) on the base of 
calculated PSNR and visually quality of the pro-
cessed image in regard to obtain better diagnosis. 
Furthermore, the clip limit can be determined at the 
point with maximum on entropy curve of the image 
[11].  

By using top-hat morphological operation, we can 
obtain details of the teeth as the edge, surface and 
size. An important application of top-hat transfor-
mation is in correcting some effects of non-uniform 
illumination. In this case, the background image is 
enhanced for better identification of the teeth and 
existing of caries. The bottom-hat operation aims to 
highlight the valleys of image [12]. In this case the 
objects are emphasized, which simplifies their seg-
mentation from the background image. We propose 
to use an adaptive selection of the structuring ele-
ment and its parameters for the morphological 
transform, which is based on calculated estimation 
parameters. 

The next step includes noise reduction, based on 
modified homomorphic filter [10]. Using this filter, 
we convert the multiplicative Poisson noise model 
into additive. The modified homomorphic filter is 
based on wavelet packet transform (WPT). The 
WPT proposes more complete analysis and pro-
vides increased flexibility according to DWT. Based 
on the organization of the wavelet packet library, 
the decomposition was performed from a given 
orthogonal wavelets. As this number can be very 
large, it is important to find an optimal decomposi-
tion with respect to a conventional criterion. The 
classical entropy-based criterion is a common con-
cept [13]. The Normal Shrink method is used for 
calculation the threshold value only of the detail 
sub-bands in the best shrinkage decomposition [14, 
15]. This threshold can be adaptive calculated for 
the coefficients of each sub-bands in regard to re-
duce noise components and to eliminate non-unifor-
mity luminance distribution. 

The next stage is selection of region of interest 
(ROI), which is closed to the specific area with 
enamel destruction. It can be marked from the den-
tist.  

As next, for better visual observation of the tissue 
involvement-based detected caries, the split and 
merge segmentation is applied.  
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3. EXPERIMENTAL RESULTS AND DISCUSSION 

The formulated stages of processing are realized by 
computer simulation in MATLAB 8.1 environment 
by using IMAGE PROCESSING and WAVELET 
toolboxes. For the experiments, 20 X-ray images of 
teeth with size 1797x1441 pixels are used. The 
original images have been done in jpeg file format. 
By processing they are converted in bmp format. 
The images are from clinical praxis of caries super-
ficial, caries media and deep caries (caries profun-
da).  

Table 1 presents the obtained averaging results of 
processing of all images. It shows the values of the 
objective quantitative estimation parameters such 
as PSNR, Signal to noise ratio in the noised image 
(SNRf), Signal to noise ratio in the filtered image 
(SNRg), Effectiveness of filtration (EFF). 

Table 1. Experimental results in pre-processing stage 

 

The best results for contrast enhancement using 
CLAHE are obtained by bell-shaped form of histo-
gram (Rayleigh distribution).  

For morphological processing (MP) with disk-sha-
ped structuring element and especially a diamond-
shaped structuring element can be obtained well-
defined outlines of some tissues in the teeth, but 
the values of the noised components in the X-ray 
images are greater. We have obtained the best 
results with cross structuring element of size 7x7.  

Our best results for noise reduction stage are ob-
tained by Coiflet wavelet packet functions, adaptive 
shrinkage decomposition (best tree) on the base of 
the second level and minimum of the Shannon en-
tropy criteria, when hard penalized threshold was 
used. By experiments, when we used Daubechies 
db2 [16] wavelet packet function, the log energy 
and energy criteria the obtained effectiveness of 
filtration was smaller. 

The original and pre-processed X-ray images in the 
presence of caries superficial are shown in Fig. 3 
and Fig. 4, respectively. 

 
Figure 3. Original X-ray image with indication  

of caries superficial 

 
Figure 4. Pre-processed X-ray image with indication  

of caries superficial 

In Fig. 5 and Fig. 6 the original and pre-processed 
X-ray images with indication of caries media are 
given. 

 
Figure 5. Original X-ray image with indication of caries media 

 
Figure 6. Pre-processed X-ray image with indication  

of caries media 
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The same pre-processed X-ray image, but in the 
presence of caries profunda is shown in Fig. 7.  

 
Figure 7. Pre-processed X-ray image with indication  

of caries profunda 

We then apply split and merge segmentation to 
better visualize selected ROI images with these 3 
types of caries. In Fig. 8 the selected ROI image 
with indication of caries superficial and its modifica-
tion after segmentation is given. 

       
Figure 8. ROI image with caries superficial and its segmented 

modification  

The selected ROI image with indication of caries 
media and its modification after segmentation is 
presented in Fig. 9. 

   
Figure 9. ROI image with caries media and its segmented 

modification  

The indications of caries profunda in the selected 
ROI image and in its segmented modification are 
given in Fig.10. 

      
Figure 10. ROI image with indication of caries profunda  

and its segmented modification  

We compare our experimental results with results, 
which are obtained by other methods for X-ray im-
age enhancement and noise reduction, based on 
histogram equalization (HE), CLAHE and wavelet 
discrete transform (DWT) [17,18]. Table 2 contains 
the averaged simulation results by following meth-
ods: HE, following by morphological processing and 
noise reduction, based on WP transform 
(HE+MF+WPT); CLAHE, MF and noise reduction 
by homomorphic filter, based on DWT (CLA-
HE+MF+DWT). The compared results show, that 
the best results for image improvement are ob-
tained by the proposed approach. 

Table 2. Simulation results, obtained by different methods  
for dental image enhancement 

 

These results have indicated that the application of 
the pre-processing stage visually increases the 
accuracy of observation the area of enamel de-
struction. The segmentation of the selected area 
can help the dentist to obtain more information 
about the progress of the carious process of tissue 
involvement-based caries.  

4. CONCLUSION 

In this paper, an effective approach for X-ray image 
processing of tissue involvement-based caries de-
tection is proposed. The pre-processing stage, ba-
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sed on contrast enhancement and noise suppres-
sion based on modified homomorphic wavelet filter 
is first provided. For better visual observation of the 
detected caries, the split and merge segmentation 
of selected ROI images with different type of carries 
is applied. The segmented area can give more in-
formation about the depth of the structural defect 
and the progress of the carious process.  

The proposed approach can be applied for scree-
ning of early detected caries or in monitoring the 
disease progression. The obtained image database 
of detected caries can be easily used for classi-
fication, based on different classification systems. 
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Abstract 

This paper presents a novel method of sea state characterization using the ‘Variance σ2’ and ‘Fractal Dimension - FD’ criteria which 
are applied to experimental Synthetic Aperture Radar (SAR) one – dimensional signatures (range profiles) in frequency domain. The 
above approaches are applicable to normalized mean of backscattered signal from sea surface. This analysis is performed by using 
real recorded sea clutter radar data which provided to our research group by SET 215 Working Group on ‘SAR radar techniques’. 
The Fractal Dimension criterion uses the ‘blanket’ technique providing sea state characterization from SAR radar range profiles. This 
method is based on the calculation of the area of a ‘blanket’, of normalized mean of range profile spectrum. The main idea concern-
ing both ‘Variance’ and ‘Fractal Dimension’ proposed techniques is the fact that SAR radar range profiles corresponding to different 
sea states yield different values of variance and fractal dimension, namely ‘turbulent sea’ yields range profiles with larger variance in 
time and frequency domain and larger fractal dimension of signal spectrum because of the more ‘anomalous behavior’ of the range 
profiles in those cases. As a result, two sea state characterization techniques for two different sea states (turbulent and calm sea) 
are presented in this paper. 

 
 

1. INTRODUCTION 

Fractal geometry was introduced by Mandelbrot [1] 
and has been gaining importance in recent years as 
a mathematical model for different applications, 
such as image analysis and classification [2], ap-
plied electromagnetism etc. [3] - [7]. Fractals is a 
very effective method for describing physical ob-
jects with a high degree of geometrical complexity 
which have fine structures (details on arbitrarily 
small scales) and they are too irregular to be de-
scribed by Euclidean geometry, appearing self-
similarity at different scales [5].The main character-
istic of fractals is the self-similar structure at many 
different scales. Consequently, fractals can descry-
be a variety of geometrical complexity of data and 
also finds applications in characterizing scattering 
from fractal surfaces [5]. 

Previous studies indicate that the fractal surfaces 
permit form expressions for the scattering coeffi-
cients under the Kirchhoff approximation [9] and 
using a fractal function a rough surface scattering 
can be modelled [7], [8]. For several years great 
effort has been devoted to the study of clutter anal-

ysis based on the fractal characterization of the 
signal [5],  [6] and [9] - [11]. 

The main objective of this paper is to examine the 
sea state characterization problem using an analy-
sis of real radar backscattered signals from the sea 
surface (sea clutter), aiming to estimate the sea 
state. This paper presents two methods for sea 
state characterization by using: first, the variance of 
the mean spectrum of the range profiles and, se-
cond, the calculation of the fractal dimension of the 
range profiles [11]. These methods have been ap-
plied in this paper to real experimental Synthetic 
Aperture Radar (SAR) data [11]. 

Previous studies used the same experimental one – 
dimensional radar signatures to provide useful in-
formation about sea state characterization [12]. The 
objective was to use the fractal dimension of the 
experimental radar signatures as an additional tool 
for sea surface characterization.  

The sea clutter radar data that were used collected 
during the ‘NEMO 2014’ trials in Taranto, Italy, us-
ing an FFI (i.e. ‘Norwegian Institute of Defense’, 
Oslo, Norway) PicoSAR X-band radar as input to a 
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specific SET Working Group. The trial took place in 
the Taranto bay in southern Italy on 23 and 24 Sep-
tember 2014 where the first day the weather was 
quite windy, creating a turbulent sea, correlated to 
the second day, during which the sea surface was 
almost calm. 

2. PROBLEM GEOMETRY AND STATEMENT 

The geometry of sea state characterization problem 
is shown in Fig. 1. The helicopter flying vertically 
while maintaining its position on latitude and longi-
tude fixed, used a PicoSAR radar transmitting to the 
sea, radar pulses and receiving data measure-
ments. The experiment focused on up-wind direc-
tion towards the sea which means that the azimuth 
angle of the radar was with high sampling density in 
grazing angle. 

 

Figure 1. Geometry of the problem  

The first day (23/9/2014) of the trial the wind speed 
was 10-12m/s. The radar azimuth (antenna beam) 
kept on the direction of the wind (upwind) within a 
20° window in the horizontal (azimuthal) direction. 
The grazing angles as the helicopter was rising 
vertically ranged from 3° to 55° and the measure-
ment time of the recorded grazing angle was ap-
proximately 5 minutes. For this reason it was as-
sumed that the wind and sea conditions were al-
most constant during this short period. 

The second day (24/9/2014) of the experiment, the 
wind speed was very low (1-2 m/s) and sometimes 
without wind. The sea clutter data was recorded for 
grazing angles from 4° to 54° with a slight drift in 
azimuth pointing angle of the bore sight of no more 
than 20 degrees. 

For the data used in our analysis the PicoSAR ra-
dar have the following characteristics: pulse width 
12µs, bandwidth 150 MHz, PRF 1 kHz and operat-
ing frequency fs = 9.4GHz (X Band). The range to 

the scene center of the trial was 1850m for all graz-
ing angles. 

In our previous study of sea state characterization 
[12] we indicated a novel method of characterizing 
the sea surface using the ‘Mean Fractal Length 
(MFL)’ criterion which was applied to the same 
experimental Synthetic Aperture Radar (SAR) one – 
dimensional range profiles that we used in this re-
search, applied on time domain. 

However, several practical questions arise when 
dealing with our analysis to characterize a 
backscattered signal embedded in noise. To deal 
with this issue, we present an approach which ini-
tially implement averaging of the range profiles for 
avoiding noise. Determining how many samples of 
range profiles are required to derive a reasonably 
accurate estimate of the signal and after running 
simulations we chose N to be 50 range profiles to 
ensure that was quite enough to give an accurate 
result. Then, we normalized the mean signal range 
profile in range from 0 to 1 and transformed the 
backscattered signal in frequency domain. 

In order to verify the validity of the sea state charac-
terization method, we carried out several experi-
ments in plenty of grazing angle from 5° to 32° as 
for angle greater than 32° it is noticed a strange 
behaviour of the signal, that may be caused by 
complicated physical phenomena and actual anten-
na beamwidth considerations. 

Fig. 2 shows representative normalized mean radar 
backscattered radar signals for N=50 range profiles 
(1D radar signatures) in time domain as shown in 
figure on the top and frequency domain (power 
spectra) at bottom figure, for ‘Day 1’ (23-9-2014, 
‘turbulent sea’) and ‘Day 2’ (24-9-2014, ‘calm sea’), 
at grazing angle of θg = 20°.  
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Figure 2. Representative PicoSAR radar range profiles at 
grazing angle θg = 20o for Day 1 (turbulent sea) and Day 2 

(calm sea): (i) time domain (ii) frequency domain 

As follows from Fig. 2(i), on 23 September 2014 the 
range of the corresponding values is approximately 
from 0.3 to 1. The power spectrum of these signals 
was estimated to determine the power indices. 

Moreover during the following day of 24 September 
2014, for the same grazing angles of 20º, but for 
‘calm sea’ in this case, the range of values of the 
range profiles is approximately from 0.6 to 1. 

The ‘Variance (σ2)‘ criterion is used for the sea 
state determination, which computes the variance 
of the normalized mean signal in time and frequen-
cy domain, for turbulent and calm sea, and at graz-
ing angles from 5° to 30° (increasing every 5°). The 
Variance (σ2) is given by eq. (1): 
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The ‘Fractal Dimension’ criterion is the second me-
thod that used for the sea state estimation which 
computes the fractal dimension of the normalized 
mean range profile in frequency domain, for turbu-
lent and calm sea, and at grazing angle from 5° to 
30° as well. The ‘Fractal Dimension’ is calculated 
using the ‘blanket technique’ that has been de-
scribed briefly in previous study [12].  

This criterion was chosen as fractal dimension is a 
measure of how much space a geometrical set fills 
[5]. Fractal dimension is a characteristic for fractals 
description and classification [13] as it makes mea-
ningful the measurement of metric parts of fractal 
curves, which one of them is their length. The ‘blan-
ket’ technique provides useful information for SAR 
image classification [2] and sea state characteriza-
tion [12]. 

The ‘upper and lower curves’ of the ‘radar range 
profiles’ are indicatively shown at Fig. 3, for itera-
tions δ=20 of the normalized mean of the backscat-
tered signal on frequency domain (here for grazing 
angle θg=20°). To be noticed that, δ represents the 
‘iteration number’, or, equivalently, the ‘resolution’. 

 

 

 
Figure 3. One-dimensional (1D) sea clutter signal and the 
‘upper’ and ‘lower’ curves of the strip for iteration number 

δ=20. 

3. SEA STATE CHARACTERIZATION RESULTS  

The ‘Variance (σ2)’ and ‘Fractal Dimension’ criteria 
are used for characterization of the sea state. The 
‘Variance (σ2)’ criterion computes the variance of 
normalized mean signal in time and frequency do-
main of N=50 range profiles, according to eq. (1). 
Then, numerical calculations similar to the above 
were performed, and the results are presented at 
Table I. 
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TABLE I. Variance (σ2) values results for different  
sea states and grazing angles 

 

 Frequency Do-
main 

Time  
Domain 

Day 
Angle 

Turb Calm Turb Calm 

5° 0.288 0.043 0.010 0.003 
10° 0.455 0.061 0.015 0.003 
15° 0.591 0.055 0.016 0.004 
20° 0.386 0.044 0.014 0.003 
25° 0.404 0.015 0.014 0.002 
30° 0.362 0.023 0.013 0.002 

The results of Table I show that the ‘variance’ val-
ues of the radar normalized mean of N=50 range 
profile in time and frequency domain spectra during 
the turbulent sea state are significantly larger than 
the corresponding values at calm sea. 

The ‘Fractal Dimension’ criterion computes the 
fractal dimension of the normalized mean for N=50 
range profiles in frequency domain, using ‘blanket’ 
technique as briefly described in our previous re-
search [12].The numerical calculations were per-
formed, and the results are presented at Fig. 4 for 
grazing angles of 10° and 25°. Similar results mea-
sured for the grazing angles from 5° to 30°. 

 

 

 
Figure 4. Fractal Dimension FD(δ) as a function of resolution δ  

for grazing angles (i) 10° (upper figure) and (ii) 25°  
(lower figure). 

The results of Fig. 4 show that the fractal dimension 
values of radar normalized mean of N=50 range 
profile spectra during the turbulent sea state are 
significantly larger than the corresponding values at 
calm sea. 

Finally, the Sea State Index (SSI) is calculated for 
both ‘Variance’ and ‘Fractal Dimension’ criteria. The 
sea state indexes (SSI) use the values for calm sea 
as reference. The corresponding results for SSI are 
shown at Table II, below. 
 

TABLE II. Sea State Index (SSI) for ‘Variance’ and ‘Fractal 
Dimension’ criteria for different grazing angles 

 Frequency 
Domain 

Time Do-
main 

SSI 
Angle Variance 

Fractal 
Dimension Variance 

5° 6.604 1.033 2.965 
10° 8.894 1.058 4.686 
15° 10.645 1.034 3.813 
20° 8.670 1.056 4.216 
25° 25.508 1.111 6.590 
30° 15.297 1.073 5.042 

From the above numerical results we conclude that 
the ‘variance’ and ‘fractal dimension’ criteria are sui-
table for ‘radar range profile data’ in the frequency 
domain, while the ‘variance’ criterion only is suitable 
for sea state determination in the time domain. 

4. CONCLUSIONS 

This paper proposes the use of two criteria for the 
characterization of the sea state using normalized 
experimental 1D radar signatures (range profiles). 
The corresponding recorded sea clutter radar data 
were collected during the ‘NEMO 2014’ trials in 
Taranto, Italy, 23-24/9/2014. An X-band PicoSAR 
airborne radar was used for that purpose by FFI 
(i.e. ‘Norwegian Institute of Defense’, Oslo, Norway) 

Concerning the ‘Fractal Dimension’ criterion, de-
scribed above, the fractal geometry theory and, espe-
cially, the ‘blanket’ method was applied to the analysis 
of the sea clutter radar data that had been recorded 
from sea surfaces. The experiment measured back-
scattered signals from sea surface for turbulent and 
calm sea. The sea clutter radar data initially imple-
mented averaging for avoiding noise and then normal-
ized and transformed in frequency domain. 

The use of ‘Variance σ2’ and ‘Fractal Dimension’ 
criteria described above were found to be suitable 
criteria for sea state determination, as described 
above. 
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 5. FUTURE RESEARCH 

In our future related research, we intend to estab-
lish the above criteria in a more accurate fashion. 
Furthermore, we intend to further establish more 
accurate sea state characterization techniques in a 
variety of sea state conditions, if possible.  
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Abstract 

Digital images may register states of a process, and image analysis help us to study this process and its peculiarities. In spite of the 
fact that there are a lot of textbooks on techniques of image analysis, any new problem may requires a new method. Last decades 
fractal and multifractal methods are often used to analyze high resolution images having complex textures. In many cases fractal 
characteristics may be considered as classifying signs for further clustering. In this paper we present two multifractal methods. The 
first method allows us to obtain multifractal spectra and decompose an initial image into the union of nonintersecting sets. The se-
cond one is based on the transformation of an initial measure distribution under so called "direct multifractal transform" and calcula-
tion of information dimensions of measure supports. The examples of application of these techniques are given for various kinds of 
sea surface images. 

 
 

1. INTRODUCTION 

Now the methods of fractal and multifractal analysis 
are widely used to analyze images with complex 
structure. Such images are often fractals or mul-
tifractals. Fractal sets have a self-similarity property 
and may be described one numerical characteristic 
— fractal dimension. Multifractal sets are unions of 
several fractal subsets, which of them has its own 
fractal dimension, being these subsets are arranged 
in a complex intertwined manner. Hence a common 
characteristic for multifractals is multifractal spec-
trum — the set of fractal dimensions of its subsets. 
Our experience in analyzing biomedical preparation 
images (in [1] we calculated Rényi spectra for im-
ages of pharmacological solutions of Ag, and in 
[2,3] we applied such methods for sensitive crystal-
lization images) testifies that the good separation of 
spectra results in successful classification of similar 
images. 

In this work we consider two methods for calcula-
tion of multifractal characteristics for digital images: 
a method based on calculation so called density 
function, which is calculated for each pixel and 
characterizes intensity changes in its neighbour-
hood, and calculation of the set of information di-
mensions both for a given spectrum and its modi-

fied variants which are obtained by a renormaliza-
tion of a given measure. Additionally, in this method 
we calculate the spectrum of averaged exponents 
of singularity. Thus to characterize an image we 
have 2 spectra. The combining of two methods 
increases the possibility for classification of images. 
 
2. MULTIFRACTAL SPECTRUM BY USING 
DENSITY FUNCTION 

We consider a special density function [4] to calcu-
late the singularity power for every pixel. Then we 
combine all the pixels with close values of density 
function, which results in partition of the image on 
the subsets — so called level sets. For each level 
set we calculate its fractal dimension. 

Let ߤ be a measure defined through pixel intensi-
ties for a given digital image. For ݔ ∈ ܴଶ we de-
note ܤሺݔ,  Let .ݔ with center ݎ ሻ a square of lengthݎ
,ݔሺܤ൫ߤ ሻ൯ݎ ൌ  ሻ is soݔሻ, where ݀ሺݔௗሺ௫ሻሺݎ݇
called the local density function of ݔ, and ݇ some 
constant. Taking several values for r we have 
 

݀ሺݔሻ ൌ lim
௥→଴

log ,ݔሺܤሺߤ ሻሻݎ
log ݎ
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The density function measures the non-uniformity of 
the intensity distribution in the square	࡮ሺ࢞,  ሻ. The࢘
set of all points ࢞ with local density ࢻ is a level set 
ࢻࡱ ൌ ሼ࢞ ∈ :૛ࡾ ሻ࢞ሺࢊ ൌ હሽ.	In practice, not to 
increase the number of level sets, one really con-
sider the sets ࡱሺࢻ, ሻࢿ ൌ ሼ࢞ ∈ :૛ࡾ ሻ࢞ሺࢊ ∈
ሾࢻ, હ ൅  .ሿሽࢿ

The set of fractal dimensions of s ࢻࡱ	is the mul-
tifractal spectrum ࢌሺࢻሻ. 
 
3. USING STATISTICAL SUM 

It is usually assumed that an image is partitioned by 
cells with size ࢒	, the number of cells is Nሺlሻ	and 
the measure of ࢏-th cell is ࢏࢖ሺ࢒ሻ~	࢏ࢻ࢒.	Consider the 
statistical sum ሺࢗ, ሻ࢒ ൌ ∑ ࢏࢖

ሻ࢒ሺࡺሻ࢒ሺࢗ
ୀ૚࢏  ) and the se-

quence of measures ࣆሺࢗ, ሻ࢒ ൌ ሼ࢏ࣆሺࢗ, -ሻሽ gener࢒
ated from the initial measure by the direct fractal 

transform ߤ௜ሺݍ, ݈ሻ ൌ
௣೔
೜ሺ௟ሻ

∑ ௣೔
೜ሺ௟ሻಿ

೔సభ
. The method was 

proposed in [5] and is based on the calculation of 
information dimension of a measure support M by 
the formula 

dimܯ ൌ െ lim
ே→ஶ

∑ ௜݌ ln ௜݌
ே
௜ୀଵ

lnܰ
 

The direct multifractal transform results in a trans-
formation of the initial measure by using statistical 
sum, and hence it depends on q as well. For any 
measure from the generated sequence one may 
calculate the singularity power averaged over the 
measure and the fractal dimension of the support of 
the measure corresponding to this singularity pow-
er. Hence we obtain the averaged singularity spec-
trum ߙሺݍሻ, and the fractal dimension of the support 
of the measure ݂ሺݍሻ	as functions of the parameter 
q. Eliminating q one can obtain the relation between 
singularity values and fractal dimensions of corre-
sponding subset. 

For each measure ߤሺݍ, ݈ሻ one can calculate infor-
mation dimension of its support. As q changes, we 
have a set ݂ሺݍሻ of information dimensions of 
,ݍሺߤ ݈ሻ supports, where 
 

݂ሺݍሻ ൌ lim
௟→଴

∑ ,ݍ௜ሺߤ ݈ሻ ln ,ݍ௜ሺߤ ݈ሻ
ே
௜ୀଵ

ln ݈

ൌ lim
௟→଴

݂ሺݍ, ݈ሻ
ln ݈

. 

We also calculate averaging exponents over the 
measure ߤሺݍ, ݈ሻ, i.e. 

෍ߙ௜ߤ௜ሺݍ, ݈ሻ ൌ
∑ ݈݊ ,ݍ௜ሺߤ௜ሺ݈ሻ݌ ݈ሻ
ே
௜ୀଵ

݈݊ ݈

ே

௜ୀଵ

ൌ
,ݍሺߙ ݈ሻ
݈݊ ݈

, 

and then the limit ߙሺݍሻ	of these averagings when 
. Hence, we obtain 

 

ሻൌݍሺߙ lim
௟→଴

,ሺqߙ ݈ሻ
ln ݈

. 

Such a method allows us to obtain the set of di-
mensions ݂ሺݍሻ and the set of averaging exponents 
 .as functions of the parameter q	ሻݍሺߙ

In practice, to obtain the above values we should do 
the following. For every q we take several values of 
variable ݈, calculate sets of points ሺln ݈, ݂ሺݍ, ݈ሻሻ 
and ሺln ݈, ,ݍሺߙ ݈ሻሻ respectively. Then, by using the 
least square method, we determine the approxi-
mate values of ݂ሺݍሻ and ߙሺݍሻ. Thus, we have the 
set of information dimensions of the supports of the 
measures that are obtained from the initial measure 
by the direct multifractal transform. We applied this 
method in [6], to analyze biomedical preparation 
images and in [7] to study crystallization images. 
 
4. NUMERICAL EXPERIMENTS 

Now we consider images of calm (1) and disturbed 
(2) sea surfaces. 
 

 
(1) calm sea surface 

 
(2) disturbed sea surface 

Figure 1. Optical images of sea surface related to sea state 
determination 

0l
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Values of density function lie in diapason [1.73, 
2.23] for 1) and [1.52, 2.42] for 2). We note that 
wider interval corresponds to more complex struc-
ture of the image. Level sets were constructed with 
step 0.1. The graphs of multifractal spectra are 
given below. 
 

 
Figure 2 (a). Multifractal spectrum for image 1) 

 

 
Figure 2 (b). Multifractal spectrum for image 2) 

Level sets for image 1) are shown below. These 
sets illustrate a decomposition of an image on non-
intersecting subsets. Each subset contains pixels 
having density function value in an interval 
[a,a+0.1), where a=1.73,1.83,193,2.03,2.13. Thus 
the number of subsets shown equals the number of 
intervals between values on OX axis. We see that 
image c) has the most intensive density, and on the 
graph we see that this subset has the maximal frac-
tal dimension.  

 
a) 

 
b) 

 
c) 

 
d) 

 
e) 

Figure 3. Level sets for image 1): the decomposition of the 
image on nonintersecting subsets 

The corresponding graphic show values of fractal 
dimensions of these sets. 
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The application of the second method results in the 
graphics shown on Fig.4 
 

 
f) 

 
g) 

Figure 4. Graphs of singularity and information dimensions  
for calm sea (f) and disturbed sea (g) 

 
5. CONCLUSION 

The results of numerical experiments show that the 
methods applied may be useful for analysis of sea 
surface images and sea state determination, since 
graphs of multifractal spectra look quite different for 
different types of sea surfaces. In the near future 
the authors intend to investigate more precise crite-
ria based on the methods described to determine 
sea states. 
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Abstract 

Now the methods of computational image analysis allow us to automate the techniques of routine analysis of digital images in vari-
ous fields of research. The capillary dynamolysis method reflects the spectrum of organic matter in a biological sample. Last dec-
ades it is widely applied in ecology and food industry to study the properties of soil and products.  

This paper presents an approach to the analysis and classification of soil samples obtained by capillary dynamolysis. Detectors of 
brightness differences help to define a special boundary curve on the image, and distances from the central point of the image to the 
points on the curve are the classifying signs for the image under study.  

A set of 128 images is divided into 8 classes, which are used to assess the qualitative properties of soil samples. Computed features 
make it possible to distinguish samples of the soil of the worst quality and to compare images from different classes 

 
 

1. INTRODUCTION 

From the middle of the last century picture forming 
methods for investigating organic cultivation prod-
ucts are widely used. They are based on the inner 
structure of an explored sample which depends on 
biological processes under study. There are three 
classes of such methods: cupric chloride crystalliza-
tion (called also biocrystallization), capillary dyna-
molysis, and circular chromatography. The main 
principle of the methods is to place some metal 
salts in water solution and perform the reaction with 
the substance to be analyzed. In the capillary dy-
namolysis method the reaction is taking place on 
vertically located filter paper with 0.5% solution of a 
metal salt, usually silver nitrate and ferrous sulfate. 
The paper absorbs the solution of the salt by capil-
lary taking up, after which 0.1% sodium hydroxide 
solution with the sample extract is added. The filter 
paper then is dried and exposed by indirect sun-
light. The result is the image with specific patterns 
and colors. Its characteristics allow us to make 
assumptions about the quality of samples and type 
of producing environment.  

Picture forming methods have practical applications 
in the development of agriculture and estimation of 
plant food quality based on its organic properties. 
Also they provide an analysis of soil samples. Tradi-
tionally trained expert groups are involved in image 
analysis. They evaluate obtained images through 
approved criteria for describing differences between 
tested samples. But with growth of contemporary 
computational systems the necessity of applying 

automatic image analysis methods arises. Expert 
evaluation requires significant practical experience 
and a lot of time. More than that, a unified method-
ology for estimating sample properties does not 
exist. In this way, computational image analysis is 
able to increase the objectivity and quality of the 
evaluation results and allow processing large vol-
umes of data. 

This article presents an approach to the analysis of 
images obtained by capillary dynamolysis method. 
It is based on the assessment of shape and geo-
metrical properties of a specific region of an image 
considered. The main steps include the image filter-
ing for noise reduction and retrieval of key infor-
mation, searching for interest area by applying spe-
cial detectors based on lines approximation, and 
forming a final feature set depending on the image 
geometrical properties. The obtained image signs 
allow us to create a unique description for each 
tested sample. The paper is structured as follows. 
Section 2 describes existing approaches to analysis 
of images obtained by the capillary dynamolysis 
and other picture forming methods. Section 3 pre-
sents major points of the proposed approach for 
target images analysis. Section 4 discusses results 
and directions of a future work. 

 
2. RELATED WORKS 

Visual evaluation and computational analysis are 
commonly used to investigate images obtained by 
capillary dynamolysis and other picture forming 
methods. Computational image analysis is a non-
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trivial task, so it requires an individual line of attack 
which takes into account singularities of image for-
mation.  

The paper [11] describes key properties of images 
obtained by capillary dynamolysis and gives pre-
scriptions for its visual interpretation. In [5] the au-
thors present an approach to visual analysis of 
wheat images, which is derived from the experi-
ments with capillary dynamolysis and biocrystalliza-
tion. They use statistical methods for classifying 
target samples based on visually detected features. 
Several examples for image computational analysis 
are introduced for biocrystallization, but not for the 
capillary dynamolysis. The paper [4] discusses 
applications of capillary dynamolysis, biocrystalliza-
tion and circular chromatography for analysis of 
quality and classification of grape and grape juice 
samples.  

In [1] computational analysis methods are applied 
to examine impact effects of homeopathic drugs on 
plants. Images for source samples are generated 
through biocrystallization, their features are ob-
tained by texture and variance analysis. Additional-
ly, the authors use data representing physical prop-
erties of experiments.  

The paper [7] presents an approach to visual and 
computational analysis of soil images acquired by 
the circular chromatography method. Areas of in-
terest are selected randomly in central zone of an 
image which is previously transformed to grayscale, 
then the entropy of texture features in this area is 
computed. Results are combined with visual char-
acteristics, and on this basis final image features 
are formed.  

In [12] the authors describe a method based on 
neural networks to analyze images obtained by 
capillary dynamolysis. They notice that in literature 
there are no approaches to computational analysis 
of target images. The task of binary classification of 
organic and non-organic food images is considered. 
A source image is transformed to grayscale and 
convolved to a one-dimensional vector. To reduce 
the dimension of the vector the Gram-Sharle coeffi-
cients are computed, which form the resultant fea-
ture set. It should be noted that at the moment there 
are few methods of computational image analysis, 
because visual interpretation acquires more wide 
using both experience and practical applications. 

The papers [9,10] describe our previous results 
concerning to analysis of images obtained by the 

capillary dynamolysis method. The proposed ap-
proach for feature selection was described in [9]. In 
paper [10] we presented the results of evaluation 
and clusterization on the dataset containing 31 ima-
ges of soil. 

 
3. THE ANALYSIS OF IMAGES OBTAINED BY 
THE CAPILLARY DYNAMOLYSIS METHOD 

This method may be applied to obtain images when 
analyzing liquids, soils, food, plants [4,7]. One 
should note that digital images of different objects 
may have rather similar structures, which prevents 
us from visual comparing [11]. Besides that in prac-
tice we often have to deal with a small number of 
images. Our goal is to reveal characteristics of im-
ages obtained by the capillary dynamolysis method 
and use them as classifying signs of the objects 
under study. The proposed approach allows us to 
find the most informative areas on an image and 
define their geometric properties, such that these 
properties are unique for an object to a great extent. 
To find these areas and delete noise we use the 
filtration algorithms based on differential operators. 
We apply special detectors to find the points of the 
brightness difference, which helps to find the 
boundary of the area of interest. Then we calculate 
the distances from the centum of the image to the 
boundary. These distances are used as characteris-
tics of the image. For testing the method, the exper-
imental data consisting from 128 soil images ob-
tained by capillary dynamolysis method [2] were 
used. All images have holes in the center and two 
areas – brawn and gray. The boundary of the fist 
area is smooth, and the second one has sharp 
edges. The example of an image obtained by the 
capillary dynamolisys method is shown on the Fig. 
1. 

 
 

Figure 1. Image of soil sample obtained by the capillary  
dynamolysis method 
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In experiments each image corresponds to one of 
metal salts: Ag, Au, Pb, Sn, Fe, Cu, Hg. To analyze 
biological preparation images one often apply spec-
tral analysis [3] and statistical methods [6]. For data 
described above we calculated spectral signs and 
second order statistics. But the experiments 
showed that for different samples results differ on 
10-20%, which is insufficient for further classifica-
tion. Hence these methods should not be applied 
for unique identification of such objects. Thus, the 
demand arises to filter noise and reveal the most 
informative signs for classification. In [11] the meth-
ods of visual interpretations of chromatogram are 
described. They may be applied for analysis of soil 
images obtained by capillary dynamolysis. The 
author underlines the need to pay attention to rings 
between external and internal zones and to the 
edge of the external zone. Visual interpretation 
leads to the conclusion that the area of interest is 
inside of external gray zone, because the main 
change of intensities is concentrated on the bound-
ary, and edge contours are not similar for different 
images. To localize the position of the contour and 
calculate numerical signs the following steps are 
performed: 

― filtration by application of binarization (the 
threshold is defined experimentally) and the 
Sobel differential operator; 

― finding the image center: we use ''sliding 
line detectors'' which searches a group of 
close white pixels inside the black contour;  

― search the curve on the image. We con-
struct the line from the image center with a 
given angular coefficient and take the point 
on the line, which is the point of the bright-
ness difference, as approximation for the 
point on the curve. The process is repeated 
for the next angle value.  

The obtained sequence of coordinate values is an 
approximation of the curve. The signs are the dis-
tances from the center of the image to the points on 
the curve. Thus, in the results of our transformation 
the closed curve (in polar coordinate system) turns 
into a curve in Cartesian coordinates, being all its 
geometrical properties are saved. It is easy to un-
derstand that the dimension of the obtained vector 
of signs depends on the step by the angle. 

4. EXPERIMENTS AND DISCUSSION 

For testing the proposed algorithm, we used the set 
of 128 soil images, obtained by the capillary dyna-
molysis method. These images were produced in 
four different laboratories with various conditions. 
Samples were taken from 7 distinct soil types, and 
NaOH sample was additionally included in the ex-
periment. Dataset is supplemented by the infor-
mation about the nature of soil samples such as id 
of sample environment (sampleID), dates of extrac-
tion and experiment and the laboratory identifier. 
The results of exploratory analysis clearly showed 
that initial parameters of experiments influence the 
inner structure of obtained samples. Therefore we 
performed the analysis of each group individually to 
reveal both generalizing and differentiating signs. 
We implemented three different clusterization tech-
niques for analysis of each group of samples. Hier-
archical clustering and Kohonen self organizing 
map (SOM) were preferred because of simple visu-
al interpretation and lack of requirement to define 
initially the number of clusters. We acquired results 
of both methods for each laboratory and compared 
the fragmentation obtained with the information 
about the nature of soils. In this case the conclu-
sions about the suitability of features were drawn 
basing on the quantity of soil samples from single 
environment (SampleID).  

Besides that the attention was paid to the differ-
ences in results of SOM and hierarchical clustering. 
The distribution of objects from single sampleID 
turned up into one cluster (for one of four laborato-
ries) is shown in Table 1. Two numbers written in a 
table through a slash are the number of images 
from one sampleID in one cluster and total amount 
of objects in target sampleID respectively. 

Тable 1. The results of clusterizations 

 Kmeans Hierarch Som 
12-1 3/5 4/5 3/5 
12-2 3/6 4/6 3/6 
67-1 3/7 4/7 2/7 
67-2 4/6 4/6 3/6 
91-1 3/6 3/6 1/6 
91-2 3/6 4/6 6/6 
91-3 3/6 6/6 4/6 
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Table 2. Cross-correlation between 12-1 and 67-2 SampleIDs 

Table 3. Cross-correlation between 91-1 and NaOH SampleID 

Further we propose to estimate the ability of ex-
tracted features to differentiate the objects of one 
class from the objects of another (without regard for 
the conditions of the experiment). Tables 2 and 3 
show values of cross-correlation coefficients be-
tween randomly select objects in each class.  

It is a standard method to estimate the degree of 
correlation between two series. This characteristic 
is invariant regarding rotation (for example 2 similar 
chromatograms may be rotated by different ways). 
Values close to 1 imply high degree of similarity 
between objects, values close to 0 signify no de-
pendencies. For assessment we can use Chaddock 
scale, that make week connections for correlation 
between 0.1 and 0.3, moderate for values between 
0.3 and 0.5 and noticeable between 0.5 and 0.7. It 
is clear that the correlation between NaOH class 
and all other classes is week in terms of the Chad-
dock scale. This allows us to assume that obtained 
features help to detect samples with the worst soil 
quality.  

Hierarchical clustering shows the best results and 
collects more the half of objects from same samples 
into one class. But evaluation of final split seems 
not to be accurate enough to clearly distinguish 
samples from one laboratory. The directions of 
future work will include an exploring of new addi-
tional features that could be combined with existing 
ones and demonstrate a higher degree of similarity 
between objects from one class. 

5. CONCLUSION 

In this work we proposed an approach to the analy-
sis of images obtained by the capillary dynamolysis 
method. It is based on the estimation of the image 
form and geometrical properties of the boundary 
curve. The main goal is to find key characteristics 
which may be used as classification signs. As such 
a sign we considered the vector of distances from 
the image center to the points on the boundary 
curve. The method was tested on the set of 128 soil 
images. To estimate the effectiveness of these 
signs the clusterization was performed, and cross-
correlations between different classes were calcu-
lated. This method may be considered as a promis-
ing tool for further investigations 
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Abstract 

The problem of computer modelling and visualization of low frequency electromagnetic fields is in the area of interest of such direc-
tions as education, research activity, medicine and industry. Visualization helps better understanding the influence of magnetic fields 
on various physical environments, and a clarifying the physical and mathematical models that are used. In industry visualization is 
often applied in the tools for non-destructive testing and in magnetic inspection systems. In medicine these fields are traditionally 
used in magnetotherapy, and at the moment computer modelling and visualization are often the only practical approach to the study-
ing the influence magnetic fields on a living organism. In this work we demonstrate a computer tool both for modelling a magnetic 
field distribution and the motion of a charged particle in this field. The algorithms are implemented in a special environment Unity. 
That allows the combining calculations and visualization and results in considerable reducing run-time and the development of a 
flexible application that may be easily used by physicians. The results of experiments are given. 

 

 

1. INTRODUCTION 

Computer modelling and visualization of low fre-
quency electromagnetic fields are of interest to 
education, research activities, medical practice and 
industry. Visualization furnishes insights into the 
nature of the influence of magnetic fields on various 
physical environments, reveals peculiarities of 
emerging phenomena and in many cases helps to 
clarify the physical and mathematical models that 
are used. In industry such a visualization is often 
applied when elaborating tools for non-destructive 
testing [6]. Low frequency magnetic fields are also 
used in magnetic inspection systems. 

Of special interest is the application of the methods 
of computer modelling and visualization in biology 
and medicine [1,5]. Experimental data show that 
low frequency electromagnetic fields may have a 
beneficial effect on the processes occurring in living 
systems. Over the past 20 years magnetobiology 
[4] is progressing rapidly. This branch of biology 
originates from biophysics and contributes to the 
elaboration of the methods of treatment of various 
deceases. In particular, in medicine the magneto-
therapy method is widely used, and in this case the 
modelling and visualization of magnetic fields help 
to set and control the device parameters. That re-
sults in increasing effectiveness and safety of cura-
tive sessions. 

Computer modelling and visualization of low fre-
quency magnetic field in a magnetotherapy device 

was performed in [2, 7], where the calculations 
were made for a given configuration of coils in 3D 
space. The calculation of magnetic induction was 
performed in the points of a given space grid, and 
to obtain the induction value in an arbitrary point 
various methods of interpolation were used. In view 
of the large volume of calculation several types of 
optimization were implemented. Basing on the ob-
tained results the authors of [3,9] developed an 
application for modelling the motion of a charged 
particle in the low frequency magnetic field gener-
ated by a given configuration of coils. In all the pa-
pers visualization was performed with using Para-
view software, which complicated the technology 
considerably. 

Thus at the moment there is a program software for 
calculation and visualization of the magnetic field 
generated by different configurations of coils used 
in magnetotherapy devices, and the modelling of 
the motion of a charged particle in this field. The 
main problem is the authors used specialized gra-
phic packages to visualize the results of calculation. 
Such an approach complicates the practical using 
of the software implemented, because a user has to 
organize file transfer between different program 
systems “by hand”.  

In this work we present a more flexible variant of 
the solving the problem above, which combines 
both all the calculations and visualization in one 
environment. Besides that, a new algorithm for cal-
culation and visualization of low frequency magnetic 
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field is designed and implemented. It is based on 
the fact that in any point of the field the magnetic 
induction vector lies on the tangent to a magnetic 
field line. So, we do not use a predefined space 
configuration for the lattice of points, but being in a 
given point we obtain the next point for calculation 
by moving along the tangent on a small distance h. 
On this approach we do not need to use an interpo-
lation, which leads to a reducing run-time. 

In our study we have implemented an approach 
where the calculation of the field and trajectories of 
charged particles and the visualization of the results 
are performed in a uniform programming environ-
ment — the cross-platform software package Unity 
[10,11]. This environment is widely used for design 
of the projects with step-by-step improvement, for 
example in the cycles of prototyping or testing. 
There is a wide range of tools for the editing objects 
in the built-in editor and tuning the editor by using a 
scenario which adds new functional peculiarities 
and control elements. 

Unity applications can be deployed to any desktop 
or mobile platform with little optimization and minor 
changes in code. This technique allowed us to op-
timize resource–intensive mathematical operations, 
which led to an optimization as a whole. 

The system assumes further development. It is 
planned to visualize the motion of a charged parti-
cle in various physical environments, to improve the 
interface, the editor for the environment, coils and 
charged particles. The implemented program prod-
uct may be easily used by physicians for study the 
results of magnetotherapy for various parameters of 
physiotherapy devices. 

The paper is organized as follows. The next section 
contains a brief description of the mathematical 
model and algorithms for its solving. In section 3 the 
description of Unity environment is given. The last 
section shows the results of experiments. 
 
2. MATHEMATICAL DESCRIPTION  
OF THE MODEL 

2.1. Magnetic field calculation 

Our model includes the calculation of the low-
frequency magnetic field generated by one or sev-
eral coils which are placed in the space according 
to a given configuration and the modelling of the 
motion of a charged particle in this field. The first 
problem is well known model task, and the calcula-

tion is performed in the cylindrical system of coordi-
nates by the formulas using elliptic integrals. In the 
process of calculation we have to use the Cartesian 
coordinates, so the transitions between two sys-
tems are performed. The magnetic field is tradition-
ally calculated in the points of a given space grid, 
so in an arbitrary point an interpolation is per-
formed. This way of solving was due to the fact that 
for visualization a special software was used, which 
required the array of values of magnetic inductions 
in a lattice given. This approach was implemented 
in our previous works [2,3,7,9]. In this paper we 
propose a new method in which we construct the 
grid on a section plane. Each vector of magnetic 
induction in a point M lies on the tangent to the 
magnetic field line passing through M, hence we 
start from a point of the grid, calculate the magnetic 
induction and obtain the next point as the point on 
the tangent on a given distance from the initial point 
M. The implementation of such an algorithm be-
came possible in the special environment which 
unites calculations and visualization. 

In the modelling of the charged particle motion we 
use the second law of Newton, being the Lorentz 
force acts on the particle. We use the second order 
system of difference equations which is obtained by 
application of the method of central differences for 
derivatives. Such an approach leads to more effec-
tive results and does not require using software 
packages. As these tasks were discussed in papers 
[2,3] in details, we give here only main formulas for 
easier understanding. 

The scheme for calculation of magnetic field for one 
contour of a coil is shown on Fig.1. 

 
Figure 1. Calculation of magnetic induction in a point M  

on a contour 

Here magnetic field lines are in the plane passing 
through the axis ܱݖ. The magnetic induction vector 

ெܤ
Ԧ

 in a point M is defined by scalar components 
ఘܤ ൌ ௭ܤ and ܣఘݐ݋ݎ ൌ ఈܤ as) ,ܣ௭ݐ݋ݎ ൌ 0ሻ and 
are calculated as  
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ఓబ௜

ଶగ

௭

ఘඥሺோାఘሻమା௭మ
ሺோ

మାఘమା௭మ

ሺோିఘሻమା௭మ
ܮ െ  ሻ, (1)ܭ

௭ܤ ൌ
ఓబ௜

ଶగ

ଵ

ඥሺோାఘሻమା௭మ
ሺோ

మିఘమି௭మ

ሺோିఘሻమା௭మ
ܮ ൅  ሻ. (2)ܭ

where L and K are elliptic integrals of the first and 
second type.  

For an arbitrary configuration of coils the value of 
magnetic induction in a point M is calculated as the 
sum of magnetic induction taken over all the con-
tours (using formulas 1,2) of all the coils, and all 
needed coordinate transformations are performed. 
All these actions are collected in a program block 
(procedure) MagnIndPoint(). 

2.2. Visualization of magnetic field 

The algorithm for calculation of magnetic induction 
is the follows. 

a) Chose a plane containing OZ axis and or-
thogonal the plane XY. 

b) Construct a lattice of points (ܯ௜ሻ	in the giv-
en part of this plane and calculate the mag-
netic inductions vectors	ܤெ೔

. 

c)  Let ܯሺݔ, ,ݕ  ሻ be a point of the lattice andݖ
 .ெ be the magnetic induction vector in Mܤ
This point lies on a magnetic field line and 
 ெ is on the tangent in this point to theܤ
line. The directing vector of the tangent is 
defined by the coordinates	ሺܤ௫, ,௬ܤ  .௭ሻܤ
To obtain the next point for calculation of 
magnetic induction we take the point 
,ଵݔଵሺܯ ,ଵݕ  ଵሻ on the tangent which is onݖ
a small distance ݄ from ܯሺݔ, ,ݕ  ሻ. Theݖ
coordinates of ܯଵሺݔଵ, ,ଵݕ  ଵሻ are foundݖ
from the system 

ଵݔ െ ݔ
௫ܤ

ൌ
ଵݕ െ ݕ
௬ܤ

ൌ
ଵݖ െ ݖ
௭ܤ

, 	 

 

ሺݔଵ െ ሻଶݔ ൅ ሺݕଵ െ ሻଶݕ ൅ ሺݖଵ െ ሻଶݖ ൌ ݄ଶ. 

Thus, we have 

ଵݔ ൌ ݔ േ
௫ܤ݄

,ݔሺߙ ,ݕ ሻݖ
	, 	 

 

ଵݕ ൌ ݕ േ
௬ܤ݄

,ݔሺߙ ,ݕ ሻݖ
	, 	 

ଵݖ ൌ ݖ േ
௭ܤ݄

,ݔሺߙ ,ݕ ሻݖ
 

where 
,ݔሺߙ ,ݕ ሻݖ ൌ ඥܤ௫ଶ ൅ ௬ଶܤ ൅  .௭ଶܤ

We take the both values for ሺݔଵ, ,ଵݕ  ଵሻ and repeatݖ
the calculations from item a). The construction is 
completed when we come to the boundary of the 
given area or the number of steps is achieved. The 
number of section planes is a parameter of the 
program. 

2.3. Motion of a charged particle 

In what follows we used the mathematical model 
that includes the action of electrical field as well. 
The detailed derivation of equations for the move-
ment of charged particle in electrical and magnetic 
fields is given in many textbooks, for example in [8]. 
We describe them briefly. Let ݍ and ݉ be charge 
and mass of a particle. Denote by ܧ	ሬሬሬԦሺݔ, ,ݕ ,ݖ  ሻݐ
and ܤሬԦሺݔ, ,ݕ ,ݖ  ሻ the intensities of electrical andݐ
magnetic field induction in the point ሺݔ, ,ݕ  ሻ at theݖ
moment ݐ. The force acting the ion in electrical field 
is equal to ܧݍሬԦ, and the Lorentz force in magnetic 
field equals ݒݍԦ ൈ  ሬԦ. Writing the second law ofܤ

Newton we obtain ݉ௗ௩ሬԦ

ௗ௧
ൌ ሬԦܧሺݍ ൅ Ԧݒ ൈ -ሬԦሻ. Assuܤ

ming that ܤሬԦ is co-directed with Oz, and hence 
௭ܤ ൌ ,ܤ ௫ܤ ൌ ௬ܤ ൌ 0,	we obtain the following 
system of equations 
 

ሷݔ݉ ൌ ,ݔሺܧ൫ݍ ,ݕ ,ݖ ሻݐ ݊݅ݏ ߛ ݏ݋ܿ ߚ ൅ݕሶ ,ݔሺܤ ,ݕ ,ݖ  ሻ൯ݐ

ሷݕ݉ ൌ ,ݔሺܧሺݍ ,ݕ ,ݖ ሻݐ ݊݅ݏ ߛ ݊݅ݏ ߚ െݔሶܤሺݔ, ,ݕ ,ݖ  ሺ3ሻ	      ሻሻݐ

ሷݖ݉ ൌ ,ݔሺܧݍ ,ݕ ,ݖ ሻݐ ݏ݋ܿ  	ߛ

The system was investigated in [3,9] and the algo-
rithm for approximate calculation based of using 
difference equations was proposed and implement-
ed. The second order discrete system obtained 
from (3) has the form 
 
௜ାଵݔ െ ௜ାଵݕ௜ܭ ൌ ௜ݔ2 െ ௜ିଵݔ െ ௜ିଵݕ௜ܭ

൅ ௜ܮ ݊݅ݏ ߛ ݏ݋ܿ  ߚ

௜ାଵݔ௜ܭ ൅ ௜ାଵݕ ൌ ௜ݕ2 െ ௜ିଵݕ ൅ ௜ିଵݔ௜ܭ
൅ ௜ܮ ݊݅ݏ ߛ ݊݅ݏ  	ߚ

௜ାଵݖ ൌ ௜ݖ2 െ ௜ିଵݖ ൅ ௜ܮ ݏ݋ܿ ,ߛ            	ሺ4ሻ 

where ܭ௜ ൌ
௤௛

ଶ௠
,௜ݔሺܤ ,௜ݕ  ,௜ሻ if current is constantݖ

and ܭ௜ ൌ
௤௛

ଶ௠
ܤ cos߱ݐ௜ in the case of variable 
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current with frequency ߱. By analogy ܮ௜ ൌ
௤௛మ

௠
,௜ݔሺܧ ,௜ݕ  , if electrical field depends on the	௜ሻݖ

point, and ܮ௜ ൌ
௤௛మ

௠
ܧ cos߱ݐ௜	for periodic field. 

The system (4) is linear, ݖ௜ are calculated inde-
pendently from ݔ and ݕ, and on every step 
,௜ାଵݔ  ,௜ାଵ may be found by the Cramer methodݕ
because the determinant of the system ∆	ൌ 1 ൅
௜ܭ
ଶ ് 0. 

So, in our work we realized this algorithm in Unity 
engine. The initial data are parameters of a particle 
q and m, the initial points ࡹ૙ ൌ ሺ࢞૙, ,૙࢟  ,૙ሻࢠ
૚ࡹ ൌ ሺ࢞૚, ,૚࢟  ૚ሻ (in global Cartesian coordinateࢠ
system) of the trajectory and values of magnetic 
induction in these points. For each point of the tra-
jectory the magnetic induction is calculated by the 
program MagnIndPoint. 
 
3. TECHNOLOGICAL TOOLS  
OF THE MODELLING 

3.1. Short description 

Unity environment is a cross-platform tool for de-
velopment of 3D applications. Such applications 
may be set practically on all known platforms [11]. 
Unity supports DirectX and OpenGL, which results 
in obtaining high-level solutions by the use of mod-
ern graphical tools. 

Unity also supports script languages, so the pro-
gramming in this system should present no prob-
lems because there is no need to use a large num-
ber of extraneous solutions. In the kernel of Unity 
there are many built-in additional tools for design, 
so the programming in the environment is simple 
and clear enough. 

The working process is effected by way of the Unity 
visual editor. The editor links scenes, and combines 
the project resources and the code into interactive 
objects, which allows optimizing the process of 
implementation of professional visual applications. 
It should be noted that in this environment a flexible 
approach to object-oriented programming is real-
ized: objects are created by union but inheritance, 
and there are the links controlled between the ob-
jects. 

3.2. Optimization  

To optimize the calculation of magnetic induction 
we at first splat into streams the calculation of coor-
dinates and magnetic induction. Then we splat the 

calculation of functions, magnetic induction for all 
the contours of a coil, total value of magnetic induc-
tion in a point, coordinate transformations and visu-
alization. Depending on a system configuration 
such an optimization leads to the reducing run-time 
approximately 7-8 times. For a system of 3 coils (10 
contours) the run time before optimization is 3-4 
min, after optimization 25-30 sec. 
 
4. EXPERIMENTS 

Device parameters are the following: current inten-
sity is 3А, coils have 7 turns, the number of wind-
ings is 25. The size of the region (in mm) is 
600x600x300 the step on time h (in sec) is 10ି଺. 

The experiments were performed for various types 
of ions and combination of magnetic and electrical 
fields. In experiments was modelled the motion of 3 
particles 
 
ܰܽା: ݍ ൌ 3.817 ∗ 10ିଶ଺,݉ ൌ 1.60217 ∗ 10ିଵଽ; 

ܵ ସܱ
ି: ݍ ൌ െ7.634 ∗ 10ିଶ଺,݉ ൌ 1.59468 ∗ 10ିଶଶ  

e: ݍ ൌ െ1.602 ∗ 10ିଵଽ,݉ ൌ 9.1 ∗ 10ିଷଵ  

for different configuration of magnetic field. All the 
particles start the motion from the initial point 
(5,10,15). On Fig. 2-3 the motion of the particles is 
shown for different position of coils. 
 

 
Figure 2. Four coils with coordinates (-272, 0, -272),  

(141, 0, 332), (-130, 0, 348), (284, 0, -284) 
 

 
Figure 3. Four coils with coordinates (-331, 0, -74),  

(0, 0, 317), (-322, 0, 51), (284, 0, -280) 
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CONCLUSION 

Development of tools for computer modelling of 
magnetic field distribution and the motion of various 
particles in the field is the important task which may 
help in studying the influence of low frequency 
magnetic field on living tissues and estimate the 
effectiveness of various curative sessions. Further 
investigations lead to a natural using other mathe-
matical models which may be applicable not only 
for air but for different environments as well. 
 
REFERENCES 

[1] V. Aleksandrov. Electromagnetic fields and ecology. St. 
Petersburg, 2005. (in Russian). 

[2] N. Ampilova, D. Dimitrov, B. Kudrin. Mathematical mo-
delling of low frequency magnetic field in systems for 
magnetotherapy. Proc. 8 Int. Conf. CEMA13, Sofia, Bul-
garia, October 17-19, 2013, p. 48-51.  

[3] N. Ampilova, F. Uvarichev, I. Soloviev. On the estima-
tion of magnetotherapy curative sessions effects. Proc. 
13 Int. Conf. CEMA18, 18-20 Oct. 2018, Sofia, Bulgaria, 
p. 62-65, ISSN: 1314-2100, Изд. KING 2001, Sofia.  

[4] V. Binhi. Magnetobiology: Underlying physical problems. 
San Diego, Academic Press, 2002. 

[5] V. Binhi, A. Savin. Effects of weak magnetic fields on 
biological systems: physical aspects. PHYS-USP, 2003, 
46 (3), p. 259–291. 

[6] N. Ida. Numerical modelling for electro-magnetic non-
destructive evaluation. New-York, Springer Publishing 
Company, 1994. 

[7] B. Kudrin, I. Soloviev. On interpolation methods of low 
frequency magnetic field in systems for magnetothe-
rapy. Proc. 9 Int. Conf. CEMA14, Sofia, Bulgaria, Octo-
ber 16-18, 2014, p. 154-157. 

[8] B. Lennert, "Dynamics of charged particles", North 
Holland, 2004. 

[9] F. Uvarichev, N. Ampilova, I. Soloviev. On the modelling 
ion motion in electromagnetic field. Proc. 10 Int. Conf. 
EPE-2018, ID 2627, p.1-4, ISBN 978-1-5386-5061-5 
IEEE Catalog number CFP 1847S-USB.  

[10] Unity. URL: https://unity.com 

[11] Unity Multiplatform. URL: 
https://unity3d.com/unity/features/multiplatform.

 

 

 



IMPROVED ALGORITHM FOR CALCULATING GEOMETRIC  
CHARACTERISTICS FROM OPTICAL IMAGES OF CORRODED  

OBJECT'S CROSS-SECTION 
Borislav Bonev 

Department of Microelectronics, Technical University of Sofia 
8 Kliment Ohridski Blvd., Sofia, Bulgaria 

T. +359876432090; E-mail: bonev@ecad.tu-sofia.bg 

Anna Stoynova 

Department of Microelectronics, Technical University of Sofia 
8 Kliment Ohridski Blvd., Sofia, Bulgaria 

T. +359882142522; E. ava@ecad.tu-sofia.bg 

Antonio Shopov 

Department “Mechanics and Mathematics”, VSU “Luben Karavelov” 
175 Suhodolska str., Sofia, Bulgaria 

T. +359878930570; E. shopoff@mail.bg 
 

Abstract 

The paper proposes improvements of previously proposed by authors method for automated calculation of second area moments of 
random complex cross-sections by using digital images. The method is optimized for determination of corrosion impact on geometric 
characteristics of random cross-sections. The comparison between the method and other methods is presented for verification of the 
obtained results. It is studied the impact of the image’s resolution on method accuracy. 

 
 

1. INTRODUCTION 

In modern engineering practice, various metrics can 
be determined by the use of digital images. Ways to 
determine the moment of inertia of a section have 
been developed [3, 7]. Although the formulas for the 
corresponding calculations are known, their precise 
calculation is still fraught with the corresponding 
calculation errors due to many factors. Engineering 
staff uses graphical computing software (such as 
AutoCAD for example) where it is possible to calcu-
late geometric characteristics by using cross-
section photo material. In these methods it is re-
quired to draw a given area or figure, to draw in the 
so-called “region" and from there the program can 
perform the calculation. This method significantly 
increases the possibility of errors and inaccuracies. 

Usage of optical digital images in analysis and clas-
sification of materials is well studied [1-7]. Publica-
tion [7] proposes a method for determining second 
area moments using a digital image. This approach 
is sufficiently reliable and accurate in cases where 
the section has an axis of symmetry. In corrosion 
sections, the methods needs to be improved, since 
corrosion propagates arbitrarily, not symmetrically, 
and using the theory, there should be the product 
moment of inertia different from zero [8-9]. For this 

reason, the possibility to calculate the principal axes 
of moment of inertia and rotate them to determine 
the maximum and minimum moment of inertia has 
been added. In [7], the image is segmented into two 
regions – region with area and region without area. 
This article proposes to segment three regions – 
solid material, empty areas and corrosion areas. 
 
2. BASIC THEORETICAL METHOD 
In [7], the proposed method uses the representation 
of image constituent pixels as a geometric figure 
with corresponding geometric characteristics (fig. 
1), on the basis of which the moment of inertia is 
calculated: 

 

Figure 1. Basic concept for determination of pixel second 
area moment [9] 
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For figures without an axis of symmetry, the product 
moment of inertia is calculated by the formula [8-9]: 

௬௭ܫ  ൌ ∬ .ݕ ஺ܣ݀	ݖ    (1) 

It should be noted that the product moment of iner-
tia could be: positive, negative or zero (in the case 
of an axis of symmetry). Fig. 2 shows the basic 
concept for determining axial moments of inertia 
and principal moments of inertia. 

 
Figure 2. Basic concept of moments of inertia about inclined 

axis [9] 

With known formulas for rotating the coordinate axis 
[9]:  

′௬ܫ ൌ
ଵ

ଶ
. ൫ܫ௬ ൅ ௭൯ܫ ൅

ଵ

ଶ
. ൫ܫ௬ െ .௭൯ܫ cos ߙ2 െ 

.௬௭ܫ  sin  (2)      ,ߙ2

′௭ܫ ൌ
ଵ

ଶ
. ൫ܫ௬ ൅ ௭൯ܫ ൅

ଵ

ଶ
. ൫ܫ௬ െ .௭൯ܫ cos ߙ2 ൅ 

.௬௭ܫ  sin  (3)      ,ߙ2

௬′௭ܫ  ′ ൌ
ଵ

ଶ
. ൫ܫ௬ െ .௭൯ܫ sin ߙ2 ൅ 

.௬௭ܫ  cos  (4)      ߙ2

the extreme values of the axial moment of inertia 
can be determined using this requirement [9]: 

ௗூ೤′
ௗఈ

ൌ 0                 (5) 

By making the appropriate transformations, the 
following formula is obtained [9]: 

tan ߙ2 ൌ
ଶ.ூ೤೥
ூ೥ିூ೤

 (6) 

This equation has infinite number of solutions. As-
suming α1 is one of them, all others can be ex-
pressed by the formula [9]: 

௞ାଵߙ   ൌ ଵߙ ൅ ݇. గ
ଶ
,              (7) 

where к = 1,2,3,4,5,6……..n. 

If the latter formula is used, it represents two differ-
ent principal axes that are mutually perpendicular. 
We denote these axes as y 'and z', as well as other 
authors [9]. Then they become principal axes of 
moment of inertia and for them is valid the following 
equation for every α1 [9]: 

′௬′,௭ܫ  ൌ
ሺூ೤ାூ೥ሻ

ଶ
േ ටቀ

ூ೤ିூ೥
ଶ
ቁ
ଶ
൅ ௬௭ଶܫ  (8) 

From the moment of inertia obtained, one is maxi-
mum and the other is minimum. The maximum is 
denoted I1 and the minimum is I2 and they can de-
termined by the formula [9-10]: 

ଵ,ଶܫ  ൌ
ሺூ೤ାூ೥ሻ

ଶ
േ ටቀ

ூ೤ିூ೥
ଶ
ቁ
ଶ
൅ ௬௭ଶܫ  (9) 

This classical equation can be used for verification 
[9-10]: 

.ଵܫ  ଶܫ ൌ .௬ܫ ௭ܫ െ ௬௭ଶܫ             (10) 

Obtaining a zero for the product moment of inertia 
for a pair of axes means that these axes are princi-
pal axes of moment of inertia and if a figure with 
arbitrary corrosion products position has an axis of 
symmetry, then this axis is one of the principal axes 
of moment of inertia. 
 
3. SOFTWARE IMPLEMENTATION OF THE 
METHOD 

The presented method requires an enormous num-
ber of calculations with high performance. MatLab 
was chosen as the environment for the implemen-
tation of the proposed method. The software imple-
mentation is based on the algorithm presented in 
our previous study [7] with several major improve-
ments: 

– image segmentation into three areas – sol-
id area, corrosion area and empty area 
(voids, holes, etc); 

– determining the principal axes and mo-
ments of inertia; 

– automatic visualization of principal axes of 
moment of inertia axes and coordinate sys-
tems; 

– greater degree of automation of the calcu-
lation process. 

Image segmentation is necessary in order to be 
able to examine sections where both areas with 
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corrosive products and areas without solid material 
are present (e.g. holes). Image segmentation is 
realized by well-known method of image binariza-
tion [7]. 

The calculation process is highly automated. The 
user is required only to define the section outside 
contour, as well as to measure and enter only one 
physical dimension of the section. 

The calculation of the center of gravity is carried out 
by the following equations [7]: 

 ܼ஼ ൌ
∑ ஺೛೔ೣ೐೗௭೔
ಿೞ೚೗೔೏
೔సభ

ேೞ೚೗೔೏஺೛೔ೣ೐೗
, (11) 

 ஼ܻ ൌ
∑ ஺೛೔ೣ೐೗௬೔
ಿೞ೚೗೔೏
೔సభ

ேೞ೚೗೔೏஺೛೔ೣ೐೗
,	 (12) 

௜ݖ  ൌ ሺ݈௖ െ ݈௜ ൅ 0.5ሻܽ௣௜௫௘௟, (13) 

௜ݕ  ൌ ሺܿ௜ െ ܿ௖ ൅ 0.5ሻܽ௣௜௫௘௟, (14) 

where lc,cc – coordinates of the origin of the cross-
section coordinate system; li,ci – coordinates of an 
arbitrary pixel from the cross-section area, Ns – 
number of the pixels, representing areas with solid 
material. 

The moments of inertia I1 and I2 are calculated as 
follows [9]: 

௭ೞ೚೗೔೏ܫ             ൌ ∑ ൬
௔೛೔ೣ೐೗
ర

ଵଶ
൅ ௜ݕ௣௜௫௘௟ܣ

ଶ൰ேೞ೚೗೔೏
௜ୀଵ  (15) 

௬ೞ೚೗೔೏ܫ             ൌ ∑ ൬
௔೛೔ೣ೐೗
ర

ଵଶ
൅ ௜ݖ௣௜௫௘௟ܣ

ଶ൰ேೞ೚೗೔೏
௜ୀଵ  (16) 

௬௭ೞ೚೗೔೏ܫ                 ൌ ∑ ݖݕ௣௜௫௘௟ܣ
ேೞ೚೗೔೏
௜ୀଵ  (17) 

௜ݖ              ൌ ሺ݈௜െ݈௖ ൅ 0.5ሻܽ௣௜௫௘௟ ൅ ܼ஼೘  (18) 

௜ݕ             ൌ ሺܿ௖ െ ܿ௜ ൅ 0.5ሻܽ௣௜௫௘௟ ൅ ஼ܻ೘ (19) 

The determination of the principal moments of iner-
tia and the angles of rotation of the coordinate sys-
tem are determined after completion of the calcula-
tions described above, on the basis of the formulas 
presented in section 2. 
 
4. METHOD VERIFICATION 

To verify the proposed method, the geometrical 
characteristics of a section were calculated. The 
drawing of the section is shown in fig. 3. Based on 
the drawing, a high-resolution bitmap image (the 

section region of image is formed by 10,000,000 
pixels) was made. The proposed method was ap-
plied to this image. 

A manual calculation of the geometric character-
ristics of this section is presented in [10]. Table 1 
presents the values obtained by manual calculation 
and compared with those obtained by the proposed 
method. The error of the values calculated by the 
proposed method is calculated. 

 

 
Figure 3. Diagram of the cross-section used  

for verification [10] 

It can be seen that the accuracy of the proposed 
method is very high if the resolution with which the 
section is presented is high. 

Table 1. Results from verification of the proposed method 

Fig. 4 shows the generated image with plotted co-
ordinate systems. The legend is as follows: 

cyan – y-coordinate of the section’s coordinate 
system; 

magenta – z-coordinate of the section’s coordi-
nate system; 

blue – y-coordinate of the translated coordinate 
system; 

 calculation 
given [10] 

proposed 
method 

error [%] 

ZC [cm] 3.167 3.167 0% 

YC [cm] 3.235 3.235 0% 

Iz [cm4] 155.7 155.7 0% 

Iy [cm4] 200.9 200.9 0% 

Iyz [cm4] -43.17 -43.18 0.0232% 

I1 [cm4] 227.03 227.05 0.0088% 

I2 [cm4] 129.57 129.58 0.0077% 

α1 [deg] 31.183 31.189 0.0192% 

α2 [deg] -58.814 -58.811 0.0051% 
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red – z-coordinate of the translated coordinate 
system 

green – first principal axis of moment of inertia de-
fining the direction of maximum moment of inertia I1 

yellow – second principal axis of moment of inertia 
defining the direction of minimum inertia moment I2 

α – angle of rotation relative to the coordinate 
system between horizontal axis and maximum mo-
ment of inertia I1  

 

 
Figure 4. Coordinate systems of the cross-section,  

used for verification 
 
5. STUDY THE IMPACT OF IMAGE RESOLUTION 
ON CALCULATION ACCURACY 

The study in section 4 was carried out with high 
resolution image. A study was performed with re-
duced image resolution in order to determine the 
effect of the image resolution on the accuracy of the 
calculation. Fig. 5 shows the dependence of calcu-
lation error from number of section’s pixels. 

 

 
Figure 5. Dependence of calculation error from number  

of section’s pixels 

It can be seen that the calculation error is below 
1 % for number of section’s pixels larger than 
100 000. Respectively section image with resolution 
larger than 0.3 megapixel (the section should occu-
py as much of the image as possible.) will be 
enough for calculation with error below 1 %. 

 
6. USING THE METHOD FOR SECTION WITH 
CORROSION 

After the method has been verified, it has been 
applied in calculating the geometrical characteris-
tics of a section with corrosion. The shape of the 
corrosion products on the surface is random and 
therefore manual calculation is practically impossi-
ble. Image used for the calculation is shown in Fig. 
6. The image resolution is 5936 × 4144 (24 mega-
pixels). The section area contains 9.5 megapixels. 
 

 
Figure 6. Photograph of the cross-section with corrosion used 

for calculation with proposed method 

A comparison of the obtained results was made 
using the AutoCAD software. A method with Auto-
CAD is widely used in practice for calculation of 
geometric characteristics. Classically, this method 
requires the manual enclosure of areas for which 
the geometric characteristics are calculated. For 
case of image of section with corrosion such as 
used in this case, this manual enclosure is an ex-
tremely slow and difficult process. The image with 
hand-drawn lines in the environment of AutoCAD 
software is shown in Figure 7. Table 2 presents the 
results obtained by calculation using AutoCAD and 
proposed in this paper method. 

 
Figure 7. Using AutoCAD for geometric characteristics  

calculation 
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Table 2. Results from geometric characteristics calculation  
of the cross-section with corrosion 

 

 
Figure 8. Coordinate systems of the cross-section with  

corrosion (diameter is 10 cm, image binarization with trace 
hold 0.65) is used for verification 

 
7. CONCLUSION 

The developed algorithm and calculation method 
are characterized by great versatility, reliability and 
accuracy.  

The algorithm proposed in this article makes it pos-
sible to calculate the geometric characteristics of 
cross sections with the presence of corrosion prod-
ucts on the surface, where the classical methods 
are inapplicable or would be very difficult to imple-
ment them. For comparison, the method proposed 
in this article requires no more than a few minutes 
to apply, whereas the hand-drawing method with 
AutoCAD used for comparison takes days for com-
plex sections. 

The difference between the results obtained by 
AutoCAD and the method in this article are due to 
major imperfections in the algorithms used. Auto-
CAD uses vector graphics rather than raster gra-
phics, so the following prerequisites exist: 

– The section to be analyzed must be the 
only section in the drawing; 

– The section must be hatchable; 
– Can only process lines, arcs, polyline, 

splines, circles or ellipses are supported if 
created with pellipse; 

– Breaks down the section into component 
areas or slices. More slices means great-
er accuracy. The maximum is limited; 

– Set desired accuracy, decimal places, 
conversion units, and units of measure; 

– When we have an optical image manual 
enclosing method and the imperfections 
of the human eye. 

With this method, the segmentation and the entire 
computation process is automatic. This in addition 
to the verification results, justifies that the method to 
be considered more reliable. 

The developed method can be applied outside the 
field of study of the corrosive influences and it is 
precise enough to be used in other areas, where it 
is used digital images, e.g. medical imaging. 
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Abstract 

In this paper an algorithm is presented for wild animals population estimation through background modelling and subtraction in vide-
os captured by thermographic cameras. In order to obtain low-rank and sparse representation of the video content on a frame-by-
frame basis several decomposition techniques are tested, namely the Robust Principal Component Analysis (RPCA) with its Go 
implementation (GoDec), Low-rank matrix completion by Riemannian optimization (LRGeomCG), Robust Orthonormal Subspace 
Learning (ROSL), and Non-negative Matrix Factorization via Nesterov’s Optimal Gradient Method (NeNMF). Promising results are 
obtained in terms of accuracy and the approach seems applicable in agronomy, protection of the natural environment, forestry and 
others. 

 

 
1. INTRODUCTION 

Thermography has been long employed into nu-
merous applications related to remote sensing, 
mechanical design at the stage of component 
durability testing, medical treatment, civil and mili-
tary surveillance and others. 

In [1] Yang and He investigate wide range of ther-
mographic methods based on optical and non-
optical excitation to locate damages in composites 
as a non-destructive approach. They group the 
various implementations based on the nature of the 
heat inductor as optical, laser, eddy current, micro-
wave, vibro- and ultrasound. Classification of known 
realizations has also been provided according to 
the type of the heating function, style, position and 
motion. At the stage of registered signals pro-
cessing some of the designers rely on tensor de-
composition. Gao et al.[2] turn towards the estima-
tion of fatigue and residual stress by incorporating 
spatial-transient-stage tensor along with Tucker 
decomposition taking into account the variation of 
material qualities over time. Positive results are 
reported from analyzing gear fatigue. Further the 
authors [3] confirm the significant level of correla-
tion between the deviation of the physical properties 
of tested steel materials and the mathematical 
models based on tensor analysis when eddy cur-
rents are applied in a pulsed manner. 

Active thermography is another mean for compo-
sites exploration by analyzing captured images for 
detecting various defects [4]. Series of infrared 

pictures are ordered in time of recording and then 
adjacent pixels from consecutive planes are pro-
cessed. The first derivative over the selected spatial 
direction together with two-dimensional wavelet 
transform yielded most accurate results into detect-
ing cracks. 

Series of thermo-images are also under considera-
tion by Garbe et al. [5] who propose to have from 
them a complex motion estimation. Heat dissipation 
on a time scale as a diverging process undergoes 
analysis with the local gradient technique. Atmos-
pheric interaction with the ocean surface is the pri-
mary focus with a possible application to non-
destructive testing and botany as well. This method 
permit accuracies as high as one tenth of a pixel. 

Thermography allows not only pattern analysis but 
also separation from thermos-series [6]. Non-nega-
tive pattern discriminative scheme when eddy cur-
rent acts as a driver in pulsed thermography for 
detecting particular patterns and their temporal 
change is applicable in this unsupervised approach. 
It is known with its scale invariance. 

Aerospace composites are another object of testing 
under the use of eddy current [7]. In this approach 
signal reconstruction along with a pattern recogni-
tion techniques take place. Relatively large surface 
areas under processing and short time intervals  
are distinct properties of this method. Tucker de-
composition helps into near-surface defects spot-
ting from a few hundred frames captured forming 
the three-dimensional tensor. 
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Tensor regression based on engaged penalties are 
in the basis of an image-based prognostics ap-
proach [8]. Series of degradation images supports 
the prediction of the residual product lifetime. Ten-
sors give the opportunity for dimension reduction by 
projection to a sub-space with information sparing 
capability. Further, regression acts a mapping tool 
for the time-to-failure data and CANDECOMP/ 
PARAFAC (CP) along with Tucker decomposition 
serve as parameter estimator for the higher dimen-
sion configuration. Testing with a data from rotating 
machinery provides positive practical results. 

Another highly productive and current approach for 
nondestructive testing is the microwave termogra-
phy [9]. Zhang et al. present a review on various 
techniques employing it pointing out its advantages 
– selection of the area of heating, energy efficiency, 
power uniformity, volume affecting and ability for 
particular penetration. Despite being extremely use-
ful in quality control and industrial continuous moni-
toring its applicability in surveillance applications is 
not mentioned.  

Gear inspection in wind turbines at limited time in-
tervals during general maintenance for fatigue dis-
covery prove useful according to Gao et al. [10]. 
The implementation of the tensor apparatus over 
thermal data obtained by inductive principle it be-
comes possible to supply early warning on wearing 
out such components.  

Despite the vast amount of practical implementa-
tions of thermographic sequences, most often ap-
plying tensor decomposition schemes, in non-dest-
ructive testing, quality control, fault diagnosis or 
investigating complex interaction processes of phy-
sical nature it seems that thermography based sur-
veillance systems is another major field that de-
serves attention into employing these methods. In 
this study we are investigating the applicability of 4 
multidimensional decomposition algorithms for wild 
animals population estimation through background 
modelling and subtraction. The tested algorithms 
are presented in Section 2, followed by experi-
mental results in Section 3. The latter are discussed 
in Section 4 with useful guidelines about the future 
use of this algorithms and then the paper ends with 
a conclusion. 

2. ALGORITHMS DESCRIPTION 

2.1. GODEC 

When establishing certain relations among parame-
ters describing processes it is practical to use com-
pressed representations and most of the processing 
is done by matrix completions. The latter are done 
by low-rank formations ࣦ and sparse entities ࣭. 
The Go decomposition [11] is efficient tool in esti-
mating these parts given the input matrix as: 

 ࣲ ൌ ࣦ ൅ ࣭ ൅ ࣡,        (1) 

where ࣡ is the present noise within the data. Alter-
native association is made according to: 

 ቚࣦ ≅ ࣲ െ ࣭
࣭ ≅ ࣲ െ ࣦ

. (2) 

Speeding up the whole process comes from bilat-
eral random projections [11]. It is also applicable to 
matrix completion. Given the objective function: 

 ݂ ൌ ‖ࣲ െ ࣦ െ ࣭‖ி
ଶ  (3) 

Zhou and Tao [11] prove that it goes to a local min-
imum while  ࣦ and ࣭ strive to their optimums. The 
procedure is robust as the authors report compared 
to Robust PCA and OptSpace. 

2.2. LRGEOMCG 

LRGeomCG [12] represent low-rank matrix comple-
tion where the optimizing procedure is implemented 
directly given  a multitude of matrices with a fixed 
rank. This task may be expressed as: 

 ቮ
minimizeࣲ ݂ሺࣲሻ ∶ൌ

ଵ

ଶ
‖ ஐܲሺࣲ െࣛሻ‖ி

ଶ,

ࣲ	݋ݐ	ݐ݆ܾܿ݁ݑݏ ∈ ௞ࣧ ∶ൌ
ሼࣲ ∈ Թ௠௫௡: ሺࣲሻ݇݊ܽݎ ൌ ݇ሽ.

 (4) 

In (4), applying the Frobenius norm F, ࣛ is mxn 
matrix on subset Ω, part of entire set of inputs 
{1÷m}x{1÷n}. The holistic minimizer has a rank of k. 

௞ࣧ is a smooth manifold over ԧஶ and the optimi-
zation function is denoted as f. The author reports 
good scalability in solving large-scale tasks with 
higher efficiency than some of the other well known 
algorithms of the same type. 

2.3. ROSL 

Computational sparing low-rank recovery is possi-
ble by applying ROSL [13] in the case of lacking 
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samples from the input data. The approach is quite 
practical within the computer vision field. A new 
measure considering the rank of the sparse repre-
sentation over orthonormal subspace and a coding 
algorithm for rank minimization makes it possible to 
have quadratic complexity of the matrix size for the 
procedure. Shu et al. [13] prove that the new rank 
measure is limited from below by the nuclear norm. 
Random sampling leads to linear complexity in 
further optimizing the algorithms according to the 
authors and outperforms some of the earlier de-
compositions. 

2.4. NENMF 

Non-negative matrices could undergo decomposi-
tion using a product of a couple of factors in two-
dimensional form with the condition to be also non-
negative. NeNMF [14] uses Nestorov’s optimal 
gradient approach over one factor optimizing it al-
ternatively with another of fixed form. Matrix factor 
is recalculated at each step by the projected gradi-
ent method over a predetermined position for a 
search and a Lipschitz constant determines the 
amount of increment. Approximation accuracy and 
computational time efficiency are proved to be 
higher than that of multiplicative update rule and 
projected gradient method alone [14]. 

2.5. Motion-based multiple object tracking (MT) 

As a mean for comparison with the above four de-
scribed algorithms MT [15] has been tested to eval-
uate both the computational efficiency and the ac-
curacy provided. Working entirely in spatial domain 
it is widely used in the practice consisting of the 
following stages: entity objects construction, tracks 
initialization, detecting objects, predicting track 
changes, assigning tracks to objects, continuous 
update of generated tracks and outputting the re-
sults. 

3. EXPERIMENTAL RESULTS 

The experiments are implemented on a PC with 
Intel Core i5 x64 CPU (4 cores) operating at 3.1 
GHz, 12 GB operational memory. The OS is Linux 
Ubuntu 14.04 LTS and the testing environment – 
Matlab R2016a. All decomposition algorithms come 
from LRSLibrary v. 1.0.10 [16]. Testing database 
comprises of six thermographic videos (Tabl. 1) 
containing in various frames from one to tens of 
wild species. 

The average decomposition (DT) and full pro-
cessing time (FT) for all 6 videos, including input-
output operations to the hard drive, are given in 
Table 2. 

Table 1.  Testing videos 

Video Width, 
px 

Height, 
px 

FPS Frames 

1 320 180 29.97 211 
2 400 224 29.97 211 
3 400 224 23.98 145 
4 400 300 29.97 211 
5 400 300 20.00 141 
6 400 300 20.00 140 

 
There also appears the average animal detection 
accuracy (A). In Fig. 1 its distribution (p) for every 
video reveal how stable each of the tested algo-
rithms are. 

Table 2.  Average processing times and detection accuracy 

Algorithm DT, sec FT, sec Accuracy, % 
GoDec 1.96 5.54 98.53 

LRGeomCG 4.74 8.43 99.20 
ROSL 9.01 12.45 96.51 

NeNMF 0.36 4.01 99.30 
MT 4.22 - 63.55 

 

  

a) Video1–GoDec       b) Video1-RGeomCG 

  

  c) Video1-ROSL              d) Video1-NeNMF 

  

  e) Video2–GoDec          f) Video2-RGeomCG 
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      g) Video2-ROSL          h) Video2-NeNMF 

  

       i) Video3–GoDec      j) Video3-RGeomCG 

  

        k) Video3-ROSL         l) Video3-NeNMF 

  

        m) Video4–GoDec   n) Video4-RGeomCG 

  

        o) Video4-ROSL         p) Video4-NeNMF 

  

       q) Video5–GoDec      r) Video5-RGeomCG 

  

         s) Video5-ROSL         t) Video5-NeNMF 

  

        u) Video6–GoDec      v) Video6-RGeomCG 

  

          w)Video6-ROSL         x) Video6-NeNMF 

Fig. 1. Accuracy distribution across videos 

4. DISCUSSION 

The fastest algorithm is NeNMF and the slowest is 
ROSL, 25 times slower. The MT, a defacto industry 
standard in numerous practical surveillance applica-
tions, which we use to compare to the 4 tensor 
decomposition algorithms, falls somewhere in the 
middle as time performance with 4.22 sec (Table 2). 
Not so is the case with its accuracy – more than 
30% lower than all the other methods which are 
very close with a difference of no greater than 3% 
and in the same time nearing 100%. NeNMF is the 
most accurate approach with 99.30% followed by 
only 0.10% by LRGeomCG. With a few exceptions, 
the distribution of accuracy is relatively symmetrical 
(Fig. 1). 

The reason for the considerable lower performance 
of MT lays behind the actual content of the testing 
videos. While the accuracy for video 1 is 74,16% 
and may be considered as acceptable, the content 
of the video comprises of relatively large (in relative 
number of pixels)  objects of interest (deers) – Fig. 
2.a. In contrast, video 2 contains small objects for 
tracking (wild boars) closely located, significant 
portions of which are being missed or tracked as 
one object (Fig. 2b). Only 2 objects for tracking 
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exist in video 3 (baby deers) and here MT achieves 
100% accuracy but with 109% false positives due to 
slightly moving nearby objects with temperatures 
close to that of the animals (Fig. 2c). Accuracy falls 
considerably for the MT in video 4 with only 42,25% 
due to the extremely small objects to track (wild 
boars) and their large number (Fig. 2d). The per-
spective of capturing the video is panoramic taken 
high above the ground which leads to radial-like 
change of speed of the species even when they are 
moving at a constant rates. All these factors lead to 
that unsatisfactory result in this case. The accuracy 
is even smaller, just 16.31%, for video 5 which in-
cludes a family of wild boars – mother with babies 
which are significantly smaller in size and no detec-
tion occurs for them. Only the mature specimen has 
been spotted for around 1/3rd of the frames (Fig. 
2e). A single deer captured at a close distance in 
video 6 (Fig. 2f) yields 100% accurate detections of 
its body by the MT. Lots of segmented detections at 
the boundaries of limbs and head lead to 96.43% 
false positives. It raises concerns for cases where 
multiple parts of a single connected body are mov-
ing at different speeds and sometimes in different 
directions. A problem that need to be resolved fur-
ther by more advance analysis within the tracking 
algorithm. 
 

   
a    b 

  
c    d  

  
e    f 

Fig. 2. Animal detections by MT 

5. CONCLUSION 

In this study the performance of GoDec, LRGe-
omCG, ROSL, NeNMF and MT algorithms is evalu-

ated applied to the wild animals detection and track-
ing. High accuracy for the tensor decomposition 
based implementations of 98.39% on average is 
achieved. Execution times allow real-time pro-
cessing when ported on the appropriate hardware 
and may be used in mobile environment. Further 
study is needed to enhance performance when 
dealing with smaller objects and in particular cases 
of camera perspectives, e.g. when filming from a 
drone. 
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Abstract 

The purpose of this paper is to present some difficulties when signal processing and storing of high dynamic range acoustic data is 
performed for knowledge discovery.  

Typical examples from musical acoustics, archaeoacoustics and battlefield acoustics are considered. The characteristic acoustic 
environment signature in the audio capture recording depending from background noise, reverberations and from concrete setup is 
discussed.  

Some datasets consisting of the raw data and extracted metadata from bell ringing and gunfire, noise and voice recordings are built 
and shared in a data repository. Guidelines are outlined for using these data to apply data mining methods for discovery useful in-
formation. Possible directions for using these data to apply data mining methods for retrieving useful information are outlined. 

The results can be used in various areas of acoustics, electrodynamics, image processing in medical diagnostics, systems of detec-
tion and localization of tactical firing systems on the battlefield, etc. 

 
 

1. INTRODUCTION 

In the recent years, our team has worked on sever-
al important projects [1, 2, 3] related to the applica-
tion of modern acoustic methods in interdisciplinary 
fields. Studies aimed at the acoustics of the battle-
field were also conducted. A large amount of exper-
imental data has been accumulated. Acoustic signal 
processing has made it possible to draw interesting 
conclusions. However, it is laborious work and it is 
made by highly qualified experts.  

In order to facilitate the users of this information, 
who are usually specialists in other fields (archeo-
logy, music, military, etc.), we decided to use the 
methods for knowledge discovery. 
 
2. SOME PROBLEMS IN ACOUSTIC DATA  
RETRIEVING AND DATA PROCESSING 

Various factors could affect how a sound wave 
attenuates with distance in outdoor and indoor envi-
ronments. 

For example, the interaction of the wave with ob-
jects, such as the ground, obstacles, effects of re-
verberations, first reflections, interference and dif-
fraction, absorption and many others. On the other 
hand some factors as variations in temperature, 

wind speed and direction, air pressure and humidity 
could affect. The sound picture is varying in ac-
cordance of type of concrete space: close, semi 
close or free space, in dependence of source and 
receiver points placement.  

Some of effects were very difficult for formal analy-
sis par example interactions within turbulence.  

An understanding of how these factors change the 
sound pictures that are registered is important for 
the analysis of accumulated sounds. 

The difficulty in computing these effects analytically 
for real-world situations, particularly the case in 
outdoor environments, means that experiments are 
important decision. 

3. EXAMPLES OF EXPERIMENT DATA SETS 
FOR ANALISYS 

It will regarded acoustic data set, one not big collec-
tion of signals, registered as a part of many experi-
mental works, that was produced in the project 
“Thracians - genesis and development of ethnicity, 
cultural identities, interactions and civilizational heri-
tage of antiquity”, [2] Analogical sound phenomena 
observations was produced for bell sound in project 
“BELL – Research and Identification of Valuable 
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Bells of the Historic and Culture Heritage of Bulgar-
ia and…”, [1,4], and for pulse noise from the train-
ing ranges of National military university, collected 
during the tactical exercises [5]. 

In closed spaces it can observed two types of re-
verberation with different characteristics: early re-
verberation and late reverberation. Here is repre-
sented the experimental setup within close space 
inside the “Thracian tomb Griffins. The scheme of 
the tomb is shown on figure 1, where it can be seen 
the position of measuring microphone 4193 
Brüel&Kjær and the source. Reverberation time 
RT60 was estimated by impulse measurement 
techniques. The pistol shot and balloon boom were 
made for obtaining the impulse responses of a 
camera. 

 

 
Figure 1. Measuring microphone disposition in “Thracian 

tomb Griffins” 42°42′19.8714″N 25°20′40.9554″E,  
30 March 2016 

The approximation of reverberation time RT60 was 
found in MatLab with the software - Signal Pro-
cessing Utility Package V2 from Institute of Com-
munication Systems RWTH Aachen University [6], 
see figure 2. 

 

 

 
Figure 2. Signal waveforms from “tomb Griffins” (source p2 
mic p2) and estimation of reverberation time RT60, 0.77s, 

Ts=1/65536 s  

It was made experiments in larger close spaces – 
lecture hall 1121 (signal s3) and biggest theatre hall 
(signal s4) in National military university in V. Tar-
novo and one free space musical improvisation in 
lawn near to Sveshari tomb (signal s5). 

The results for RT60 approximation are seen in 
Table 1. 
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Table 1. The reverberation time RT60 estimation  

name RT60, s Place 

s1 0.774 

Inside mound Thracian Tomb 
Griffins (before socialization), 
town Shipka, Province of Stara 
Zagora, Bulgaria, 2016 

s2 no 
Inside mound Thracian Tomb 
Griffins (after socialization), 2017 

s3 0.802 
Hall 1121 in Vasil Levski Nation-
al Military University,  
Veliko Tarnovo, Bulgaria, 2018 

s4 1.388 
Inside biggest hall in National 
Military University,  
Veliko Tarnovo, 2018 

s5 no 
 lawn near to Sveshari tomb  
no 13, Bulgaria, 2017 

 
In the next it was made the analysis of a set of ex-
periments where was investigated the energy char-
acteristics of the different sound waves. 

Wavelet Entropy is one known entropy measure-
ment method by means of the discrete wavelet 
transform subband, [7]. The idea is that the accura-
cy of the selected wavelet basis is higher when the 
entropy is small. 

Wavelet packet decomposition on one signal was 
defined as  

d୨,୬ሺ݇ሻ 	ൌ 	2
୨
ଶ න sሺtሻ୬൫2

ି୨t െ k൯dt

ஶ

ିஶ

,	 

0 ൑ n ൑ 2୒ െ 1  

where j denotes the scale, n the band and k the 
surge parameter  

Wavelet packet entropy, [7,8] is expressed as: 
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where p୨,୬ is relative energy  
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Figure 3 shows wavelet packets for two parts of 
acoustic signal waveform see fig. 2 voice, noise and 
shot from small pistol, recorded inside the Thracian 
tomb Griffins. This raw data was exported in 
MatLab and here were determined Shannon entro-
py coefficients for the wavelet tree for Daubechies3 
wavelet level 3. 

Table 2. Description of the signals 

Name 
time, 
sec contains category 

c_na
me 

S1_all 8 
Male voice 
and pistol 
shot  

small S1_1 

S1_pulse 2 
shot by small 
start pistol small S1_2 

S1_noise 2 noise small S1_3 
S1_voice 2 Male voice small S1_4 
S2_pulse2 2  hand claps small S2_1 
S2_pulse 2.076 hand clap  small S2_2 
S2_noise 2  noise small S2_3 
S2_voice 2 Male voice small S2_4 

S3_all 11 
balloon 
boom 

hall S3_1 

S3_pulse 2 
balloon 
boom hall S3_2 

S3_noise 2  noise hall S3_3 

S4_pulse 2 
balloon 
boom 

hall S4_1 

S4_noise 2  noise hall S4_2 
S5_pulse 2 hand claps  free space S5_1 
S5_noise 2  noise free space S5_2 
S5_nois 1  noise free space S5_3 
S5_noise 
_pause 

0.563  noise free space S5_4 

S5_music 2 kaval music free space S5_5 
S5_music
2 2 kaval music  free space S5_6 

 
Analogically wavelet packet entropies for the five 
categories (totally 19 examples from S1_1 to S5_6) 
were calculated. Part of results is shown in table 3. 
 

 
 

 

Figure 3. Calculated wavelet packets and Shannon entropies 
for waveforms correspondingly to fig. 2., Daubechies db3, 

level 3.  



CEMA’19 conference, Sofia 61 

Table 3. The wavelet packets, Shannon entropies - db3,3. 

c name  ShЕ(0,0) ShE(1,0) … ShE(3,1) 
S1_1 4.3306 3.7863 0.63957 
S1_2 4.3288 3.7846 0.63956 
S1_3 1.86E-06 6.53E-06 7.14E-08 
S1_4 1.79E-03 1.72E-03 1.24E-05 
S2_1 423.25 359.97 26.422 
S2_2 223.14 189.37 13.105 
S2_3 3.2667 3.0095 0.03363 
S2_4 143.64 130.68 0.39973 
S3_1 299.88 246.48 18.711 
S3_2 299.73 246.66 18.51 
S3_3 0.0326 0.02236 0.0031 
S4_1 1220.2 910.8 91.656 
S4_2 5.5622 4.5434 0.20388 
S5_1 46.776 42.981 0.42473 
S5_2 32.111 30.056 0.10593 
S5_3 13.69 12.718 0.026823 
S5_4 1.3329 1.2455 0.016731 
S5_5 53.779 49.629 1.3118 
S5_6 885.65 780.12 10.174 

 
This wavelet packet entropies was regarded as 
attributes in data mining algorithm. 

4. DATA MINING FOR ADDITIONAL ANALYSIS 

The dataset, which consists of the signal character-
istics (Table 2,3) extracted as described above, are 
further analysed by applying data mining algo-
rithms. This dataset is used to build a data classifi-
cation model for the purpose of automatically rec-
ognizing the type of location from which the signal 
is received. The previously defined categories are 
small, hall, free space; the first eight examples of 
the dataset, shown in Table 3 (s1_1, … s2_4) are 
associated with the category small; s3_1, …, s4_2 
– hall; s5_1, …, s5_6 – free space. The data classi-
fication is performed by creating a process by using 
RapidMiner [9] (http://rapidminer.com). The k-NN 
(k-Nearest Neighbours) algorithm is applied, which 
is based on comparing a given test example with 
training examples that are similar to it. The cosine 
similarity is used to measure the similarity. If x (x1, 
x2, …, xn) is a test example, t (t1, t2, …, tn) is an 
example from the training dataset, then the cosine 
similarity between them is computed by the follow-
ing way: 

CosineSimilarity(x, t) = 
∑ ௫೔௧೔
೙
೔సభ

ට∑ ௫೔
మ೙

೔సభ ට∑ ௧೔
మ೙

೔సభ

 

The validation of the trained model is done by the 
so-called cross validation, i.e. dividing the dataset 
into m subsets of equal sizes. One of these m sub-
sets is kept as a test dataset. The remaining m – 1 

subsets are used as training dataset. Then the 
cross validation process is repeated m times, using 
each of these m subsets exactly once as test data. 
The obtained m result from the executed m itera-
tions is averaged to obtain a single estimate. 

The following measures are computed to evaluate 
the validity of the classification model: 
– Accuracy is defined by the ratio of the number 

of correctly classified examples (TP) to the to-
tal number of examples (N); 

Micro-average of accuracy = (TP1 + TP2 + … + 
TPm)/(N1 + N2 + … + Nm), 

Macro-average of accuracy = (TP1/N1 + TP2/N2 
+ … + TPm/Nm)/m, 

where:  
 ТPi is the number of correctly classified 

examples of the i-th iteration for i = 1, …, 
m; 

 Ni is the number of the examples of the i-
th dataset. 

– F-measure is defined as the harmonic mean of 
the precision P and the recall R: 

ܨ ൌ
2. ܲ. ܴ
ܲ ൅ ܴ

	, 

where: 
– The precision P is calculated as the ratio of the 

number of correctly classified examples of a 
given category to the number of all examples 
classified in that category; 

– The recall R is calculated as the ratio of the 
number of correctly classified examples of a 
given category to the number of all examples 
that are actually in that category. 

Usually, the F-measure is useful for uneven distri-
bution of categories in the dataset. 

The calculated results obtained for m=5, k=1, are 
shown in Table 4.  

Table 4 

 small hall free space 
Precision 71.43% 100% 62.50%  
Recall 62.50% 80.00% 83.33% 
F-measure 66.67% 88.89% 71.43% 

The computed values of the accuracy are: 

Micro-average of accuracy: 73.68%; 

Macro-average of accuracy: 75.00%. 
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5. CONCLUSION AND FUTURE RESEARCH 

Table 4 shows that the Precision parameter is in the 
range of 62-100%, the Recall varies from 62 to 83% 
and the F-measure is between 67 and 89%. The 
obtained results show acceptable accuracy and 
warrant experimentation with more data and differ-
ent classifiers. Other data mining methods may also 
be tried in the future. 

In addition, there are many other important acoustic 
parameters, that can be investigated by appling the 
data mining methods. 

Our future work will be related to their application in 
aerial and underwater acoustics, in interdisciplinary 
fields such as music, archeoacoustics, noise study 
of significant natural phenomena, ecology and oth-
ers. Particular attention will be paid to the study of 
the acoustics of the battlefield, and in particular the 
detection, localization and classification of weapons 
systems. 
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Abstract 

The main construction material between dwelling apartments and hospital rooms in Bulgaria which is not part of the skeleton struc-
ture is ceramic hollow bricks. According to National standard the minim sound reduction index between dwellings has to be 
R’w>53dB for residential buildings and walls between hospitalization rooms R’w>47dB.  

Most of the brick on the market has maximum sound insulation index calculated and measured is around R’w=46dB which don’t 
meet the regulations.  

There is different approaches to solve this issue. Same of them include splitting the wall and making double masonry wall, other is to 
make wall lining with steel studs, mineral wool and gypsum board. They all have their advantages and disadvantages but the focus 
of this paper will be new type of sound insulation system which can increase significant the performance of the wall with minimum 
thickness. The experiment study is cared in laboratory and in on site measurements. Results shown great promises for wall lining 
panels and same conclusions for influence of wall connections. 

 
 

1. INTRODUCTION 

In Bulgaria the walls between apartments for every 
new building has to be made with minimum thick-
ness of 250mm. Based on architectural plan and 
civil engineering project wall between apartments 
are made from rainforest concrete, part of skeleton 
of building, and ceramic hollow bricks. In the case 
of rainforest concrete walls the calculated and 
measured noise insulation index is more than 
R’w>58dB but in cases where the ceramic hollow 
brick walls are installed the noise reduction index is 
less than R’w<49dB. According to national standard 
the minim apparent sound reduction index between 
dwellings has to be R’w>53dB and where the re-
quirements are not met the sound insulation has to 
be increased. In this work, we present same exper-
imental results related with different technics for 
increasing sound insulation index of hollow brick 
walls measured in laboratory conditions according 
to EN ISO 10140-3 [1] and field measurements 
according to EN ISO 16283-1 [2]. Because every 
wall and every room has different structure, ar-
rangement of bricks, flanking transmission, all result 
will be compere only for sound insulation different 
∆R’w. 

Because of minimum dimensions of rooms the fol-
lowing test will focus only on sound insulation sys-

tems from 30 to 80mm, which cannot be achieved 
with conventional wall lining metal frame. The pan-
els are specially design with combination of high 
density gypsum fibreboard and absorber material in 
air gap. 
 
2. HOLLOW BRICK NOISE INSULATION 

2.1. Laboratory measurements 

Laboratory measurements are carry out according 
to EN ISO 10140-3 in test chamber with volume of 
source room V1= 164 m3 and volume of receiving 
room V2 = 119 m3. The opening for test walls is 
with aria of S = 10.92m2. 

Tested masonry wall has following materials with 
their properties: 

Table 1. Material properties 

Type of 
material 

Parameters 
Thick-
ness 
(mm) 

Density 
(kg/m3) 

E mo-
dule 

(GPa) 

Coeff. of 
Poisson 

Internal 
loss 

Hollow 
bricks 

250 625 6.85 0.12 0.02 

Gypsum 
Plaster 

20 700 1.5 0.22 0.01 
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Figure 1. Typical ceramic hollow brick used in conventional 

residential buildings and in this experimental study 

Detail drawing of masonry wall is shown on figure 2: 

 

Figure 2. Detail of masonry brick (1) wall with gypsum  
plaster (2). 

2.2. Field measurements 

Field measurements are carried on three different 
apartments with different wall sizing, room configu-
ration and different reverberation time. Despite that 
all three has close sound insulation index because 
of similarity of wall materials. 

The figures 3 and 4 the configuration of three apart-
ments are shown. 

The measurement follow strictly EN ISO 16283-1 
and they are carried. 

In all three cases the residents are complaining of 
intelligibility of speech noise. Because there is no 
information about the types of hollow bricks and 
plasters covering the property of walls are not re-
viewed. 

 

 

Figure 3. Field measurement in: 
apartment #1 with high H=2.58m,  
apartment #2 with high H=2.45m,  
apartment #3 with high H=2.55m 

  
Figure 4. Photo of source and receiver room of apartment #1 

 
3. WALL LINING PANELS 

3.1. Laboratory measurements 

Four different cases are measured in laboratory 
conditions in order to choose best wall panel for 
field measurements. Panels are made from one 
layer of open cell elastic polyurethane foam, one 
layer of gypsum fibreboard and finish layer of gyp-
sum plasterboard. 

Basically the wall lining panels can be divided into 
two groups. First group - panels glued to brick wall 
and second group - panels fix on brick wall with 
special elastic point connection made of rubber 
elastomer. Following tables shows system configu-
ration with all materials and type of connections. 
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Table 2. System configurations 

Sys-
tem 

Name 

Thick-
ness 

of 
sys-
tem 

(mm)  

Layers  
(from wall  
to room) 

Thick-
ness 
(mm) 

Type of 
connec-

tion 

M1 42.5 
mm 

Air 0 mm 

Glue to 
wall 

Polyurethane 
foam 20 mm 

Gypsum 
fiberboard 10 mm 

Gypsum 
Plasterboard 

12.5 
mm 

M2 45 mm 

Air 10 mm 

Elastic 
rubber 
point 

connection 

Polyurethane 
foam 10 mm 

Gypsum 
fiberboard 

12.5 
mm 

Gypsum 
Plasterboard 

12.5 
mm 

M3 55 mm 

Air 10 mm 

Elastic 
rubber 
point 

connection 

Polyurethane 
foam 

20 mm 

Gypsum 
fiberboard 

12.5 
mm 

Gypsum 
Plasterboard 

12.5 
mm 

M4 85 mm 

Air 10 mm 

Elastic 
rubber 
point 

connection 

Polyurethane 
foam 

50 mm 

Gypsum 
fiberboard 

12.5 
mm 

Gypsum 
Plasterboard 

12.5 
mm 

 
The goal is to compare two camper the two types of 
connections and for the second group to compare 
how different air gaps change sound insulation. 

In following figures the details for all four system are 
presented. 

All measurement are carried in same conditions as 
masonry brick wall. 
 

 
Figure 5. Photo from laboratory with installation of system M2 

3.2. Field measurements 

Field measurements are made only with one type of 
panels which shown best results – Panel M3.  

In all three cases the wall lining panels are placed 
on side of the source in order to avoid direct flank-
ing transmission from side wall.  

Pictures of one of the sites showing installation of 
panels in progress. 
 

 

Figure 6. Photo 

 
4. TEST RESULTS 

4.1. Laboratory measurements 

The measured results of masonry hollow brick wall 
are shown on “Figure 7” 

 
Figure 7. Ggraphic of apparent sound reduction index  

of masonry wall 

Results of all group and types of wall lining panels 
are shown on “Figure 8”. 
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Figure 8. Ggraphics of apparent sound reduction index  

of masonry wall with installed wall panels 

The weighted noise reduction index is carried ac-
cording to EN ISO 717 -1 and the results are shown 
on “Table 3”. 

Table 3. Laboratory test results 

 

Hollow 
bricks 

Hollow 
bricks 
+ M1 

Hollow 
bricks 
+ M2 

Hollow 
bricks 
+ M3 

Hollow 
bricks 
+ M4 

 Rw  44dB 49dB 54dB 54dB 54dB 

C,Ctr -1;-3 -1;-3 -1;-4 -1;-4 -1;-3 

∆Rw - 5dB 10dB 10dB 10dB 

The following graphic is made to show noise reduc-
tion different between hollow brick and every type of 
wall lining. 

 
Figure 9. Ggraphics of spectral noise insulation improvement 

4.2. Field measurements 

All three cases shown different noise reduction 
graphs and sound insulation index. The following 
graphics shows measurement of brick walls before 
sound insulation and after installation of wall lining 
panels M3. 

 

Figure 10. Ggraphic of apparent sound reduction index 

Results are presented in Table 4, where sound 
reduction index is carried according to EN ISO 717 
-1 [3]. 

Table 4. Field test results 

 
Type of 

wall 
 R’w  C,Ctr ∆Rw 

Case 1  

Hollow 
brick 
wall 

47dB -1;-3 

7dB Hollow 
brick 
wall + 

M3 

54dB -1;-5 

Case 2 

Hollow 
brick 
wall 

49dB -1;-3 

6dB Hollow 
brick 
wall + 

M3 

55dB -1;-4 

Case 3 

Hollow 
brick 
wall 

48dB 0;-4 

8dB Hollow 
brick 
wall + 

M3 

56dB -1;-4 
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5. DISCUSSION OF RESULTS 

According to laboratory measurement there is big 
difference between system M1 and other three.  

This result shows the how type of conation between 
the masonry wall and insulation system influent the 
end result. 

Laboratory test also shows that despite the big 
difference of air gap (40mm) between M2 and M4 
the weighed sound level index and in most of the 
spectrum (from 200Hz to 4000Hz) there is no signif-
icant difference. This result can be explain with two 
models of theoretical expression of transmission 
loss of double panel by Beranek [4] and Work and 
London [5] 

Laboratory test also shown that the optimum Panel 
system, considering full spectrum transmission loss 
is Panel M3, that’s why all on side measurement 
are carried with this system.  

On site measurement shown that all brick walls 
have better performance than this in laboratory this 
is because in the apartments different bricks are 
used and the plaster cover is greater. However all 
three case the requirements are not met and the 
occupants of the apartments have complains about 
speech intelligibility from adjacent apartment. 

 In all three cases the less than laboratory test be-
cause of flanking transmission. The weighted noise 
level difference (∆Rw) is different in every case, but 
from 200Hz to 4000 Hz the results have good com-
ply. Despite that all measurement are made accord-
ing EN ISO 16283-1 many factors can explain the 
difference in noise reduction of frequencies under 
200 Hz. 
 

6. CONCLUSION 

Test results from laboratory measurements show 
that type of connection have significant influence 
upon increasing sound insulation index in thick wall 
systems. The test shows that for the system M1 the 
minimum requirement from regulation is not met 
and for the system from M2 to M4 the requirement 
is met for residential apartments and hospitalisation 
rooms. The optimal wall system considering thick-
ness and noise reducing efficiency is wall system 
M3. 

On site results shows that the sound insulation 
index with system M3 are less effective than the 
results shown is laboratory tests. But despite that 
the average increasing in sound level index is 7dB 
and the minimum requirements are met.  

Become of laboratory test future work will focus on 
studding how and witch properties of rubber con-
nection will affect the transmission loss index in 
order to achieve better results. 
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Abstract 

It’s well known that the girdle coil and/or several local inductors are most used in magneto-therapy. In formal point of view there is 
not any difference between application of these two kind of inductors. There are only difference in constructions of these two kind 
inductors. Often the physicians prefers to use girdle coil because its application is more friendly for the patient. The nurse prefers to 
use girdle coil because its application is more easy than application of several local inductors. In principally the girdle coil can provide 
influence of electromagnetic field on more large area of the human body. Nevertheless in many cases the physicians prefers applica-
tions of local inductors. For instance in stomatology can be used only local inductors. Often in surgery physicians prefers application 
of local inductors, also. The comparison between properties of girdle coil and local inductors is the main goal of present investigation. 

 

 
1. INTRODUCTION 

Comparison between the two kind of inductors 
should consists not only comparison between two 
construction. More important is comparison be-
tween space configuration of magnetic field created 
by the two different inductors in patient’s area. This 
space configuration of magnetic field can be ob-
tained using appropriate computer visualisation of 
magnetic field of both local inductors and girdle coil. 
In the process of discussion on influence of mag-
netic field on the human body in the case of two 
kind of inductors it’s necessary to take in account 
vector of velocity of ions of blood and ions of other 
kind of liquid of human body in the area of influence 
of magnetic field. 

2. BASIC MATHEMATICAL DESCRIPTION  
OF INFLUENCE OF MAGNETIC FIELD ON  
THE MOVEMENT OF IONS IN LIVE TISSUES  

It is known from electrotechnics the equation (1) for 
determination of the force F


of influence of magne-

tic field with magnetic induction B


on ion with elec-
tric charge q  which moves in the magnetic field 

with velocity V


.  

)( BVqF


                          (1)  

It follows from the equation (1) that this force F


 
would be maximal when the vector of velocity V


of 

the moving ion and the magnetic induction B


are 

perpendicular. If the mass of the moving ion is m  
then the acceleration a


 given by the force F


is: 

m

F
a



                                   (2) 

Thus, a new component nV


of the ion's velocity in 

the living tissue appears:  

taVn


                                (3) 

Where t  is the time.  

Formally, the effect of external magnetic field on the 
moving ion in living tissue is expressed by adding 
the new component to its initial velocity. Thus, the 
final value of velocity of ion movement in living tis-
sue can be determined by the equation (4). 

nR VVV


                           (4)  

It’s well known in medicine, that the physiological 
effect of the influence of external factors (in particu-
lar the influence of external low-frequency or per-
manent electric and magnetic fields) depends on 
the change in the rate of movement of the ions in 
the tissues due to these effects. In this case, the 
equation (4) illustrates the basic principle of mag-
netotherapy, namely that the physiological effect of 
the influence of the low-frequency magnetic field on 
the living tissue depends to the new component nV



of the speed of movement of ions. If the equation 



CEMA’19 conference, Sofia 69 

(1) and (2) are replaced successively in the equa-
tion (3), the equation (5) can be obtained: 

t
m

BVq
Vn

)(


 
                         (5) 

Basic remarks: 

1. From the equation (5), it can be seen that 
the new component of the travel speed, resp. the 
physiological effect of magnetic field effects on 
living tissues depends on: 

1.1. Electric charges q  and mass m of spe-
cific ions. 

1.2. The value of magnetic induction B


 and 
the value of the initial ionic velocityV


, which in turn 

depends on the temperature of the tissues. 

1.3. Angle between the vectors of magnetic 
induction B


and the initial velocity V


of the ions. 

1.4. If at least one of the two magnetic induc-
tion vectors B


 and / or the initial ionic velocity V



changes, this results in a change in the new travel 
speed components, respectively. the physiological 
effect of magnetic field effects on living tissues. 

3. COMPARISON BETWEEN BASIC 
PROPERTIES OF GIRDLE COIL AND SYSTEMS 
OF SOME LOCAL INDUCTORS 

On Fig. 1 can be seen application of girdle coil in 
magneto-therapy. On Fig. 2 can be seen electronic 
unit of system for magneto-therapy together with 
local inductors.  

 
Fig.1. Magneto-therapy using girdle coil 

 

Fig. 2. Electronic unit of system for magneto-therapy together 
with local inductors 

3.1. Basic properties of girdle coil 

1. It can be seen on Fig.1 that the application 
of a girdle coil provides a low frequency magnetic 
field effect on a relatively large area of the human 
body, but the therapy is of limited effectiveness due 
to the small angle values between the magnetic 
induction vector and vector of the initial ionic veloci-
ty of blood at most points of the impact area of the 
magnetic field [9]. 

2. Changing the space configuration of the 
magnetic field created by the girdle coil (the "mov-
ing" magnetic field mode) can only provide a simple 
"motion" of the magnetic field – only along the coil 
axis. 

3.2. Basic properties of systems of some local 
inductors 

 

Fig. 3. A simple application of pair local inductors 

1.The application of one or a pair of local in-
ductors provides magnetic field impact on a small 
area of the body, but local inductors can easily be 
positioned such that the vectors of magnetic induc-
tion and initial ionic velocity are nearly perpendicu-
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lar (Fig.3), providing an increased effectiveness of 
the therapeutic process [6,7]. 

2. The application of local inductors allows 
the use of a different number of inductors suitably 
located around the field of magnetic field action. 
This practically provides unlimited possibilities for 
forming the spatial configuration of the magnetic 
field in the patient area. 

3. The use of a plurality of local inducers 
suitably located in the patient region allows a num-
ber of combinations to be formed by varying their 
number by switching with respect to the instantane-
ous spatial configuration of the magnetic field in the 
subject area including rotation and translation of the 
field. This allows a longer therapy process to be 
used without adaptation of the body to the influence 
of magnetic field. 

4. Of course increasing the number of local 
inductors used complicates their management. 
However, this disadvantage can be easily avoided 
by using microprocessor control of the magneto-
therapy system modes [8,10]. 

5. The microprocessor control of magnetic 
therapy systems allows not only changes in the 
spatial configuration of the magnetic field in the 
patient area but also changes in the parameters of 
excitation current in the inductors (amplitude, fre-
quency, signal form). Practically, with the use of 
appropriate software, multiple modes of therapy can 
be provided [11,12]. 

4. SYSTEM FOR MAGNETOTHERAPY WITH 
“RUNNING” MAGNETIC FIELD  

This system (Fig.4) can be an example about appli-
cation of limited number of local inductors using 
microprocessor control of the magnetotherapy sys-
tem.  

 
Fig. 4. System for magneto-therapy with “running”  

low frequency magnetic field 

а 
 
 

 

b 
 

 
 

c 
 

 
 

d 

e 

Fig. 5 (a,b,c,d,e). Visualisation of “running” low frequency 
magnetic field on the axis of bed 

The spatial location of the local inductors in the 
patient area in the proposed random "running" 
magnetic field system is chosen considering the 
above mentioned in 3.2 properties of system build 
by local inductors [1,2,3,4,5]. The aim is to provide 
not only the possibility of rotating the magnetic in-
duction vector in a plane perpendicular to the axis 
of the bed, but also moving said plane of rotation of 
the magnetic induction vector longitudinally along 
the axis of the bed. Thus, system application can be 
provided for multiple diseases, regardless of which 
part of the patient's body is concerned. At the same 
time, thanks to the microprocessor control of the 
system, there are quite a number of modifications of 
the spatial-time configuration of the magnetic field 
in the patient's body. The microprocessor control of 
spatial field configurations of the magnetic induction 
vector field implies the possibility of 3D pseudo-
random changes in spatial field configurations of 
the magnetic induction vector field, resulting in im-
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proved therapeutic results and more severe cases 
of disease. 

5. CONCLUSION 

It’s clear that the construction of system with “run-
ning” low frequency magnetic field is more compli-
cated and more expensive than girdle coil. In addi-
tion this system need microprocessor control as 
advantage and as disadvantage.  

The system with “running” low frequency magnetic 
field can provide not limited modes of programs for 
therapy on the base of appropriate software, which 
is impossible in the case of application of girdle coil. 

The conclusions made above are of a general na-
ture and should be taken into account at all in the 
study, comparison and synthesis of different sys-
tems of magnetotherapy. These conclusions are 
also important when interpreting trajectories of mo-
vement of various ions in living tissues, also. 

6. ACKNOWLEDGMENTS 

The author would like to thank the Research and 
Development Sector at the Technical University of 
Sofia for the financial support. 

REFERENCES 

[1] A. Dimitrov, K. Dimitrov, Methods and algorithms for 
generation of random low frequency series of signals for 
magnetotherapy, „Journal of Applied Electromagnetism“, 
Greece, ISSN 1109-1606, Volume 15,No. 2, December 
2013 , p. 34-43 

[2] A. Dimitrov , Design of power unit of system for therapy 
using “running” low frequency magnetic field, Proceed-
ings of 7th International Conference “Communication, 
Electromagnetics and Medical Application CEMA’12”, 
ISSN 1314-2100, Athens, November 8th-10th , 2012, 
p.110-113 

[3] A. Dimitrov , Algorithms for management and control of 
system for therapy by “random” running low frequency 
magnetic field, Proceedings of 6thInternational Confer-
ence “Communication, Electromagnetics and Medical 
Application CEMA’11”,ISSN 1314-2100, Sofia, October 
6th-8th , 2011, p.26-30  

[4] A. Dimitrov, Method for design of system for therapy 
using “random” running low frequency magnetic field, 
Proceedings of 6thInternational Conference “Communi-
cation, Electromagnetics and Medical Application CE-
MA’11” ,ISSN 1314-2100, Sofia, October 6th-8th , 2011, 
p.31-34 

[5] A. Dimitrov, K. Dimitrov, Method for design of system for 
magnetotherapy using “running” random low frequency 
series of signals, Proceedings of 8th International Con-
ference “Communication, Electromagnetics and Medical 
Application CEMA’13”, ISSN 1314-2100, Sofia, October 
17th-19th , 2013, p.26-30 

[6] B. Kudrin, A. Dimitrov, An algorithm for visualization of 
low frequency magnetic signals in system for magneto-
therapy, Proceedings of 8th International Conference 
“Communication, Electromagnetics and Medical Appli-
cation CEMA’13” ,ISSN 1314-2100, Sofia, October 17th-
19th , 2013, p.31-35 

[7] B. Kudrin, A. Dimitrov, Computer visualization of low 
frequency magnetic signals in system for magnetothe-
rapy with variable parameters, Proceedings of 8th Inter-
national Conference “Communication, Electromagnetics 
and Medical Application CEMA’13”, ISSN 1314-2100, 
Sofia, October 17th-19th , 2013, p.36-39  

[8] Guergov, S. Acupressure in magneto therapy environ-
ment, Series on Biomechanics, Peer-reviewed Journal 
Edited by Bulgarian Academy of Science, Vol.32, No.1 
(2018), p.16-19" 

[9] Atanas Dimitrov, Sasho Guergov, One application of 
influence of low frequency magnetic field on the head, 
Proceedings of 14th International Conference “Commu-
nication, Electromagnetics and Medical Application CE-
MA’19” ,ISSN 1314-2100, Sofia, October 17th-19th , 
2019, p.30-34  

[10] Atanas Dimitrov, Sasho Guergov, Some Possibilities for 
Optimisation of Application of Girdle Coil in Magneto-
therapy, Proceedings of 14th International Conference 
“Communication, Electromagnetics and Medical Appli-
cation CEMA’19” ,ISSN 1314-2100, Sofia, October 17th-
19th , 2019, p.35-39  

[11] Bekiarski Al., Sn. Pleshkova, Sv. Аntonov. “Real Time 
Processing and Database of Medical Thermal Images”, 
4rd International Conference on Communications, Elec-
tromagnetics and Medical Application’11, Sofia, 2011, 
pp.101-106 

[12] Bekiarski Al., Sn. Pleshkova. Moving Objects Detection 
and Tracking in Infrared or Thermal Image. 5th World 
Conference: Applied Computing Conference (ACC '12), 
University of Algarve, Faro, Portugal, 2012, pp. 128-132 

 



SOME POSSIBILITIES FOR OPTIMISATION OF APPLICATION  
OF GIRDLE COIL IN MAGNETO-THERAPY 

Atanas Dimitrov, Sasho Guergov 

Technical University of Sofia 
1000 Sofia, 8, Kliment Ohridski str. 

sguergov@tu-sofia.bg  
 

 
Abstract 

The girdle coils are often used in magneto-therapy. The basic advantage of this coils is possibility for providing of influence of low 
frequency magnetic field on big part of the human body. In addition it’s easy to provide movement or / and static disposition of the 
girdle coil on axis of the human body. During the procedures of therapy usually both the axis of girdle coil and axis of human body 
are parallel. It’s well known that both the axis of vector of magnetic induction for more of the points in the middle are of the girdle coil 
and axis of coil are the same or parallel. It’s well known that the influence of magnetic field is first of all on the movement of ions of 
blood. In the case of ordinary application of girdle coil , the direction of movement of blood in the big blood vessels in the human 
body, in the hand and in the legs would be also parallel of the direction of magnetic induction or the angle between vector of magnet-
ic induction and direction of movement of blood in the big blood vessels in the human body, in the hand and in the legs would be too 
small. Therefore the results of therapy using ordinary girdle coil are not optimal. This is the biggest disadvantage of allocation of 
girdle coil in magneto-therapy. The goal of this paper is to present some possibility for optimization of application of girdle coil in 
magneto-therapy. 
 

 
1. INTRODUCTION 

The magnetic device (girdle coil) which is con-
structed for use as a therapeutic tool in magneto-
therapy can be seen on Fig. 1. Usually both the axis 
Z of girdle and axis of human body are parallel. The 
current in girdle coil is I and the radius of girdle coil 
is R. The space-temporal configuration of low fre-
quency magnetic field in the patient’s area is very 
important in the process of magneto-therapy [1,2]. 
Therefore the precise calculations of low frequency 
magnetic field as well as an easy-understand visu-
alization of field distribution over the patient’s area 
are of great importance for the reliability and pre-
dictability in the process of experimental measure-
ment of magnetic induction of the constructed elec-
tromagnetic device.  
 

 
 Fig.1. Girdle coil  

The calculation exposes a low frequency magnetic 
field solver that allows evaluating the field strength 
throughout the volume influenced by the coil [1,2,3]. 
The presented article illustrates one approach to 
calculate and visualize a low frequency magnetic 
field distribution in 2D.  

 

 

Fig. 2. Experimental histogram of the module of magnetic 
induction in the case of static activation of the girdle coil  

The histogram of experimental measurements of 
amplitude of the module of magnetic induction in 
the plane XOZ (Fig. 1) can be seen on Fig. 2 [1,3]. 
It’s clear that this histogram is constant in the time. 
Because of that there is possibility for fast adapta-
tion of patients to parameters of low frequency 
magnetic field during process of therapy. This is the 
second disadvantage of application of ordinary 
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girdle coil. For experimental investigation a small 
coil (diameter d = 8mm , height h = 10mm and cur-
rent turns w = 2x300) has been used as sensor for 
measurement of the value of magnetic induction. 
This coil has been connected with the inputs of 
differential amplifier in the input of apparatus for 
measurement of magnetic induction of low frequen-
cy magnetic field. The measurement has been done 
for the sinusoidal current in the girdle coil with fre-
quency f = 50Hz . It’s well known that the frequency 
band f = 10Hz −100Hz is used in the process of 
magneto-therapy. The sensor has been putted in 
different points around the girdle coil. Тhe mechani-
cal construction of the girdle coil with the main me-
chanical sizes can be seen on Fig. 3.  
  

600

460
 

Fig. 3. Mechanical construction of girdle coil 
 
2. ON OPTIMIZATION OF APPLICATION  
OF GIRDLE COIL IN MAGNETOTHERAPY  

Taking in account Fig. 3 it’s clear that mechanical 
construction of girdle coil is hard. Because of that 
the optimisation of application of girdle coil would 
be possible only on the base of optimisation of 
space temporal function of current in the coil. One 
new method in physiotherapy is simultaneously 
application of low frequency magnetic field together 
with mineral water. The application of low frequency 
magnetic field provide increasing of the module of 
velocity of ions in the liquids of human body (first of 
all ions of the blood). Because of that there is in-
creasing of the velocity of biochemical processes in 
the body. When the human body is in the mineral 
water (Fig. 4) there is diffusion of components 
(ions) of mineral water through the skin [4,5,6]. 
Therefore there is biochemical processes in the 
human body with participation of ions of mineral 
water. As results the simultaneously application of 
low frequency magnetic field together with mineral 
water protects therapy by mineral water.  

 

 

Fig. 4. Application of girdle coil is in the process  
of magneto-therapy together with mineral water 

During of above described process of simultane-
ously therapy by mineral water and low frequency 
magnetic field it’s necessary to be avoided adapta-
tion of patient’s body to the influence of magnetic 
field [7,8]. In this case it would be possible to pro-
vide more long process of therapy and to obtain 
more good effect of therapy. The adaptation of pa-
tient’s body to the influence of low frequency mag-
netic field can be avoided if there is “movement” of 
magnetic field during the therapy. This “movement” 
would be one optimisation of application of girdle 
coil in magnetotherapy. This optimisation can be 
provided if the construction of girdle coil consists 
several part one the one axis and if every part cre-
ate independent low frequency magnetic field. This 
construction of girdle coil can provide “movement” 
of low frequency magnetic field on the axis of the 
coil.  
 
3. GIRDLE COIL WITH “MOVEMENT” OF 
MAGNETIC FIELD  
 

1

2

 

Fig. 5. Girdle coil with “movement” of low frequency magnetic 
field on the coil’s axis 
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The construction of girdle coil (2) with “movement” 
of magnetic field and electronic unit (1) for magnetic 
field management can be seen on Fig. 5. As men-
tioned above, the therapeutic outcome may be im-
proved by providing the possibility of changing the 
parameters of the effecting magnetic field if appro-
priate periodic magnetic signals are used. When 
applying a girdle coil, this can be provided by sec-
tioning the coil and sequentially agitating the indi-
vidual sections in a pre-selected order. These types 
of coils could be used to provide the "waving wave" 
mode by sequential or pseudo-random excitation of 
the individual coil sections. For this case of a multi-
layer coil, the calculation of the magnetic field is 
performed for a separate section. Because the coil 
contains 5 sections activated sequentially, the visu-
alization is based on once-calculated and stored 
data and reproduces an identical picture of the field 
but displaced along the Z axis (Fig. 1). Figure 6 (a, 
b, c, d, e) shows the results of the field calculation 
for each of the 5 identical sections. The field pre-
view is animated to match the coil section of the coil 
sections. 
 

 
a) 

 
b) 

 
c) 

 
d) 

 
e) 

Fig. 6. "Running" magnetic field mode for a sectioned  
girdle coil 

 
4. CONCLUSION 

The proposed sectioning of the girdle coil (Fig. 5 
and Fig. 6) ensures the improvement of the thera-
peutic results due to the periodic variation of the coil 
parameters (the switching of the individual sec-
tions). At the same time, each of the coil sections 
has a reduced inductance, and only one section is 
always included. Therefore, coil segmentation en-
sures that the inductor is energized with lower volt-
age. Each of the coil sections also has a reduced 
time constant, which greatly relieves the switching 
of the sections. Therefore, the proposed construc-
tion of girdle coil has certain advantages over the 
"classic" girdle coil. In fact this is the result of opti-
misation of application of girdle coil in magnetothe-
rapy. Of course, it must be said that the magnetic 
wave can "run" only on the coil axis. This is a seri-
ous constraint in the process of changing the spatial 
configuration of the magnetic field in the therapy 
process. 
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Abstract 

One description of theoretical and experimental investigation on influence of low frequency magnetic field on the head is the goal of 
present paper. The experimental investigation has been done using appropriate circuit. A comparison between direct electrical stimu-
lation of neural tissue and stimulation of neural tissue by pulse magnetic field is done with respective conclusions and 
recommendations. An optimisation of parameters of used pulse magnetic field for stimulation is done, also. 

 

 
1. INTRODUCTION 

It’s well known that the origin of the biomagnetic 
field is the electric activity of biological tissue 
[1,2,3]. This bioelectric activity produces an electric 
current in the volume conductor which inductes the 
biomagnetic field. This correlation between bioelec-
tric and biomagnetic phenomena is not limited in 
the process of generation of bioelectric andbiomag-
netic fields by the same bioelectric sources. This 
correlation also arises in the stimulation of biolo-
gical tissue. Magnetic stimulation is a method for 
stimulating excitable tissue with an electric current 
induced by an external time-varying magnetic field 
[4,5,8]. It is important to note here that, as in the 
electric and magnetic detection of the bioelectric 
activity of excitable tissues, both the electric and the 
magnetic stimulation methods excite the membrane 
with electric current. The former does that directly, 
but the latter does it with the electric current which 
is induced within the volume conductor by the time-
varying applied magnetic field. The reason for using 
a time-varying magnetic field to induce the stimu-
lating current is, on the one hand, the different 
distribution of stimulating current and, on the other 
hand, the fact that the magnetic field penetrates un-
attenuated through such regions as the electrically 
insulating skull. This makes it possible to avoid a 
high density of stimulating current at the scalp in 
stimulating the central nervous system and thus 
avoid pain sensation. Also, no physical contact of 
the stimulating coil and the target tissue is required, 
unlike with electric stimulation. 

 

2. DEVICE FOR INFLUENCE OF LOW 
FREQUENCY MAGNETIC FIELD ON THE HEAD  

A magnetic stimulator includes a coil that is placed 
on the surface of the skin. To induce a current into 
the underlying tissue, a strong and rapidly changing 
magnetic field must be geneated by the coil. In 
practice, this is generated by first charging a large 
capacitor to a high voltage and then discharging it 
with a thyristor switch through a coil. The principle 
of a magnetic stimulator is illustrated in Fig. 1.  
 

 
Fig. 1. Simple device for influence of low frequency magnetic 

field on the head 

The magnitude of induced electromotive force “e” 
(emf) is proportional to the rate of change of 
current, dl/dt and to the inductance of the coil L. 
The term dl/dt depends on the speed with which the 
capacitors are discharged; the latter is increased by 
use of a fast solid-state switch (i.e., fast thyristor) 
and minimal wiring length. Inductance L is determi-
ned by the geometry and constitutive property of 
the medium. The principal factors for the coil sys-
tem are the shape of the coil, the number of turns 
on the coil, and the permeability of the core.  
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3. SPACE CONFIGURATION OF CURRENT  
IN THE HEAD TISSUES AS RESULT  
OF INFLUENCE OF LOW FREQUENCY 
MAGNETIC FIELD  

The magnetic permeability of biological tissue is 
approximately that of a vacuum. Therefore the tis-
sue does not have any noticeable effect on the 
magnetic field itself. The rapidly changing field of 
the magnetic impulse induces electric current in the 
tissue, which produces the stimulation. Owing to the 
reciprocity theorem, the current density distribution 
of a magnetic stimulator is the same as the sensitiv-
ity distribution of such a magnetic detector having a 
similar construction. It’s necessary to note that in 
the lead field theory, the reciprocal energization 
equals the application of stimulating energy. Two 
cases of application of single coil and quadrupolar 
coil configuration are described below 

3.1. One inductor  

The current distribution of a single inductor , pro-
ducing a dipolar field, is presented on Fig. 2, which 
illustrates the isointensity lines and half-intensity 
volume for a inductor with a 50 mm radius. The 
distance of the inductor’s plane from the head is 
10mm. The concepts of isointensity line and half-
intensity volume are reciprocal to the isosensitivity 
line and half-sensitivity volume [7,8]. Because of 
cylindrical symmetry the isointensity lines coincide 
with the magnetic field lines. 

3.2. Quadrupolar Coil Configuration 

The inductors can be equipped with cores of highly 
permeable material. One advantage of this ar-
rangement is that the magnetic field that is pro-
duced is better focused in the desired location [6,7]. 
Constructing the permeable core in the form of the 
letter V results in the establishment of a quadru-
polar magnetic field source. With a quadrupolar 
magnetic field, the stimulating electric current field 
in the tissue has a linear instead of circular form. In 
some applications the result is more effective stimu-
lation. On the other hand, a quadrupolar field de-
creases as a function of distance faster than that of 
a dipolar coil. Therefore, the dipolar coil is more 
effetive in stimulating objects that are located deep-
er within the tissue. 

 

 
Fig. 2. Curent’s lines for an influence of low frequency  

magnetic field using small inductor  
 
4. OPTIMISATION OF PARAMETERS OF SIMPLE 
DEVICE FOR INFLUENCE OF LOW FREQUENCY 
MAGNETIC FIELD ON THE HEAD. 

The experimental device (Fig.1) has a capacitor 
construction equaling a capacitance of 4760 F . 
This was charged to 90-260 V and then discharged 
by thyristor through the stimulating coil. The result 
was a magnetic field pulse of 0.1-0.2 T, 5 mm away 
from the coil. The length of the magnetic field pulse 
was of the order of 150-300 s . The effectiveness 
of the stimulator with respect to energy transfer is 
proportional to the square root of the magnetic en-
ergy stored in the inductor when the current in the 
inductor reaches its maximum value [5,6]. A simple 
model of a nerve fiber is to regard each node as a 
leaky capacitor that has to be charged. Measure-
ments with electrical stimulation indicate that the 
time constant of this leaky capacitor is of the order 
of 150-300 s .Therefore, for effective stimulation 
the current pulse into the node should be shorter 
than this. For a short pulse in the coil less energy is 
required, but obviously there is a lower limit too. 
 
5. INFLUENCE OF LOW FREQUENCY 
MAGNETIC FIELD ON EXCITABLE TISSUE  

The actual stimulation of excitable tissue by a time-
varying magnetic field results from the flow of in-
duced current across membranes. Without such 
flow a depolarization is not produced and excitation 
cannot result. Unfortunately, one cannot examine 
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question in a general sense but rather must look at 
specific geometries and structures. To date this has 
been done only for a single nerve fiber in a uniform 
conducting medium with a stimulating coil whose 
plane is parallel to the fiber. In the model examined 
by Roth and Basser, the nerve is assumed to be 
unmyelinated, infinite in extent, and lying in a uni-
form unbounded conducting medium, the mem-
brane described by Hodgkin-Huxley equations. The 
transmemhrane voltage Vm is shown to satisfy the 
equation (1): 
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where: 

Vm is transmembrane voltage; 
  is the membrane space constant; 
  is the membrane time constant; 
х is the orientation of the fiber. 

Ex is х – component of the magnetically induced 
electric intensity (proportional to the x component of 
induced current density) 

It is interesting that it is the axial derivative of this 
field that is the driving force for an induced voltage. 
For a uniform system in which end effects can be 
ignored, excitation will arise near the site of maxi-
mum changing current and not maximum current 
itself. In the experimental investigation the coil lies 
in the xy  plane with its center at 0,0  yx , 
while the fiber is parallel to the x  axis and at 

cmy 5,2  and cmz 0,1 . They consider a coil 
with radius of 2.5 cm wound from 30 turns of wire of 
1.0 mm radius. The coil, located at a distance of 1.0 
cm from the fiber, is a constituent of an RLC circuit 
and the time variation is that resulting from a volt-
age step input. Assuming FC 200  and  3R  
an overdamped current waveform results. From the 
resulting stimulation it is found that excitation re-
sults at х = 2.0 cm (or 2.0 cm, depending on the 
direction of the magnetic field) which corresponds 
to the position of maximum xEx  . The threshold 
applied voltage for excitation is determined to be 30 
V. (This results in a peak coil current of around 10 
A.) These design conditions could be readily rea-
lized. 

Stimulators with short risetimes (< 60 s ) need only 
half the stored energy of those with longer risetimes 
(> 180 s ). The use of a variable field risetime also 

enables membrane time constant to be measured 
and this may contain useful diagnostic information. 
 
6. CONCLUSION 

It’s possible to do the next conclusions after theo-
retical and experimental investigations described 
above:  

1. The low frequency pulse magnetic field can 
be applied for nervous stimulation either cen-
trally or peripherally. 

2. The main benefit of application of low fre-
quency magnetic field for influence on the 
head is that the stimulating current density is 
not concentrated at the skin, as in electric 
stimulation, but is more equally distributed 
within the tissue. This is true especially in 
transcranial magnetic stimulation of the brain, 
where the high electric resistivity of the skull 
does not have any effect on the distribution 
of the stimulating current.  

3. An important advantage of described method 
is that the stimulator does not have direct 
skin contact. This is a benefit in the sterile 
operation theater environment. It may be pre-
dicted that the magnetic stimulation can be 
applied particularly to the stimulation of corti-
cal areas, because in electric stimulation it is 
difficult to produce concentrated stimulating 
current density distributions in the cortical re-
gion and to avoid high current densities on 
the scalp. 
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