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Dear Colleagues, 
 

It is our privilege to thank all of you for your contributions submitted at 16th regular Inter-
national Conference on ‘Communication, Electromagnetic and Medical Applications’ CEMA’22. 
This is a conference which should help future collaboration in the area of engineering, especially   
in the area of communication technologies and medical applications. This is an important scientific 
event not only in Balkan region, but in Europe, also. The International Conference on Communica-
tion, Electromagnetism and Medical Applications CEMA’22 is dedicated to all essential aspects of 
the development of global information and communication technologies, and their impact in med-
icine, as well. The objective of Conference is to bring together lecturers, researchers and practition-
ers from different countries, working on the field of communication, electromagnetism, medical 
applications and computer simulation of electromagnetic field, in order to exchange information 
and bring new contribution to this important field of engineering design and application in medi-
cine. The Conference will bring you the latest ideas and development of the tools for the above 
mentioned scientific areas directly from their inventors. The objective of the Conference is also to 
bring together the academic community, researchers and practitioners working in the field of 
Communication, Electromagnetic and Medical Applications, not only from all over Europe, but  
also from America and Asia,  in order to exchange information and present new scientific and 
technical contributions.  

Many well known scientists took part in conference preparation as members of Interna-
tional Scientific Committee or/and as reviewers of submitted papers. We would like to thank all of 
them for their efforts, for their suggestions and advices.  

On behalf of the International Scientific Committee, we would like to wish you successful 
presentations of your papers, successful discussions and new collaborations for your future scien-
tific investigations.  

Engineering and medicine should provide high level of living for all people. 
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Conference Chairman 
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K. Dimitrov 
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Abstract 

A variant of the harmonic balance method is presented for finding a solution to limit cycle systems. It is shown how the solution can 
be constructed using the presence of a small parameter in the equation and in the absence of such a parameter. One way to prove 
loop stability is considered 

 

 
1. INTRODUCTION 

The change of a system can be traced [1] in phase 
space – a coordinate system formed by the varia-
bles and their velocities, and the qualitative behav-
ior of the solution of the corresponding differential 
equation describing the system is called a phase 
portrait. 

A closed phase portrait trajectory is called a limit 
cycle if there exists a tubular neighborhood of the 
trajectory that contains no other closed trajectories. 
There are three types of limit cycles: stable – the 
trajectories wind around the limit cycle on both 
sides of it, unsustainable – its trajectories spiral 
away from the limit cycle on both sides of it, and 
semi-stable – on one side the trajectories wind 
around the limit cycle, and on the other they move 
away from him. 

2.  A METHOD FOR FINDING AN ANALYTICAL 
FORM OF THE LIMIT CYCLE IN THE 
PRESENCE OF A SMALL PARAMETER 

Let us look for a stationary solution of an equation 
of the type: 

   ̈        (   ̇)     (1) 

Let us look for the solution of the differential equa-
tion (1) in the form [2]: 

               (2) 

                  ,           (3) 

where          ,    and   are constants for 

      . In order to obtain an unambiguous deci-
sion, we will accept     . We impose the condi-
tion  
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In general, the sought quantities, decomposed in 
order by the powers of the small parameter, can be 
found using the system: 
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Let's look at the van der Pol equation as an exam-
ple. 
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  ̈     (    ) ̇      (10) 

where ε is a small parameter. We will look for the 
solution in the form: 

                  (11) 

as it must satisfy the condition: 

 ̈    
     

  ̈     
     

  ̈     
     

 (  
   )    

 (   
   )    

 (   
   )      

   (    
 )

 

  
    , 

                (12) 

Due to the presence of the first derivative on the 
right-hand side of the first equality, we will choose 
   as follows: 

                   , 

         , 

      . (13) 

         

By substituting in the above equality, after the nec-
essary calculations, it is established that a station-
ary process is possible at the following values of the 
quantities: 

     ,     ,     ,     ,     , 

     
  
 

  
,       (14) 

3.  CONSTRUCTING A SOLUTION BY THE 
HARMONIC BALANCE METHOD WITHOUT 
APPARENT DEPENDENCE ON A SMALL 
PARAMETER 

Let's find an approximate solution to the equation. 

  ̈   ̇(        ̇ )      . (15) 

We will look for the solution of equation (15) as a 
sum of two terms: 

           (16) 

Since preliminary estimates give      this ampli-
tude can be assumed to be a small parameter, a 
circumstance that we only consider in order to 

break the order to  (  ). We write both terms in 
the form: 

          

    
          

          

          (17) 

Where   ,    ,    and    are constants to be de-
termined by the harmonic balance method. 

We translate the main equation (15) into the form: 

 ̈    
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Equation (18) leads to solving only algebraic equa-
tions. Substituting into the equation accordingly, we 
get: 
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 ]           (22) 

After calculation it is obtained: 

    
   ,   

 

 
,     

 

  
,    

 

   
.  (23)  

Due to the fact that the harmonic balance method 
generally does not use the small parameter con-
cept, the solution can be improved by adding new 
terms and breaking the order to our chosen har-
monic functions, which can easily be done by com-
puter. 

4. LIMIT CYCLE STABILITY ANALYSIS 

An important role in the study of limit cycles is 
played by the concept of a positive invariant set - 
this is a set such that, if we choose an arbitrary 
point of it as a starting point, then during the further 
evolution of the system, the trajectory will remain in 
this set [1].  

Let us study systems admitting limit cycles, which 
generally have the mathematical expression: 

 ̈       (   ̇)   (24) 
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To investigate the system we will put: 

    ( )     ,       ( ).  (25) 

We also accept: 

  ̇        ̇       ,  

  ̇            (26) 

By substituting into equation (25), the system is 
reached: 

  ̇   
 

 
 (             )     , 

  ̇   
 

  
 (             )      (27) 

If a limit cycle exists, it will be a closed curve with 
equation: 

  (             )      (28) 

This fact can become clearer if we consider the 
following statement derived on the basis of a state-
ment presented in [3]. 

Let  (             ) be a continuous func-
tion of its variables. If there exist two real positive 

numbers    and    such that       and the 
conditions are met: 

   (             )     if      

   (             )     if      

for any value of  , there exists a positive invariant 
set   { |       }. 

The condition 1 shows that:  ̇    for     , and 
the condition 2 shows respectively, that:  ̇    for 
     and since   is continuous with respect to 
a, it will exist   ( ), such that 

 (  ( )          ( )    )   , for any 
fixed   . The fact is obvious that for amplitude val-
ues        , the phase trajectory "winds" on 
the closed curve described by the equation 

  (  ( )          ( )    )     

when   [  
  

 
]. 

As a consequence, the fact can be established that 

at       the limit cycle will be unstable. 

Finding    and    can be done by considering that: 

       { | (   )   };  

       { | (   )   } . (29) 

Let's take just an example: 

  ̈     ̇(     
     ̇

 )  

           (30) 

Taking into account the conditions for finding the 
limits of the positive invariant set, we arrive at the 
equations: 

   
 

√   {
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√   {
     
  

     
      }

  

  (31) 

We may take specific values for      and 
    . Then it is easy to define the positive invar-
iant set: 

   { |
 

√ 
   

 

√ 
} . (32) 

A result that differs slightly from the estimates of [1]: 

   { |
 

 
   

 

√ 
}   (33) 

Due to the simple structure of the equation, we can 
immediately write down the equation of the limit 
cycle:  

  ( )  

√
 

     

√  
     
     

     

          (  ) 

  

Very rarely can one arrive at an analytical expres-
sion for the limit cycle equation. In most cases, it is 
necessary to use asymptotic methods to find an 
approximate solution [4, 5, 6, 7]. Such use is in help 
in the area of Telecommunications, Fluid dynamics 
and Fire protection analysis. 
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Abstract 

A modified small parameter method is presented in which the zero-th approximation solution is used to construct the first approxima-
tion solution. Simple but practically important differential equations, respectively autonomously and non-autonomously, are consid-
ered, showing the application of the method. In the non-autonomous equation, the non-resonant and resonant case are discussed. 

 
 
1. INTRODUCTION 

In the case of nonlinear differential equations, the 
presence of a small parameter allows to search for 
a periodic solution in asymptotic order by the pow-
ers of this parameter [1]. Usually, such a parameter 
is embedded in the structure of the equation itself, 
for example, it can be multiplied before the perturb-
ing term [2, 3]. We will consider a case in which we 
will look for the decomposition of the solution in 
order of the degrees of the amplitude [1]. Such an 
approach can easily be set by a small deviation 
initial condition for the autonomous differential 
equation. In the non-autonomous equation, for the 
non-resonant case, the amplitude will depend on 
the periodic effect on the oscillator, and if we 
choose it to have a small amplitude, we will again 
ensure correctness of the problem. At resonance, 
the amplitude increases significantly and the as-
ymptotic expansion must be done for a small pa-
rameter involved in the structure of the equation [4]. 
In constructing the asymptotic series itself, we 
choose the first approximation terms to be a power 
function of zero approximation. Such use is in help 
in the area of Telecommunications, Fluid dynamics 
and Fire protection analysis. 

2. AUTONOMOUS CASE 

When considering the problem of the movement of 
the pendulum, for small deviations from the equilib-
rium position, the formula [3,4] is obtained: 

  ̈      
  

 
      (1) 

In the equation,    is a constant quantity. Let's set 
the initial conditions: 

  ( )     ̇( )     (2) 

Since we will be considering small deviations in the 

equilibrium position, the amplitude   can be used as 
a small parameter. We do the laying: 

      
  

        

            (3) 

and the derivative with respect to variable τ is de-
noted by ex: 

           
  

 
      (4) 

We will look for the solution in the species: 

             (  )   (5) 

We also decompose   by the powers of the small 
parameter: 

           (  )  (6) 

We substitute lines (5) and (6) in the differential 
equation (4) and arrive at the expressions with the 
first degree in the small parameter and the third 
degree in the small parameter, respectively: 

     
          (7) 

      
        

  

 
     

 

 
  

    (8) 

We impose the conditions: 
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  ( )      ( )     

   ( )       ( )      (9) 

The solution to the first equation can immediately 
be determined: 

           (10) 

We will look for the solution of equation (8) in the 
form: 

       
        (11) 

We find the second derivative of this function and 
use that: 

    
      

    (12) 

the final result looks like this: 

   
            

      
       (13) 

Substituting into the equation gives: 

    
 

  
     

 

  
    (14) 

The final solution of the problem in the approxima-
tion adopted by us is written in the form: 

    (  
  

  
)   (15) 

        ( 
 

  
  

  
 

  
  )  

            (16) 

3. A NON-AUTONOMOUS CASE 

Let us consider the non-autonomous differential 
equation [1,4]: 

  ̈      
  

 
            (17) 

The quantities    and   are constants. 

We will consider only the particular solution when 
the oscillations are created solely by the perturbing 

force       . As in the previous case, we will use 
the deflection amplitude for a small parameter, this 

requires the constraint   to be small compared to 
unity and furthermore the oscillation frequency to be 
far from the resonance frequencies. 

We introduce a new variable: 

        (18) 

and substitute in the differential equation (17), not-
ing the derivatives with respect to the new variable 
with ex: 

           
  

 
           (19) 

We will look for the solution of (19) in the form: 

             (  )   (20) 

For the function    we will take the expression: 

        
         (21) 

We substitute expressions (20) and (21) in the dif-
ferential equation (19) and determine the equations 
that contain the first power of the amplitude and the 
third power of the amplitude, respectively. For the 
first equation we get: 

      
   (     )       (22) 

Having accepted that: 

           (23) 

From here it immediately follows that: 

   
 

       (24) 

The values of the unknown parameters we are look-
ing for are also obtained from the equation contain-
ing the third degrees of amplitude: 

    
  

            
    

(       )(     )
   (25) 

When we consider the resonant case, we can no 
longer use the amplitude as a small parameter. 
Again we consider the case when a small parame-
ter ε appears in the differential equation: 

                           (26) 

In equation (26), the derivative is taken with respect 

to the variable     . We assume that the fre-
quencies   and   are close to each other and the 
relationship between them is carried out by the 
equation:  

           (27) 

We substitute ω in equation (26) and look for   in 
the form: 

                
    (28) 

For the zero approximation we get: 

   
          (29) 

We immediately determine that: 

            (30) 

By substituting into the formula for a first approxi-
mation, we find the value of  , as well as the equa-
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tion for the relationship between the quantities  , 
   and   : 

    
 

 
   (31) 

  
 

 
          

 

 
     (32) 

4. CONCLUSION 

The presented methodology can easily be applied 
for further approximations. Since approximations to 
the first or second power of the small parameter are 
usually used for analytical purposes, the calcula-
tions made have a fully justified practical signifi-
cance [3, 5]. A peculiarity of the presented method-
ology is that it analytically describes only the sta-
tionary process, but not the transient phenomena. 
This is a characteristic feature of the small parame-
ter method, but nevertheless, for the study of oscil-
lating systems, this method is classical [1]. Numer-
ous applications of this method are the basis of the 
analytical approach to nonlinear differential equa-
tions used in various physical, biological, technical 
and other models [6, 7]. The authors apply this 
knowledge especially in Fluid dynamics, Optical 
and Radio communications, Tele-Medical commu-
nications etc. Our approach to this tool is related to 
the search for a solution as a power function of the 
zero approximation. The obtained results show that 
such an approach is justified and can be construct-

ed, the way in which this can be done is also de-
scribed. 
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Abstract 

Time series are widely used method for representation data of different types. Last 3 decades besides the traditional methods of 
investigation of time series the approach of nonlinear dynamics – reconstruction of the attractor of the system generating this series 
– became very popular. It allows calculating correlation dimension of the attractor of the system under study (if it exists) or to estab-
lish that the system does not have an attractor. 

In this work we apply this method to solve a practical problem to analyze EEG records for revealing the patients with epileptic activi-
ty. Additionally we calculate entropy of a signal on amplitude coverage. This approach resulted in separation of 15 records into 2 
classes – epileptic activity and other pathologies, and it is in accordance with the expert conclusions. 

The implemented program system may be used both for investigations and for educational purpose, and the method may be applied 
to time series of other types. 

 
 
1. INTRODUCTION 

The notion of time series naturally appears in prac-
tice of data processing and statistical analysis. Time 
series is a ordered sequence of pairs of measured 
values, one if which is time and other may have a 
different nature and dimension. Time series are the 
results of experiments, both real and computational. 
In particular, the records of various signals are time 
series. Main problems for time series are   Identifi-
cation problem – for given observation data to find 
parameter of a system which generated this series. 

Prognosis problem – for given observation data to 
predict future values of measured characteristics). 
The union of traditional methods of investigation of 
time series with the theory of dynamical systems 
resulted in occurring of a new approach – the appli-
cation of nonlinear dynamics methods to the inves-
tigation of time series of different nature, namely a 
reconstruction of the attractor of the system gener-
ating this series. [7].The theoretical substantiation 
of the reconstruction idea was given by F.Takens in 
[14]. It is based on the reconstruction of an attractor 
in a space of a suitable dimension where the attrac-
tor does not have self-intersection, i.e embedded.  
According to Whitney's theorem if an attractor of a 
system lies in a n-dimensional space then it may be 
embedded in a space with dimension 2n+1. Namely 
this dimension (embedding dimension) is calculated 
by well-known Grossberg-Procaccia algorithm. This 
algorithm calculates the correlation dimension of 

the attractor, which is the same for the attractor in 
initial space and the space of embedding. The 
Grossberg-Procaccia algorithm is a time delay me-
thod [2], in which from a given scalar time series 
one form state vectors with a given time delay. An-
other method of this class is the method of false 
neighbors. 

Seemingly, nonlinear dynamics methods for the first 
time were used in medical applications to analyze 
EEG records [1], [4], [12]. Later on they were ap-
plied in geophysics, astrophysics [3], physics, eco-
nomics for the analysis of financial markets states 
[15]. 

The application of reconstruction algorithms for 
EEG analysis meets many problems, the main of 
which is non-stationarity of a signal – the state of a 
patient during recording procedure may change. In 
this case the record should be divided on several 
periods in accordance with these states. Besides 
that, the record length may be insufficient for cor-
rect estimation of correlation dimension. The exist-
ence of stochastic noise is one more problem. 

Research experience in this area shows that the 
choice of the parameters of reconstruction – time 

delay and the value of proximity (   between state 
vectors depends on the type of a record and its 
length. In [8] it was noticed that sometimes the 
length of time series does not allow the correct 
choice of  , and a modified algorithm for the calcu-
lation of correlation dimension was proposed. In [9], 
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[10] the author considered an optimized algorithm 
for calculation of correlation dimension. 

Different algorithms and their implementations, and 
various variants of the choice of parameters natu-
rally lead to different estimations for correlation 
dimension. However, researchers note that when 
solving many practical problems it is the changing 
of correlation dimension for different types of but 
not its value is important. In this situation an error in 
calculation is not essential, and the results of calcu-
lations retain their significance.  

It was shown in [9] that correlation dimension EEG 
records for children 4-6 years (recorded in the state 
of rest) are essentially less than for adults. In [11] 
the author compared dimensions for 16 channels 

and revealed the synchronization of  -rythms in 
different parts of brain. The authors of [13] obtained 
the estimation of correlation dimension and sepa-
rated EEG records of patients with two types of 
disease.  

One of important characteristics of time series is 
entropy. It may be calculated on amplitude or time 
coverage. For this purpose Shannon entropy and 
the class of Renyi entropies are widely used. In 
[3],[6] the authors applied so called  permutation 
entropy to determine the degree of noise for a time 
series. The union of nonlinear dynamics methods 
and entropy characteristics gives a more detailed 
description of a system under study.  

Thus, nonlinear dynamics methods are applied for 
solving the problems of time series analysis. In this 
work we present the program system for solving 
identification problem – reconstruction of the attrac-
tor of a system and estimation of correlation dimen-
sion of the attractor by a time series generated by 
the system, and calculation entropy characteristics. 
The paper has the following structure. In the next 
section main notions are given, section 3 contains 
the description of the methods of calculation of 
correlation dimension and the entropy for amplitude 
coverage. In the last section the results of experi-
ments for discrete and continuous dynamical sys-
tems and EEG records are given. 

2. MAIN NOTIONS 

Scalar time series is an array on N numbers which 
are values of a variable x(t) at the moments 
       (     where   is called sampling 

period [7]. We should make a remark about the 
choice of parameter  . 

Time series may be obtained as trajectories of dis-
crete dynamical systems or results of numerical 

integration of continuous ones. In the first case   
=1, at that time in the last case parameter   is the 
step of the numerical method. When recording sig-
nal from encephalograph this parameter depends 
on the recording device. It means that the time be-
tween two consecutive values of time series de-
pends on the method of obtaining. As the result, 
when showing restored attractor we have different 
representations.  

2.1. Takens method 

Let   (   be a  -th order dynamical system de-
fined on a compact  -dimensional manifold  , and 
let we obtained a time series as a result of observa-

tion of the system functioning on a  coordinate  . 

Then   
 
(   is the value of  -th component of 

  (   at the time  . If the system has an attractor 
      , it may be restored in Euclidean 
space with dimension     . 

Define the map           as the follows 

 (   (  
 (     

 (        
 (  ) , where   is 

a period of the sample. In what follows we omit the 

denotation   for simplicity. Construct the vectors 
from the data of the time series 

   (  (     (   ...,         
(  (       (   ...,               
(     (          (   ...,   ,  

where   is the length of the segment of the time 
series. In other words we construct    as a point in 

the space      . By the Takens theorem [14]   is 

embedding   in      , and it is the generic prop-
erty. Hence, we have two systems:      , 

and            which are connected by a 
nondegenerate change of variables    (    
There is the characteristic that is invariant with re-
spect to this change — correlation dimension, and 
we may obtain the properties of the attractor of the 
initial system as the properties  of its copy in 

       

To determine the dimension of the embedding we 
follow the algorithm proposed by Grassberg and 

Procaccia [5]. It proposes to find such   for which 
there exists a functional dependence between val-
ues of the time series. If the system has an attractor 
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then the points (trajectories) constructed by the time 
series are close. To estimate the closeness of 
points we use correlation integral and then calculate 
correlation dimension of the attractor. 

The correlation integral estimates the number of 
pairs of points (constructed vectors   ) which are  -
close:  

 (         
 

  
∑  (   (      

)) 
      

, 

(1) 

where   is the size the sample and   is the Heavi-
side function. The correlation dimension of the at-
tractor is defined as 

      
   

    (  

    
                   (   

and calculated approximately by the least square 
method as the angular coefficient of the line in co-

ordinates (         (     

Thus, by changing the length of vectors    (denote 
it by k) we calculate   . This value may reach a 
stable value or not. In the first case we take the 

minimal value of   for the dimension of embedding, 
otherwise we believe that our series is a random 
noise, not a dynamical system. 

The restored attractor is shown in projection to 

   or   . For the plane one use coordinates (x(t), 

x(t+   , in    – (x(t), x(t+    x(t+      In this work 
we use the projection on the plane.  

2.2. Entropy on amplitude coverage 

Consider the distribution of a signal by amplitude 

levels. Let           be maximal and minimal 
values of the signal respectively, and        
     . Divide    on N parts (levels) and define     
as the number of  (   belonging to level i. 

Define the normed distribution {    as    
  

∑    
 and calculate Shannon entropy  (   

 ∑       
 
   . 

3. EXPERIMENTS  

The most appropriate way to verify the Takens 
method is to use dynamical systems having attrac-
tors. The length of the obtained series may be tak-
en arbitrary long. We consider examples for 3 types 
of data. 

3.1. Henon map 

The transformation is defined on    and given by 
the formula 

            
     

           

It is well known that Henon map has attractor. The 
results of calculations: 

correlation dimension on x coordinate   
  

     correlation dimension on y coordinate 

  
 

      

 

Figure 1. Henon attractor. Initial point (0.2,0.1),  
5000 iterations} 

 

Figure 2. X- and Y- coordinate restored attractors  
for Henon map 

3.2. Predator-prey system 

The system is given by the system of differential 
equations and has the form  

 ̇  (           , 

 ̇  (            . 

For numerical integration we use 4th order Runge-
Kutta method. 

  
         

 
       

 

Figure 3. Attractor and x-coordinate restored attractor  
of predator-prey system. Initial point (0.5,0.55),  

5000 iteration,       
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Figure 4. Attractor and x-coordinate restored attractor  
of predator-prey system Initial point (0.5,0.55),  

5000 iteration,      

3.3. EEG records 

To calculate    we form vectors    by length k 
(starting from k=2) and calculate correlation integral 
for several values of   by (2). Then we estimate    
by the least square method. Increase k on 1 and 
repeat calculations. Compare obtained correlation 
dimensions. If they are close with a given accuracy 

  we believe that the dimension reached a stable 
value. In this case we take the minimal value of   
as the dimension of embedding. If dimensions are 
not close we again increase k. In the situation when 
correlation dimension does not reach a limit value 
we consider the time series is a random noise, not 
a trace of a dynamical system.  

It should be noted that one of main problems when 

calculating correlation integral is the choice of    
Due to insufficient length of the time series it is 
difficult to take this parameter arbitrary, because the 
situation may occur when where are not pairs of 
points with such a distance between them. We use 
the following algorithm: 

 take a sequence    of parts of a series by 
increasing length; 

 for each     calculate distances between 

vectors      ; 

 take the minimal distance and one more as 

values of    

Note that to apply the least square method we need 

at least two values for    

We use 15 EEG records of patients with pathology 
and separated them into 2 classes – epileptic activi-
ty and other pathologies. 

Example 1 

Series length 514 frequency 80 Hz, time of record-
ing 6.4, the number of channels 16. 

Results of calculation 

               (using 0 channel) 

 

Figure 5. Restored attractor (0 channel) and the graph  
of stabilization of correlation dimension. Embedding  

dimension is 8 

Example 2 

The length of record 2139, frequency 80 Hz, time of 
recording: 26.73 s, 16 channels 

   [3.28 ; 3.44] 

H=2.59 (using 0 channel) 

 

Figure 6. Restored attractor (0 channel) and graphs  
of correlation dimensions for 16 channels 

Summarizing the results for 15 record one may 
conclude  the following. 11 patients were prelimi-
nary considered by an expert as having epileptic 
activity, and 4 patients were diagnosed as having 
another pathology.  

We use the value of interval were correlation di-
mensions and entropies on amplitude coverage lie. 
For records corresponding epileptic activity 

               ], and                  In 
this case correlation dimension is practically the 
same for all channels, which means the synhroniza-
tion process characterizing epilepsy. 

For records of other pathology                
                              , and there is 
no synchronization. Thus, these signs allow the 
differing epileptic activity from other type of pathol-
ogy. 

4. CONCLUSION 

In this work we implemented the investigation of 
time series by nonlinear dynamics method – recon-
struction of attractor and estimation of correlation 
dimension. The entropy of a time series on ampli-
tude coverage is calculated as an additional charac-
teristic. Continuous and discrete dynamical systems 
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having attractor and EEG records were considered 
as test examples. 

For dynamical systems the correlation dimension is 
in accordance with known results, being the calcu-
lation is easier than for capacity dimension. For 
continuous systems the dependence of graphical 
representation of attractor on the choice of the step 
of numerical method is illustrated. For EEG records 
the implemented method allowed the separation of 
data on 2 classes, which in agreement with expert 
diagnosis. 

These algorithms may be modified and applied to 
analysis of more complex time series 
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Abstract 

We discuss here images of complex structure such as biocrystals, which are very often in applications turn out to be fractals or mul-
tifractals. We present 3 types of multifractal spectra, and vector characteristics based on blanket technic for the surface of grey-level 
function constructed by halftone or monochrome image. Such a set of characteristic describes the image structure quite complete. In 
this work we apply several different fractal and multifractal methods to analyze images. Our experiments make it obvious that for 
every class of images at least 2 methods allow obtaining reliable separation of numerical signs. The algorithms for calculation mul-
tifractal characteristics are implemented. For each class of images the most appropriate signs were recommended. 

 
 
1. INTRODUCTION 

The study of the properties of various biological 
substances often uses the technique of obtaining 
their crystalline forms. In medicine, such methods of 
crystal growth as adding a substance to a solution 
of copper chloride, as well as adding a medicinal 
solution to an oil base, are well known. 

In many cases, the properties of the substance 
under study can be judged by the type of crystal 
obtained. Methods of analysis and classification of 
digital images play an important role in the study of 
the properties of biocrystals. For example, in [1, 2] 
various approaches to the analysis of images of 
wheat samples are described, including using artifi-
cial neural networks. 

Very often in applied problems of biology and medi-
cine, researchers work in conditions of the so-called 
small sample, when the number of samples is in the 
tens, whereas most machine learning methods rely 
on the assumption of samples that differ by orders 
of magnitude. Therefore, mathematical methods for 
obtaining fine classification features and the use of 
expert knowledge are of great importance here. 
Thus, in [3], the method of multifractal analysis was 
applied to the study of a set of 60 wheat samples. 
The obtained characteristics combined with expert 
assessments allowed us to divide the initial set into 
5 classes. 

The successful application of multifractal characteris-
tics in the analysis of microscopic images of metal 
sections [4, 5] and in the study of nanostructures [6] 
shows that the same methods can be used in the 
analysis of such complex compounds as biocrystals. 

The relevance of this research is due to an increas-
ing number of areas in biological and medical re-
search, where the results of experiments can be 
recorded by obtaining digital images using modern 
equipment. 

In this work, we apply basic methods of fractal and 
multifractal analysis of digital images to the study of 
crystals of biological substrates and drugs, which is 
used in assessing the quality of biological products 
and laboratory control of drugs. 

As classification features in this paper, we use the 
characteristics obtained by calculating such indica-
tors as the Minkowski dimension, the Renyi spec-
trum and the multifractal spectrum determined us-
ing a local density function, as well as parametrized 
spectra. 

We show that decomposing an image into disjoint 
level sets using a local density function allows filter-
ing by selecting the set with the largest capacity 
dimension. Such sets preserve the main features of 
the original image, and the use of fractal technic 
allows for a clearer separation of images. 

For images of various classes of biological sub-
strates and drugs, we present the results of experi-
ments. 

 
2. MAIN DEFINITIONS 

2.1. Fractal and multifractal characteristics 

A natural characteristic of the sets of Euclidean 
geometry is their topological dimension. It is based 
on the concept of the multiplicity of the covering 



14   CEMA’22 conference, Sofia 

(the smallest number of adjacent elements of the 
covering   , provided that the covering consists of 
elements having a finite size) and is an integer. 
Another approach to the notion of dimension was 
proposed by Hausdorff [7]. For a countable cover 
with a diameter of elements not exceeding a certain 
number, we consider a numerical series composed 
of the diameters of sets raised to a certain power p. 
The sum of the series is called the Hausdorff 

measure, it determines the value of   at which the 
series converges. This value, which is not neces-
sarily an integer, is called the Hausdorff dimension. 
It is known that for sets of Euclidean geometry, this 
characteristic coincides with the topological dimen-
sion. It turned out that the Hausdorff dimension can 
also be a characteristic for objects of a more com-
plex structure, namely fractals. Such objects are 
characterized by fractional dimension. According to 
the definition proposed by the developer of fractal 
geometry B. Mandelbrot, a fractal is a set for which 
Hausdorff dimension is strictly greater than its topo-
logical dimension.  

Fractal sets have the property of self-similarity. This 
means that the structure of a part of a fractal set is 
in some way "similar" to the structure of the whole 
set. Self-similarity can be strict and statistical. The 
sets for which the law of their construction is known 
(the Cantor set, the Serpinsky carpet, etc.) of 
course have strict self-similarity. Most natural ob-
jects with a complex structure can be considered as 
fractals (or multifractals) with statistical self-
similarity. 

Sets with strict self-similarity are usually construct-
ed iteratively, from a formal point of view, the pro-
cess of their construction is endless. When depict-
ing such structures, it is believed that the construct-
ed figure approximates the fractal well and gives a 
visual representation of its shape, if at a certain 
step of construction the differences become visually 
imperceptible. 

2.2. Capacity dimension 

In practice, calculating the Hausdorff dimension is a 
time-consuming task, therefore, the  class of so-
called "box-counting" (capacity) dimensions is used, 
which are based on the idea of counting the number 

of coverage elements of linear size   necessary to 
cover the set under consideration. When working 
with fractal sets, we assume that the so-called 
power law holds, namely, the number of elements 

of the cover      is proportional to the linear size 

of the element in some degree          . This 
assumption is empirically conditioned. 

Usually the capacity dimension of a nonempty 
bounded set      is defined as follows 

     
   

       

    
  

An approximate value of the capacity dimension 
can be obtained, for example, by using the least 
squares method. 

2.3. Minkowski dimension 

It should be noted that when analyzing images of 
fractal sets, the capacity dimension is determined 
only for black-and-white images. 

To calculate the fractal dimension of the sets repre-
sented by halftone (gray-scale) images, we can use 
the Minkowski dimension. It is based on the so-
called blanket technic and its calculation does not 
use a coverage. 

A detailed description of this method can be found 
in [7, 8], so we will provide here only the information 
necessary to describe the algorithm for its imple-
mentation. 

Let                             be a 

gray-scale image and     be the gray level of the 

     -th pixel. This is a gray-level surface for the 
image, which can be viewed as a fractal for a cer-
tain measure range. 

Let      . Then  -parallel body    is a set of 

points distant from   by no more than  : 

          |   |         

and we say, that         —  -dimensional volume 
of   .  

If for some constant   at      the limit         
     is positive and bounded, then the number   
is called the Minkowski dimension of the set  . 

We build blankets       for a gray level surface as 
follows 

        
               

     |           |              

        
               

     |           |              
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A point        is included in a  -parallel body if 
                      . The definition of a 
blanket is based on the fact that the blanket for a 

surface of radius   includes all the points of the 
blanket for a surface of radius     together with 
the points that are at the distance of 1 from this 
blanket. 

The volume of a  -parallel body is calculated by    
and   : 

        ∑                     . 

The surface area is calculated using one of two 
formulas 

    
     

  
  

 

     
           

 
  

Minkovsky dimension is defined as 

    
    

   
⁄  

To obtain the image characteristics, we use a vec-

tor             , the size of which is determined 
by the number of different values of δ. 

2.4. Rényi spectra 

Consider the set     , and its partition into 

     cells with side (or volume)  . We define the 
probability measure                  

         ∑             
    Also consider the 

generalized statistical sum (or the sum of the mo-
ments of the measure) [9] 

       ∑   
 

    

   

                        

As usual we assume that the power law holds 

                                           

We also assume that the statistical sum itself also 
follows the power law: 

                                        

where      is a function of class   . 

The symbol ~ in (2) and (3) is understood as fol-
lows: 

      
   

        

   
         

   

         

   
       

Under these assumptions, the characteristic of a set 
with a complex structure is a set of generalized 
Renyi dimensions: 

      
   

 

   

        

   
                 

2.5. Parameterized spectra 

A multifractal set can be represented as a set of 
fractal subsets, each of which has its own fractal 
dimension. A multifractal spectrum is a set of di-
mensions of these subsets. Multifractal spectrum is 
a set of subsets, each of them is the union of cover-
ing elements having close values of exponents    
in (4). 

In this sense  Renyi spectrum is not multifractal 
one, because it shows the changing of initial meas-
ure when parameter q changes. But one may go 
from Renyi spectrum to multifractal one by using 
parametrized spectra [10]. 

Let M be a set and      be its partition on      
cells by size  . Consider a normed measure 
        on      and construct a sequence of 
measures                 , where 

        
  

    

∑   
     

      
  

Define the average      of exponents    by a 
chosen measure 

        
   

∑               
 
   

   
 

For every measure        calculate information 
dimension      of its support 

        
   

∑                 
 
   

   
 

Excluding parameter q we obtain multifractal spec-

tra (       . 

https://en.wikipedia.org/wiki/R%C3%A9nyi_entropy
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2.6. Local density function 

This method was proposed in [11]. Consider an 

image   in    and denote the square with center 
  and radius   (half of the side length) by       . 

Denote the measure of pixel intensities by  . 

Assume that 

 (      )                                 

where       — local density function and   is a 
constant.  

Consider (6) for   small enough, then it follows  

        
   

            

    
 

The function      characterizes the degree of 
heterogeneity of the pixel intensities distribution in a 

neighbour of  . The set of points   with local densi-
ty   forms the level set 

                 In practice we calculate 

    ,      ,   [         ] and form the 
sets  

                 [          

where   is a parameter.  

We obtain a set of binary images. Obviously, this 
parameter controls the number of level sets and 
allows the separation of the image on nonintersect-
ing level sets, and the procedure of separation is a 
kind of filtration. 

Then we calculate capacity dimensions for level 
sets and obtain multifractal spectrum       
 
3. EXPERIMENTS 

3.1. The effect of cyna 

The effect of Cyna 6 on biosubstrates was studied. 
The images from 2 classes (each contains 5 imag-
es) were analyzed by the methods described. 

The results are shown below. 

  

Figure 1. Biosubstrate without correction (left)  
and after correction (right) . 

Graphs are given below. All the calculated features 
show the separation. 

 

Figure 2. Renyi spectra and multifractal spectra  
by local density function 

 

Figure 3. Parametrized spectra and graphs  
of characteristic vectors 

3.2. Crystals of drugs 

3 types of crystals of drugs (medical solution is 
added to oil, crystals are formed on the boundary of 
matters). 

Images are obtained by microscope, every class 
contains 7-8 images. 

 

           

Figure 4. Class 1 (left) and class 2(right) 

       

Figure 5. Class 3 
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Figure 6. Renyi spectra and multifractal spectra  
by local density function 

 

 

Figure 7. Parametrized spectra and graphs  
of characteristic vectors 

 
4. CONCLUSION 

As a rule, researches work with images biomedical 
preparations under conditions of so called small 
sample — the number of images is estimated in 
tens, not thousands. It is expert knowledge that has 
a decisive meaning. However, the practical experi-
ence shows that a description of images in terms of 
numerical characteristics is useful addition to visual 
perception. Any description of an image structure 
may be thought as a formalization of expert 
knowledge. In this work we demonstrate the results 
of application of several fractal and multifractal 
methods to analyze images of crystals of drugs. 
The experiments showed that for every class of 
images at least 2 methods allow obtaining reliable 
separation of numerical signs. 
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Abstract 

In the article we suggest a method for detection of quadcopters by sound by means of Mel Spectrograms. For the experiment, audio 
recordings of both flying quadcopters signals and noises were collected. The experiments were performed by means of spectro-
grams with 2 classes, Mel Spectrograms with 2 classes and Mel Spectrograms with 4 classes. The method has proved to be effec-
tive at testing and can be used for quadcopter real-time detection software. 

 
 
1. INTRODUCTION 

To classify quadcopters various techniques are 
applied, such as  

 Visual analysis. Analysis of camera image 
for the search of a quadcopter. This method 
is significantly dependable on the camera 
scope. If the quadcopter is at certain dis-
tance, it will be difficult to differentiate it from 
other small objects (for example birds). The 
efficiency is also reduced in heavy weather 
conditions (fog, rain, snow). [1] 

 Radar. Due to the narrow scope radars 
cannot insure efficient quadcopter detec-
tion. [2] 

 Sound analysis. The interest to the sound 
detection of quadcopters has appeared re-
cently, and only few researches concern 
this theme.  [3] 

In this work the sound analysis is used for a classi-
fication.  

The paper [3] analyses the frequencies of quadcop-
ter monitor and rotors. This method does not allow 
detecting other quadcopters, because the frequen-
cies of rotors and motors may differ. But the above 
mentioned method allows detecting quadcopters 
which produce sounds 3 decibels lower than the 
surrounding noises.    

It the competition dedicated to the classification of 
sounds of birds [4] the Mel Spectrograms showed 
the best results. [5] 

In this work for classification we applied the method 
used by the winners of the competition -- Mel Spec-

trograms and Resnet-50 neural network. It allowed 
detecting different types of quadcopters in the se-
lected set of data.   

2. MAIN NOTIONS 

Mel Spectrogram is a spectrogram where frequency 
is expressed not in hertz, but in mel's.  

There exist different ways of transform hertz to 
mels, and the most common is the following: 

             
 

   
   (1) 

Mel Spectrogram helps to separate out the bass 
frequencies better, while they propagate in nature 
further than high frequencies.  

The difference between a spectrogram and a Mel 
Spectrogram is represented in Figure 1.   

Spectrogram: Mel-spectrogram:
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Figure 1. The difference between spectrogram  
and Mel Spectrogram  

 

2.1. Description of Test dataset  

In the test set of data the sounds of flying DJI P3 
Pro, FPV250, DJI – Agras T30 quadcopters were 
used. Many different sounds occurred in the noise 
record, such as technical, city noise, speech, wind 
etc.  
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Each sound was saved in wav format; the sound-
track from the video from Youtube.com was also cut 
out and saved in wav format.  
 
2.2. Procedure of a   nalysis  

A Mel Spectrogram of flying quadcopter is shown in 
Figure 2. 

 
Figure 2. Mel-Spectrogram of flying  

quadcopter  

The audio signals were read at 20000 Hz, because 
the equipment used to test the program for detect-
ing quadcopter in real-time reads sounds in diapa-
son between 20 and 20000 Hz.  

Length of the windowed signal for fourier transfor-
mation for Mel-spectrogram – 1024, the amount of 
mels – 220, minimal frequency - 20 Hz, maximal – 
20000 Hz. 

The majority of quadcopters showed the activity 
between 0 and 1000 mels frequencies, but as we 
don`t know, how other quadcopters will react, all 
frequencies, which microphone can read were dis-
played. 
 
2.3. Neural Network Training  

All signals (quadcopters and noise) were cut into 
parts by the length one second, then they were 
divided into training, validation and testing sets.  

As a result, 1440 second-parts of flying quadcopter 
soundtracks, 511 validation and 1221 testing were 
used for training. For noise signal we used 3603 for 
training, 451 for validation and 1144 for testing.  

For sound augmentation the following procedures 
were performed:  

 Sound deceleration/precipitation for 5-10% 

 Pitch shift for 3-5% 

 Poor signal records multiplication by means 
of quadratic transformation  

 Quadcopter sound amplification in relation 

to noise and mush by power transformation 
with ½ exponent 

 Signal mirroring by time  

The Resnet-50 neural network to detect a flying 
quadcopter was trained on the following data:  

 Spectrograms with 2 classes: quadcopters 
and noises  

 Spectrograms with 4 classes: quadcopter, 
city noises, natural noises, speech  

 Mel Spectrograms with 4 classes 

After that an extra training on the larger amount of 
data, received by link [6] was performed. 

This data set is of higher quality (all these sounds 
were recorded with professional equipment). Each 
sound was classified according to quadcopter mod-
el. 

For training set 8400 second-parts of quadcopter 
recordings were used, for validation 1994, for test-
ing 5044. For noises 7369 in training, 1840 in vali-
dation, 27358 in testing. 

This training was performed on 4 classes with Mel 
Spectrograms only. For the augmentation of train-
ing data set the same actions were performed. 
 
2.4. Results of experiments 

As Table 1 shows, the method of increasing of the 
amount of classes proved to be most effective, 
because we are not interested in accuracy of clas-
ses “city noises”, “natural noises” and “speech” 
detection, if during the classification neural network  
doesn`t relate these data to the quadcopter. The 
usage of Mel Spectrograms also shows significant 
improvement.  

Table 1. The results of quadcopter detection according  
to classes and representations 

 

Amount of classes 2 4 4 

Training set Sp-s Sp-s Mel-sp-s 

Validation: 
TP, % 
FP, % 

 
73.6 
25.3 

 
97.2 
3.3 

 
99.8 
0.2 

Testing: 
TP, % 
FP, % 

 
69.8 
29.5 

 
90.8 
9.2 

 
99.5 
0.8 

The sound detection efficiency of quadcopter was 
higher with the larger amount of data. 1 quadcopter 
sound wasn`t detected on validation and testing 
sets (~99.95% detections on validation and 
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~99.98% in testing) as well as 1 sound was false 
detected as quadcopter on validation and 2 on test-
ing set (~0.05% and ~0.007% accordingly). 

Resnet-50 neural network was trained by means of 

Adam optimizer with      learning rate. 
 
2.5. Detection errors 

The quadcopter was not detected in situations 
when the sound of quadcopter was in extremely 
noisy environment.  

On the larger amount of data the amount of false 
positive detections decreased. Only 1 extremely 
noisy sound was false positively detected as quad-
copter. 

 

Figure 3. Quadcopter Mel-Spectrograms  
in noisy environment  

The quadcopter was false positively detected on 
some natural noises (contained in class “city nois-
es”) Mel Spectrograms. 

On the larger amount of data also only 2 natural 
noises sounds were false positively classified as 
quadcopter. The traffic sounds from city noises 
were no longer false classified as quadcopter. 

 

Figure 4. Natural noise Mel Spectrogram false positively 
detected as quadcopter 

 
2.6. Real-time quadcopter detection  
       software system 

For real-time quadcopter detection the program was 
set up. It reads the sound from the microphone, 

each second the signal is transformed into Mel Spec-
trogram and is applied to the neural network which 
defines the detection class. The operator receives a 
signal, if the quadcopter is detected or not.  

The above mentioned software system is planned 
to be tested in real conditions.  

3. CONCLUSIONS 

The way of quadcopter detection implied in this 
work can be effectively implemented. 

The use of larger amount of data increases the 
detection efficiency  

Mel Spectrograms used for training  perform the 
best results during the testing. The adding of differ-
ent noise classes results in the significant efficiency 
gains as well. Moreover, the confusion of the noises 
does not effect on the result of detection. In further 
research, we are going to test the software system 
for real-time quadcopter detection in the field, use 
other signal notations for neural network training, 
compile the new signal samplings for neural net-
work training and testing.  
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Abstract 

The goal of the research is to study the thermal effects caused by the electromagnetic (EM) field emitted by the mobile phone anten-
na. A novelty of the study is the Hand Influence consideration on the Mobile Phone Antennas’ matching to the free space.   

Inhomogeneous human model with different positions of the hand (fingers) and at different distances (1 mm, 10 mm, 20 mm) from 
the human head to the headset are studied;  

The mobile phone antenna matching study to free space was carried out using the Finite-Difference Time-Domain (FDTD) method. 

3700 [MHz] standard communication frequency was selected for numerical simulations. 

 
 
1. INTRODUCTION 

Mobile phones have recently become an integral 
part of our lives. Naturally, interest arose in their 
impact on human health. Electromagnetic fields 
(EMF) emitted from mobile phone antennas interact 
with the human head and other parts of the body, 
which in some cases can affect human health. Ex-
posure to these electromagnetic fields is inversely 
proportional to the distance between the head and 
the mobile phone. But during communication, in 
most cases, the mobile phone antenna is in close 
proximity to the sensitive tissues of the human 
head. Therefore, the study of possible side effects 
associated with it is very relevant and important 
today.  

As it is known, the energy absorption of EMF in 
tissues is characterized by the SAR coefficient 
(specific absorption coefficient [W / kg]), which is 
determined by the power absorbed by the unit of 
mass of the tissue. SAR is the only safety criterion 
for assessing the effects of this radiation on hu-
mans. Its thresholds are set by the Federal Com-
munications Commission (FCC) in the USA and the 
International Commission on Non-Ionizing Radia-
tion Protection (ICNIRP) in Europe [1]. Existing 
studies have shown that the interaction between an 
EM field and a biological object depends on the 
characteristics of the emitter [2]: its frequency, its 
location, and its orientation toward the object; On 

the shape of the emitted wave and the amplitude 
value of the EM field; As well as the ability of the 
biological body to absorb and accumulate energy 
[3]. 

Many publications show that absorption of radiated 
energy (SAR) depends on mobile phones and an-
tenna types [4-5], its positions, and radiated power 
from the mobile phones [6]. The radiation nature 
and EM fields behaviour depends on complex hu-
man body geometry [8], user’s hand positions, other 
objects’ existence around the user; where the user 
is located, in an enclosed or semi-enclosed space. 
But it’s impossible to thoroughly quantitatively con-
sider all these details. 

Modern smartphones have AGC (Automatic Gain 
Control) and automatically increase the radiation 
power to establish a good connection in case the 
signal from the base station is weakened. The reac-
tive field around the antenna increases. Because 
the reactive field area is larger than a cell phone 
with a hand, it covers all nearby objects with the 
ear, head, and hand. The result will be a large ab-
sorption at high reactive fields, which can be dan-
gerous for humans' health [9]. 

The negative effects associated with these impacts 
are cumulative nature and may apear in the future. 
Of particular note are the harmful effects on chil-
dren. They are exposed to RF radiation from an 
early age. The brain is the "main target organ" for 

mailto:tamar.nozadze@tsu.ge
mailto:mtvarisakurtsikidze@gmail.com?subject=for_%E1%83%9B%E1%83%97%E1%83%95%E1%83%90%E1%83%A0%E1%83%98%E1%83%A1%E1%83%90_%E1%83%A5%E1%83%A3%E1%83%A0%E1%83%AA%E1%83%98%E1%83%99%E1%83%98%E1%83%AB%E1%83%94_ID_10226
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this EM radiation. The nervous system of children 
and the brain are still unformed, the tissue composi-
tion is relatively different (contains a relatively large 
amount of water, which has a permeability, the 
children's skull is much thinner, more permeable to 
this radiation than adults and therefore the negative 

impact in children can be more serious [8]. 

The goal of the proposed research is to investigate: 

how the hand and fingers different positions affects 
on the phone radiation parameter (S11 coefficient), 
which discribes antenna matching to the free space. 
 
2. METHODOLOGY  

Since, the real experiments on human is not permit-
ted, we will investigate scheduled tasks, by means 
of computer modelling. The Finite-Difference Time-
Domain (FDTD) method [6], [9] will be used for 
numerical simulations. FDTD is the most suitable 
numerical method for computational analysis of 
complex-shaped and inhomogeneous objects like 
the human body. It gives us ability to use realistic 
nonhomogeneous human model in our research. 
However, the disadvantage of FDTD method is that 
we can't estimate the calculation error. Numerical 
experiments will be carried out using the EM and 
thermal solver of the proprietary FDTD based pro-
gram package “FDTDLab”, developed at TSU (La-
boratory of Applied Electrodynamics of the Tbilisi 
State University). The woman computer head mod-
el, named “Ella”, a 3D model with 1 mm discretiza-
tion from "Virtual Population" (IT‟IS Foundation) will 
be used for EM exposure simulations. Different 
hand configurations in holding the mobile phone 
(with different types of antennas) will be created by 
us (for example, phone held by fingers and phone 
held and covered by the palm) [9]. The considered 
head model consists of 47 types of tissues with 
different dielectric properties. For simplicity, the 
hand model will be filled with muscle material. 

Frequency-dependent tissue parameters will be 
used from the known database 
(https://itis.swiss/virtualpopulation/tissueproperties/d
atabase/database-summary/) A sinusoidal wave-
form of 3700 MHz frequency will be used for simu-
lations. 

For the human head model, two hand positions 
were prepared: When the mobile phone is held with 
fingers tip (hand 1), and when the mobile phone is 
held tightly with hand, touches the hand palm (hand 
2), Figure 1. 

 

              a)                         b)                             c) 

Figure 1. Woman discrete model: (a) without hand, (b) with 
hand position 1, (c) with hand position 2. at 3700 MHz  

The mobile phone dimensions were (L × W × H) 5 × 
0.8 × 9 [cm], with the dipole antenna embedded. 
The phone case permittivity was ε = 2. 

 

Figure 2. Mobile phone model with Dipole antenna. 

The dipole length for the selected frequencies 
(3700 MHz) was selected so the S11 coefficient to 
be the lowest possible. In this case, the best anten-
na matching to open space was obtained. The 
length of the dipole antenna was 0.26 mm while the 
minimal S11 was 0.08 Figure 2. 

3. RESULTS OF NUMERICAL SIMULATIONS 
AND DISCUSSIONS 

We studied frequency characteristics for a consid-
ered dipole antenna at the considered frequency, 
as it is shown in Figure 3. 

In both cases of numerical experiments hand con-
siderations increase the S11 coefficient. In some 
cases, the head, hand, or fingers different positions 
reduce the S11 coefficient (this means that the 
antenna is well matched but at the shifted frequen-
cies).  

 

https://itis.swiss/virtualpopulation/tissueproperties/database/database-summary/
https://itis.swiss/virtualpopulation/tissueproperties/database/database-summary/
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a) 

 

b) 

Figure 3. Dipole antenna frequency characteristics:  
a) head without hand, b) head with hand 1, and hand 2. 

When mobile phone antenna is hold with a hand 
fingures (hand 1) bad matching is observed (with 
and without head consideration) compared to the 
case when the mobile phone is covered with a hand 
palm (hand 2) Figure 3. 

 

                   a)                           b)                           c)             

Figure 4. 3D radiation patterns for the mobile antenna without 
a head model at 3700 MHz:  

a) only phone, b) phone+hand 1, c) phone+hand 2. 

The 3D radiation patterns for the mobile antenna 
without a head and with different hand configura-
tions are shown in Figure 4, 5. It is well seen that 

the radiation patterns for the fixed-gain depended 
on the modeling scenarios. 

     

                  a)                             b)                         c) 

Figure 5. 3D radiation patterns for the mobile antenna with a 
head model at 3700 MHz: a) phone+only head, 

b) phone+head and hand 1, c) phone+head and hand 2 

   

                   a)                          b)                           c)      

Figure 6. SAR distribution inside the human head-hand mod-
els at 3700 MHz: a) head without a hand, b) head and hand 1, 

c) head and hand 2 

Point SAR distribution inside the head-hand models 
is illustrated in Figure 6. When the hand is consid-
ered, peak SAR locations were observed inside the 
hand. Because hand absorbs a big part of the EMF 
energy and therefore, SAR peak values in the head 
tissues are reduced. 
 
4. CONCLUSION 

In the present study, we investigated the impact of 
hand and head on mobile phone antenna matching 
conditions. The obtained results showed that hand 
consideration changes the antenna matching to the 
free space significantly.  

The results of the research will be of great im-
portance to each of us, and it will have a potential 
impact on the relevant industry and the wider com-
munity. 

Research is not complited. The problems raised in 
the proposed paper are most significant and need 
further researches. 
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Abstract 

In FPGA based edge detection which uses gradients to find contours, the calculation of integer square root focused on both accura-
cy and speed presents a serious problem. In this paper, proposed is an integer square root algorithm. Its application is focused on 
computing the gradient magnitude in FPGA based edge detection. The algorithm is explored for mathematical accuracy, maximum 
operating frequency and minimum number of clock cycles on the basis of ten Intel (Altera) FPGA families. It is ascertained that the 
algorithm guarantees total mathematical accuracy. Its maximum operating frequency is higher than the maximum operating frequen-
cy of embedded memory, and it requires a single clock cycle to execute. The proposed algorithm’s capabilities are assessed on a 
comparative basis. 

 
 
1. INTRODUCTION 

In FPGA based edge detection which relies on gra-
dient to detect image contours the accuracy of the 
obtained gradient magnitude value depends on the 
accuracy of square root calculations. Hardware 
implementation of integer square root is a serious 
problem due to the complexity of computations. 
Hence the most widely used approach is to priori-
tize speed over mathematical accuracy by resorting 
to different approximation patterns. The latter gen-
erally have a strong negative impact on the quality 
of detected contours. Therefore, when the focus is 
on both achieving the ultimate execution speed and 
guaranteeing the detected contours’ quality FPGA 
based edge detection using gradient requires an 
integer square root algorithm which is capable of: 1) 
providing mathematically accurate result for the 
smallest possible count of clock cycles; 2) working 
at a clock frequency which is higher than the maxi-
mum operating frequency of the component defin-
ing the upper limit of clock frequency in FPGA 
based edge detection.  

The algorithm which most current FPGAs use is 
radix 2 digit reccurence square root [5][6]. Digit 
recurrence methods rely on subtractions and itera-
tions [8]. Hence, they have limited performance in 
hardware [7][15]. Another approach is the functional 
iteration which is divided into additive and multipli-
cative according to the operation used in each itera-
tive step [3][9]. Newton–Raphson method has the 
disadvantage of using division [1]. FPGA focused 

modifications include: modified nonrestoring square 
root using only subtraction  [12][13][14]; nonrestor-
ing pipelined square root using only subtraction [4]; 
square root based on linear approximation subsys-
tem with Look-up tables [10][11]; square root based 
on subtractors and multipliers - appropriate only for 
small numbers [16]; square root based on succes-
sive subtraction of odd integers [2]. 

The objective of this paper is to propose an integer 
square root algorithm. Its application is focused on 
computing the gradient magnitude in FPGA based 
edge detection. The task is to explore the algorithm 
for mathematical accuracy, maximum operating 
frequency and minimum number of clock cycles in 
ten Intel (Altera) FPGA families. Used tools: Scilab, 
Intel (Altera) Quartus, TimeQuest Timing Analyzer, 
ModelSim. The hardware description language is 
VHDL. Relevant to the conducted analyses and 
drawn conclusions are gray scale images. 

2.  THE PROPOSED INTEGER SQUARE ROOT 
ALGORITHM 

The difference between the squares of any two 
integers is presented by  

 222 )(2)( pppnpnn   (1) 

 nppNp  ,1, , 

 Nn . 

For 1p  (1) becomes 

 1)1(2)1( 22  nnn . (2) 
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From (2) it follows that: 

 The difference Dsq  between the squares of 

any two consecutive integers 1n  and n  is 
a constant represented by an odd number 

 1)1(2  nDsq . (3) 

 The difference between any two consecutive 
differences is a constant 

 2)1(  DsqDsq . (4) 

Hence, the following sequence can be defined 

 0

2222 )))1(())1()2((( 


 nnnnn   (5) 

Thus, every single number Nr represents a 
radical which pertains to a specific interval 

]),1([ 22 nnnn   by satisfying the inequalities  

 nnrnnr  22 &)1( . (6) 

All radicals included in ]),1([ 22 nnnn   are 

associated with a single integer n which represents 
the square root result according to 

 ]),1([ 22 nnnnn  . (7) 

The accuracy of integer square root result depends 
on rounding. On the basis of (3), (4) and (5), the 

left- and rightmost values of ]),1([ 22 nnnn   

include rounding and guarantee mathematical accu-
racy. 

3. COMPUTATIONAL MECHANISM IN FPGA 

Application of the algorithm: gradient magnitude 
computation in FPGA based edge detection. 

The upper limit of clock frequency of FPGA based 
edge detection which relies on gradient is defined 
by the maximum operating frequency of embedded 
memory. The smallest possible count of clock cy-
cles required by an integer arithmetic operation to 
execute is 1. Therefore, the goal of the algorithm is: 
guarantee that for all possible values of the radical 
in edge detection 

)()( maxmax embMemFsquareIntF   

 1)(min  constsquareIntnTclk  (8) 

where 

)(max embMemF           is the maximum operating 

                                   frequency of embedded 
                                   memory, 

)(max squareIntF         is the maximum operating 

                                   frequency of the proposed  
                                   algorithm, 

)(min squareIntnTclk   is minimum number of clock 

                                   cycles required by the pro- 
                                    posed algorithm to execute. 

In edge detection, all radicals are within   

])12()12(,0[ 2828  . In FPGA, the computational 

mechanism includes four steps: 

Step #1. The value of gradient magnitude is within 

]12,0[ 8 . Because 00  ,  0r  is a special 

case and a separate interval is not used. Thus, 

radicals are distributed across 128  intervals ac-
cording to (3), (4), (5), (6) and (7). 

Step #2. Each of these intervals is associated with 

a single integer within ]12,1[ 8 . 

Step #3. The boundaries of all intervals are 
checked simultaneously. Of all checks, only for a 
single interval the boolean result is true. Thus the 
square root calculation is checking if a radical fits 
within the boundaries of a particular interval. 

Step #4. The integer associated with this interval is 
the accurate integer square root result. 

The model of computational mechanism is present-
ed in Figure 1. 

 

Figure 1. The model of computational mechanism  
of the algorithm 
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The RTL design is in Fig. 2. 

 
a) 

 
b) 

Figure 2. RTL design of a single interval calculation (a)  
and the entire algorithm (b) (Source: Intel (Altera) Quartus) 

Resource utilization is in Table 1. 

Table 1. Resource utilization of the proposed algorithm 

 

4.  PROVING THE ALGORITHM’S 
MATHEMATICAL ACCURACY 

The proposed algorithm is tested for mathematical 
accuracy using all possible values of the radical in 
FPGA based gradient magnitude.  

    Critical to the mathematical accuracy of an inte-
ger square root algorithm is the accurate rounding. 
Sample results are presented below. 

Check  # 1 

Radical: 35984. Therefore the interval is [35911, 
36290]. The reference value is 190. This is the re-
sult. Conventional square root result: 
189.6944912220700203. 

Check  # 2 

Radical: 33800. Therefore the interval is [33673, 
34410]. The reference value is 184. This is the re-
sult. Conventional square root result: 
183.8477631085023563.  

Check  # 3 

Radical: 42353. Therefore the interval is [42231, 
42642]. The reference value is 206. This is the re-
sult. Conventional square root result: 
205.7984450864486002. 

Check  # 4 

Radical: 37370. Therefore the interval is [37057, 
37442]. The reference value is 193. This is the re-
sult. Conventional square root result: 
193.3132173442881789. 

Another approach to proving accuracy is checking 
the boundary values of the intervals. Ten sample 
checks are presented in Table 2. 

Table 2.  Proving the accuracy by checking the boundary 
values of the intervals 

 

These checks prove that the proposed algorithm 
guarantees total mathematical accuracy. 

5.  EXPLORING )(max squareIntF  AND 

)(min squareIntnTclk  IN FPGA 

Exploration methodology: 

 The algorithm is implemented using all val-

ues in ])12()12(,0[ 2828   . 

The results are shown in Table 3. 

Table 3. )(max squareIntF  and )(min squareIntnTclk   

of the proposed algorithm 

 

Test results prove the functional capabilities of the 
proposed integer square root algorithm:  

 Total mathematical accuracy of results 
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 )(max squareIntF )(max embMemF  for all 

values of radical which can be calculated in 
FPGA based gradient edge detection 

 1)( constsquareIntnTclkmun
. 

All existing integer square root algorithms have two 
stages:  

Stage #1. Execute operation square root over a 
radical r  

                    (9) 
where 

*n  is the square root result before rounding. 

Stage #2. Execute rounding to obtain mathematical-
ly accurate square root result n  

nn  1/0*                      (10) 

In the proposed integer square root algorithm based 
on intervals, Stage #1 and Stage #2 are combined 
into a single operation executed as a number of 
parallel comparisons. Therefore, with respect to the 
technology of executing comparison in FPGA,  

)(max squareIntF  depends on the propagation de-

lay of ripple carry adder and sign check operation. 

The proposed algorithm’s speed characteristics are 
assessed on a comparative basis using the radix-2 
iterative square root algorithm. The comparison 

between )(max squareIntF  and the highest operat-

ing frequency of the radix-2 iterative square root 

)(max quareIterativeSF  is conducted on the basis 

of executing the iterative square root within two 
clock cycles – a separate clock cycle is used for 
rounding. The comparison results show that 

)(max squareIntF  is higher than 

)(max quareIterativeSF  from 82.9% to 87.1%. 

6. CONCLUSION 

Proposed is an integer square root algorithm. Its 
application is focused on calculating gradient mag-
nitude in FPGA based edge detection. The algo-
rithm is explored for mathematical accuracy, maxi-
mum operating frequency and minimum number of 
clock cycles in ten Intel (Altera) FPGA families. 
Exploration results are assessed on a comparative 
basis using radix-2 iterative square root. 
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Abstract 

FPGA based edge detection targeting ultimate execution speed and relying on gradient direction to define image contours has to 
tackle the problem of computing integer inverse tangent both accurately and fast. This paper presents an integer inverse tangent 
algorithm.  It is designed to be used in the gradient direction submodule of FPGA based edge detection computations. Having inves-
tigated the mathematical accuracy, maximum operating frequency and minimum number of clock cycles on the basis of ten Intel 
(Altera) FPGA families, it is ascertained that the proposed algorithm is capable of securing total accuracy and working at  a frequen-
cy higher than the maximum operating frequency of embedded memory under all test conditions. It takes only three clock cycles to 
provide an accurate result. 

 
 
1. INTRODUCTION 

Because the hardware implementation of integer 
inverse tangent is complicated and slow, approxi-
mation patterns are employed as a tool of choice. In 
edge detection which uses gradient direction, de-
tected contours’ quality is negatively impacted by 
the inaccuracy of inverse tangent. Therefore, in 
FPGA based edge detection focused on ultimate 
execution speed, it is a must that the inverse tan-
gent can guarantee total mathematical accuracy. 
The latter must be achieved within the same num-
ber of clock cycles required by the gradient magni-
tude submodule to execute, taking into account that 
gradient magnitude and gradient direction submod-
ules work in parallel in FPGA. 

In [3] FPGA based design targets the speeding up 

of 1tan  computations. The results are: execution 
time is 320 ns; accuracy is <0.01°. Taylor series 

expansion method is applied to transfer 1tan  to a 

polynomial form [3][11].  In [6] two-argument 1tan  
is implemented in FPGA by using the piecewise 
polynomial approximation method with non-uniform 
segmentation. The inputs (x and y) are divided us-
ing radix-2 non-restoring division and the result is 
used as an input to Atan. The results are: maximum 
error ratio - 2.62%; execution time in Xilinx Spartan 
6 - 260.5 ns. In FPGA based design of two-

argument 1tan [9][8][10] division of the two inputs 
is implemented by a logarithmic transformation 
using subtraction. In [2] studied is the FPGA imple-

mentation of fixed-point two-argument 1tan  by 

comparing CORDIC with two multiplier based tech-
niques. It is concluded that CORDIC is fadter than 
the multiplier and table-based methods. In [12] pre-
sented are several approximations for four quadrant 

1tan  using Lagrange interpolation and optimiza-
tion techniques. It is concluded that second-order 
polynomial provides a favorable compromise be-
tween accuracy and computational cost and is well 
suited for implementation in hardware. In [5] it is 
pointed out that long latency is a main disadvantage 
of methods based on CORDIC, conventional LUTs 
and polynomial approximation. In [1] proposed is 
atan2 using look-up table with 101-points. The ac-
curacy is increased by linear interpolation. The 
achieved frequency is 60 MHz. The conclusion is: 
the accuracy of the proposed method is better than 
the approximation techniques. In [4] proposed is a 

high-accuracy computation of fixed-point 1tan us-
ing CORDIC and fast magnitude estimation. Maxi-
mum phase error is reduced from 414 LSB (angle 
error of 0.6355 rad) to 4 LSB (angle error of 0.0061 
rad). In [7] described is an FPGA implementation of 
tan-1 which is based on using CORDIC using serial 
and pipelined CORDIC architectures. 

The objective of this paper is to propose an integer 
inverse tangent algorithm targeting the computation 
of gradient direction in FPGA based edge detection. 
The mathematical accuracy, maximum operating 
frequency and minimum number of clock cycles of 
the algorithm must be investigated using ten Intel 
(Altera) FPGA families. The employed tools are: 
Scilab, Intel (Altera) Quartus, VHDL, TimeQuest 
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Timing Analyzer, ModelSim, The analyses and 
conclusions are relevant to gray scale images. 

2.  THE PROPOSED INTEGER INVERSE 
TANGENT ALGORITHM 

Application of the algorithm: computation of gradi-
ent direction. Goal of the algorithm: guarantee that 

)()(tan max

1

max embMemFIntF   

 3)(tan 1

min  constIntnTclk  (1) 

where 

)(max embMemF      is maximum operating  

 frequency of  
 embedded memory, 

)(tan 1

max IntF   is maximum operating  

 frequency of the  
 proposed algorithm, 

)(tan 1

min IntnTclk   is minimum number of  

 clock cycles required  
 by the algorithm to  
 execute. 

Because the gradient direction values can only be 
0, 90, 45 and 135, four equations are defined: 

 

0tan

1











x

Y

G

G

 

(2) 

where 

yG   is y gradient, ]255,255[yG  

xG   is x gradient, ]255,255[xG , 

 

45tan

1





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


x
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G

G

 

(3) 

 

90tan

1





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




x
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G

G

 

(4) 

 

135tan

1





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




x

Y

G

G

 

(5) 

Solving (2), (3), (4) and (5) requires finding the do-
mains of four functions with predefined ranges 

 




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





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1

0 tan
n

m
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(6) 
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









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1

4 5 tan
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(7) 
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


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
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
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9 0

1

9 0 tan
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(8) 

 




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


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

1 3 5

1 3 5

1

1 3 5 tan
n

m
A

 

(9) 

where  

0A ,
45A ,

90A ,
135A  are angular sectors in  

 which the axes 0, 45,  
 90 and 135 are  
 bisectors, 

pnm ,0 ,
4545,nm , 

8990,nm ,
135135,nm  are independent  

 variables and 
0m ,   

 pn
45m , 

4 5n , 
90m ,  

 
89n , 

135m , 
135n  are  

 within ]255,255[ . 

Therefore, the task is to define the complete set of 
values for the independent variables in (6), (7), (8) 
and (9). To accomplish this task, the following as-
pects must be considered: 

1) In order to avoid division by 0 the operation divi-
sion must not be used. 

2) The axes for 0, 45, 90 and 135 are further divid-
ed into two pairs. The ingredients of each pair are 
orthogonal. Hence, the angular sectors for 45 and 
135 are symmetrical with respect to the x-axis. 
Therefore  

 
|||| 13545 mm 

 
(10) 

and 

 
|||| 13545 nn 
 

(11) 

As a result, the difference between 45 and 135 is 
based on sign relations.  

3) Unlike 45 and 135, the difference between 0 and 
90 is defined by the fact that their angular sectors 
are symmertrical with respect to axis 45. As a re-
sult, the difference between 0 and 90 is based on 
comparison with respect to the boundaries of the 
angular sector for 45. 
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3. COMPUTATIONAL MECHANISM IN FPGA 

The algorithm includes: 

Step #1. Determine all combinations between the 
signs of Gyand Gx .  

Step #2. Define two reference points: 22.5° and 
67.5°. 

Step #3. Determine a numerical equivalent to angle 
22.5°. The accurate representation of angle 22.5° 

is the fraction 
239

99 : 











239

99
tan

1

 = 22.500605394851° 

Step #4. Determine a numerical equivalent to angle 
67.5°. The accurate representation of angle 67.5° 

is the fraction 
70

169: 











70

169
tan

1

 = 67.500605394851°. 

Step #5. Calculate gradient direction Dir  by simul-
taneously executing expressions: 

If ( 0&0  GxGy ) or ( 0&0  GxGy ) then                                                  

If 239*||99*|| GyGx   

0Dir  

If                                                   

45Dir  

If 70*||169*|| GyGx            90Dir   

If ( 0&0  GxGy ) or ( 0&0  GxGy ) then                 

If 239*||99*|| GyGx           0Dir                              

If   70*||169*||&239*||99*|| GyGxGyGx                                                   

135Dir  

If 70*||169*|| GyGx           90Dir  

If  Gy = 0 & Gx ≠ 0                 0Dir  

If  Gy ≠ 0 & Gx = 0                 0Dir  

If  Gy = 0 & Gx = 0                 0Dir . (12)                                                                       

The computational mechanism in FPGA is presen-
ted in Figure 1. 

 

Figure 1. The model of computational mechanism in FPGA 

The RTL design of the algorithm is shown in Figure 
2.  

 

Figure 2.  RTL design of the algorithm (Source: Intel  
(Altera) Quartus) 

Resource utilization is presented in Table 1.  

Table 1. Resource utilization of the proposed algorithm 

 

4.  PROVING THE ALGORITHM’S    
MATHEMATICAL ACCURACY 

Mathematical accuracy is tested for all values of 

Gyand Gx in the interval ]255,255[ . Four sam-

ple test results are presented below.  

Check  # 1 

Gy = -160     Gx = -66  

|-66|*99     |-160|*239  (false) 

|-66|*99    <   |-160|*239   &  

|-66|*169  >   |-160|*70  (false) 

70 * | | 169 * | | & 239 * | | 99 * | | Gy Gx Gy Gx   
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|-66|*169    |-160|*70  (true) 

Therefore, 90Dir . 

Using the conventional method: 















66

160
tan

1

= 67.583852520656°. 

Check  # 2 

Gy = -48    Gx = 55 

55*99     |-48|*239  (false) 

55*99    <   |-48|*239   &   

55*169  >   |-48|*70   (true) 

55*169    |-48|*70  (false). 

Therefore, 135Dir . 

Using the conventional method:  






 


55

48
tan

1

  =  

 - 41.1120904°.  

Check  # 3 

Gy = -19       Gx = -46  

|-46|*99     |-19|*239  (true) 

|-46|*99    <   |-19|*239  &  

|-46|*169  >   |-19|*70  (false) 

|-46|*169    |-19|*70  (false) 

Therefore, 0Dir . 

Using the conventional method: 













46

19
tan

1

 = 

22.442753365294°. 

Check  # 4 

Gy = 19       Gx = 45  

|45|*99     |19|*239  (false) 

|45|*99    <   |19|*239   &   

|45|*169  >   |19|*70  (true) 

|45|*169    |19|*70  (false). 

Therefore, 45Dir . 

Using the conventional method: 






 


45

19
tan

1

 = 

22.890551656248°. 

 

Accuracy tests using the entire range of values in 

]255,255[  provide the data: 

1) Total calculated results: 261121 

2) Total results different from 0: 260100 

3) Total results equal to 0: 1021 

4) Distribution of non-zero results: 

 direction 0: 65025 

 direction 45: 65025 

 direction 90: 65025 

 direction 135: 65025. 

Thus it is proved that the fractions 
239

99  and 
70

169 are 

accurately calculated and the algorithm guarantees 
total accuracy. 

5.  EXPLORING )(tan 1

max IntF   AND     

)(tan 1

min IntnTclk   IN FPGA 

Exploration methodology: 

 The algorithm is implemented using all val-
ues in ]255,255[ . 

    The obtained results are in Table 2. 

    Test results prove the functional capabilities of 
the proposed algorithm: 

 Total mathematical accuracy 

 )(tan 1

max IntF 
)(max memF  for all  

values of Gyand Gx  

Table 2. Results for )(tan 1

max IntF 
 and 

)(tan 1

min IntnTclk 
 

 

 

 3)(tan 1  constIntnTclk  under all test 

conditions. 

The input data widths 8  bits for both the numera-

tor and denominator in the reference points 
239

99  

and  
70

169 . Because image pixel is within ]12,0[ 8 , 
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for Cyclone II-V and Stratix I-V, )(tan 1

max IntF  is 

defined by the maximum operating frequency  of  

9x9 hard multiplier. For Cyclone, )(tan 1

max IntF   

is defined by the maximum operating frequency of 
8x8 logic elements based multiplier.  

6. CONCLUSION 

This paper presents an integer inverse tangent 
algorithm. Its application is focused on computing 
gradient direction in FPGA based edge detection 
which targets ultimate execution speed. The de-
signed algorithm is explored for mathematical accu-
racy, maximum operating frequency and minimum 
number of clock cycles in ten Intel (Altera) FPGA 
families. 
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Abstract 

Speech recognition is one of the main methods by which artificial intelligence models a person's ability to perceive and communicate 
through speech. In order to achieve in speech recognition the human ability to perceive and understand speech, it is necessary to 
improve the already existing and achieved in practical use methods and algorithms for speech recognition and natural languages 
understanding. This can be done by creating pre-designed models with established accuracy to be used in various specific practical 
implementations of speech recognition applications. The purpose of this article is to use such predefined models and embed them in 
modules of   Internet of Things (IoT), which have a parallel architecture and would allow real-time speech recognition.  
 

Keywords – Speech recognition models, Parallel IoT architecture, Natural languages understanding. 

 
 
1. INTRODUCTION 

There are many years and many researches in 
area of speech recognition, which are founded the 
principles and the basis of the methods and algo-
rithms for speech recognition [1]. But the real prac-
tical usage of these, developed recently methods 
and algorithms, is realized now with the wide 
spread applications of artificial intelligence in many 
areas of human live [2]. The aims to modelling in 
artificial intelligence the human speech perception 
and understanding ability can be satisfied using the 
existing and improving speech recognition methods 
and algorithms. One of the promising way for im-
proving the speech recognition is to prepare the 
predefined speech recognition models, using them 
in different speech recognition applications and 
combining them with the achievements in area of 
natural languages understanding [3]. Therefore, the 
goal of this article is to apply some of the developed 
predefined speech recognition models and embed-
ded them in modules of internet of things (IoT). It is 
proposed also in this article to apply internet of 
things (IoT) modules with parallel architecture to 
achieve the real time work of speech recognition 
and natural language understanding embedding in 
them the proposed and developed speech recogni-
tion models. This proposition is in accordance that 
the internet of things (IoT) modules with parallel 

architecture are software compatible with almost of 
the existing predefined speech recognition models. 
Therefore, in the next section of this article are pre-
sented and described in details the developed 
speech recognition models, the choice of the inter-
net of things (IoT) modules with parallel architecture 
for embedding in them the developed speech 
recognition models and natural language under-
standing. 

 

2. DEVELOPMENT OF MODELS FOR SPEECH 
RECOGNITION SUITABLE TO IMPLEMENT IN 
IOT MODULES 

There is a lot of predefined models for speech 
recognition [4], from which can to develop the de-
sired model, according to concrete specifications of 
each speech recognition application. In general 
sense speech recognition models are the important 
parts necessary to exist in each block schemas and 
algorithms for speech recognition, as it is shown in 
Fig. 1.  

The speech recognition models in Fig.1 are defined 
as separated acoustic, language and speech pro-
cessing models, but they are intended to work to-
gether in algorithms for speech recognition. In 
acoustic model are included the specific character-
istics of speech, i.e. the acoustic model contain the 
typical speech features, according to human 
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speech production, The language model include the 
necessary linguistic features of the specific natural 
language for which speech recognition is per-
formed. Both, defined as acoustic and language 
models are necessary and are combined for using 
in speech processing model. As main input of this 
model are used usually the preliminary calculated 
speech features from the speech source. On the 
additional input to the speech processing model are 
submitted the data from acoustic and language 
models. If the speech recognition is performed only 
for the recognition of isolated words, the language 
modes is not obligatory, but for recognition the sen-
tences of speech the language modes must exist. It 
can therefore be argued that the recognition pro-
cess is the most important and therefore it is the 
subject of development in this article. 

 

Speech Source

Speech Features 

Calculation

Speech Recognition 

Processing Model 

Recognized Speech

Applying Acoustic 

and Language 

Speech Models

 
 

Fig.1. General view of typical block schema of speech  
recognition 

 

On Fig. 2 is presented the proposed speech recog-
nition processing model, based on the presented in 
Fig. 1 general view of typical block schema of 
speech recognition. The schema begin with speech 
source and speech features calculation chosen as 
Mel Frequency Cepstral Coefficients (MFCCs) [5]. 
The blocks of proposed speech recognition pro-
cessing model blocks, Block 0, Block 1, Block 2 …..  
Block N and Block N+1, are surrounded by a dotted 
line in Fig. 2. Block 0 is the first block in speech 
processing model. It serves as a liaison with the 
Mel Features Calculation block, from which are 
input to the speech processing model the calculated 
MFCCs speech model, from which features. Block 
N+1 is the last block in speech processing model. 

From this Block N+1 are output the results of rec-
ognized speech to the corresponding block, as it is 
shown in Fig. 2. The remaining blocks Block 1, 
Block 2 ….. Block N are the main part of the pro-
posed speech recognition processing model. All of 
the blocks, Block 0, Block 1, Block 2 ….. Block N 
and Block N+1, included the similar actions as 1D 
Convolution, Batch Normalization, Rectified Linear 
Unit (ReLU), but their size and other characteristics 
are or can be chosen different for each of the 
blocks. The kernels in 1D Convolution are with k 
length, which is with different values for each of the 
blocks. The sequence of blocks 0, 1, 2 … N, N+1 
represent the layers of deep learning neural net-
work. The activation function of each layer of neural 
network is chosen to be realized as Rectified Linear 
Unit (ReLU). It is added in each of the blocks 0, 1, 2 
… N, N+1 the Batch Normalization function to im-
prove the learning speed of neural network and to 
provide regularization, avoiding overfitting. Each of 
the blocks 1, 2 …… N include L Sub blocks. The 
number of output channels of all sub blocks in each 
of the blocks 1, 2 …… N are equal. The input and 
output of each of the blocks 1, 2 …… N are con-
nected via residual connection including the sum-
ming unit, as it is shown in Fig. 2. 

The architecture of the sequence of sub blocks in 
each of the blocks 1, 2 …… N is the same and in 
presented in Fig. 3 only for a given block i from all 
blocks 1, 2 …… N. It is seen from Fig. 3, that the 
input and output of the block i are connected to the 
corresponding output and input of the block i-1 and 
i+1. Each sub block include the same actions 1D 
Convolution, Batch Normalization, Rectified Linear 
Unit (ReLU), as it is presented for each of the 
blocks 1, 2 …… N in Fig. 2. On the detailed presen-
tation in Fig. 3, at the output of each sub block, after 
Rectified Linear Unit (ReLU), is included the action 
dropout. The dropout operation is used to prevent 
overfitting in deep neural networks at the stage of 
learning. Also in Fig. 3 is presented more precise 
the residual connection, shown briefly in Fig. 2. It is 
seen from Fig. 3 that the residual connection is 
directly between input of block i and the last sub 
block, but in residual connection are included 1D 
Convolution and Batch Normalization. Also the 
Rectified Linear Unit (ReLU) and Dropout in the last 
sub block are after summing unit.  
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Fig. 2. Speech recognition processing model 

The described above residual connection with in-
cluded 1D Convolution is used in deep learning 
neural networks to take in account the different 
number of input and output channels and then pass 
the result through Batch Normalization.  

1D Convolution 

with k length kernel

Dropout

ReLU

Rectified Linear Unit

Batch 

Normalization

1D Convolution 

with k length kernel

Dropout

ReLU

Rectified Linear Unit

Batch 

Normalization

+

Batch 

Normalization

1D Convolution 

with k length kernel

L Sub 

blocks in 

Block i

for i= 1...N

From previous Block i-1

To next Block i+1

Residual 

connection

 

Fig. 3. Detailed schema presentation of the sub blocks  
in each of the blocks 1, 2 …… N 

3. IMPLEMENTATION OF THE PROPOSED 
SPEECH RECOGNITION MODEL TO BE  
EMBEDDED IN IOT MODULE WITH  
PARALLEL ARCHITECTURE 

The proposed and described above speech recog-
nition model is tested as embedded in internet of 
things (IoT) module. It is necessary to satisfy the 
requirements of real time speech recognition, 
especially at applications such as natural language 
understanding. Therefore, it is proposed to embed 
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the described above speech recognition model in 
IoT module with parallel architecture. One of the 
most frequently used IoT modules in the implemen-
tation of neural networks with deep learning are IoT 
modules of NVIDIA [6]. In this article is proposed to 
use Jetson Nano IoT module shown in Fig. 4 with 
usually connected Keyboard, HDMI Monitor and 
necessary for recognizing input speech and for 
listen the input or recognized output speech USB 
Microphone and USB Speaker, respectively. In 
additional it is included the Internet connection to 
use the existing in Clouds Speech Models and Data 
Base of Natural Languages Understanding (NLU). 

USB Microphone USB Speaker

Jetson Nano IoT Module

HDMI Monitor

Keyboard

Cloud Speech 

Models & Data 

Base of NLU

Fig. 4. Jetson Nano IoT module using to embed the proposed 
speech recognition model 

The presented in Fig. 4 configuration of IoT module 
Jetson Nano is used as the base to develop the 
code and to test experimentally a concrete example 
as program application with implementation of pro-
posed speech recognition model. For brevity, only 
the following important program modules of this 
developed as Python code are presented below to 
outline the main parts of proposed speech Load 
files to train or to test speech recognition model, 
presented in Fig. 2 and Fig. 3. 

# Speech Source Module  

# Load files to train or to test speech recognition 

import librosa 

import IPython.display as ipd 

example_file = data_dir + '/Train1.wav' 

audio, sample_rate = librosa.load(example_file) 

ipd.Audio(example_file, rate=sample_rate) 

 

# Mell Features Calculation of  

# loaded files to train or to test speech recognition 

import numpy as np 

spec = np.abs(librosa.stft(audio)) 

spec_db = librosa.amplitude_to_db(spec, ref=np.m
ax) 

 

# Train the proposed speech recognition model 

# using the loaded train files  

import pytorch_lightning as pl 

trainer = pl.Trainer(gpus=1, max_epochs=50) 

trainer.fit(speech_model) 

 

# Test the proposed speech recognition model 

# using the loaded test files  

import pytorch_lightning as pl 

test = pl.Test(gpus=1, max_epochs=50) 

test.fit(speech_model) 

4. EXPERIMENTAL RESULTS 

It can be outlined the following achieved results 
from experimentally tests of the proposed speech 
recognition model prepared as concrete example 
realized in program application with implementation 
in IoT module Jetson Nano, presented on Fig. 4. 
The main characteristic of the experimental speech 
recognition model are listed in Table 1. 

TABLE I 
CHARACTERISTICS OF SPEECH RECOGNITION MODEL 

Number of 
blocks 

10 

Number of sub 
blocks in each 

block 

5 

Kernels of 1D 
Convolution 

From 11 to 25 in 
Blocks 1 to 10 

Output  
channels 

From 256 to 768 in 
Blocks 1 to 10 

Dropout 0.3 

 

In the carried out tests are prepared the comparison 
with the existing in Cloud Speech Models and Data 
Base for Natural Language Understanding [7]. The 
comparison of results for speech recognition, using 
the developed and existing models using the same 
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examples of speech samples (as isolated words 
and sentences) and data base of natural language 
model are presented in Table 2.  

TABLE II 
COMPARISON OF THE DEVELOPED SPEECH RECOGNITION MODEL 

WITH SOME EXISTING SPEECH RECOGNITION MODELS 

Existing Models 
[7] 

Comparison of precision in % of speech 
recognition using the developed and 

the existing models 

Model 1 82% to 89% 

Model 2 76% to 88% 

Model 3 83% to 97% 

Model 4 87% to 95% 

5. CONCLUSION 

The briefly presented in Table 2 overall comparative 
results for speech recognition, using the developed 
and existing models can be comment in the follow-
ing way.  

In general the results of speech recognition, using 
the proposed speech recognition model, are similar 
(but with lower 76-87 % accuracy) in comparison of 
the same examples of speech recognition using the 
existing models (88-97%). This can be explain with 
the following arguments:  

 insufficient in-depth training of the proposed 
model compared to the existing ones;  

 more precisely defining the parameters of the 
neural network with deep training for the ex-
isting speech recognition models;  

 greater number of blocks, corresponding sub 
blocks and the number of channels in the 
layers of neural network with deep learning in 
existing speech recognition models, using in 
comparison. 

Regardless of this differences from the existing 
speech recognition models, the following advan-

tages of the proposed speech recognition model 
can be highlighted:  

 simpler scheme suitable for embedding in 
IoT modules with less complexity of parallel 
architecture, like IoT module Jetson Nano;  

 preference for use in simple practical 
applications for speech recognizing a limited 
number of words and sentences and from a 
specific natural language for examples mo-
bile robots or other devices, using limited  
words and sentences as speech commands 
in voice control. 
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