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Abstract|A way of decoding multilevel codes using MAP

(MaximumA Posteriori) algorithm is presented. A bit error

rate (BER) performance comparison between the MAP de-

coder and the standard multistage Viterbi decoder is made.
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I. Introduction

In the last several years, multilevel codes have attracted

signi�cant attention due to the exibility of construction

and low complexity of decoding algorithms. Coding sys-

tems consisting of adjustable rate component convolutional

encoders with appropriate modulation symbol mappings

have found practical application in various band limited

channel transmission systems.

The standard way of decoding multilevel codes, denoted

multistage decoding (widely described in the literature, e.g.

[1]), employs standard Viterbi decoding for each level of the

system and hard information interchange (sequences of 0's

and 1's) between di�erent levels. The structure of multi-

level coding systems can be observed as concatenation of

component codes through joint mapping into output mod-

ulation symbols. When the outputs of component convo-

lutional encoders are interleaved, this is similar to parallel

concatenated codes (PCCs or turbo-codes) [2], where the

input information sequence is the same for all the compo-

nent codes, as well as to serial concatenated codes (SCCs)

[3], where the output sequence of the "outer" encoder is

the input sequence of the "inner" encoder.

The analogy with PCCs and SCCs can be extended to

the decoding algorithm. The MAP algorithm, as described

in [5], can be applied to each component code, and soft

infomation can be interchanged between levels. As with

PCCs and SCCs, multiple decoding iterations can be used

to improve BER performance.

II. System Description

The structure of the analyzed multilevel coding system

is presented in Fig. 1. A block of k user information bits,

u0; : : : ; uk�1, enters the system input, where k is deter-

mined as k = k0 + � � � + kr�1, and r is the number of

encoder levels. These information bits are partitioned into

r blocks xs;0; : : : ; xs;ks�1, s 2 f0; : : : ; r� 1g. Each of these

blocks is fed into a particular convolutional encoder Cs,

which outputs a block of encoded bits, vs;0; : : : ; vs;l�1. All
the encoder output bit blocks have the same length l, which
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means that the code rates applied are Rs = ks=l. The over-

all bit code rate of the system is

R =
k

rl
=

Pr�1

s=0 ks

rl
=

1

r

r�1X
s=0

Rs. (1)

Each block of encoded bits, vs;0; : : : ; vs;l�1, is fed into

the corresponding interleaver, Is, which outputs a block of

bits ys;0; : : : ; ys;l�1, according to the relation

ys;j = vs;Is(j), (2)

where Is(�) is the permutation function realized by the in-

terleaver.

r-tuples of bits, (y0;j ; : : : ; yr�1;j), j 2 f0; : : : ; l�1g, enter
the QAM mapper, and complex modulation symbols, zj =

M(y0;j ; : : : ; yr�1;j), are generated.

Modulation symbols are transmitted through the chan-

nel with additive white Gaussian noise nj , so complex val-

ues at the decoder input, wj , are given as

wj = zj + nj . (3)

III. Decoding Process Description

In the following text, random variables of all quantities

in the system will be denoted by upper case letters and

their realizations by lower case letters. Continuous and

discrete random variables will be treated in the same way,

i.e. P [D = d] will denote the probability that a discrete

random variableD takes the value d, whereas P [C = c] will

denote the value of the probability density function of some

continuous random variable C in the point c. In accordance
with this, notation of type P [D = d; C = c] will be used

for mixed discrete-continuous probability functions.

Before each decoding pass (using the trellis of a single

encoder Cs), probabilities P [Ys;j = bjWj = wj ] = P [Ys;j =

b;Wj = wj ]=P [Wj = wj ] are calculated. We have

P [Ys;j = b;Wj = wj ] = P [Ys;j = b; Zj +Nj = wj ] =

=
X
zj

P [Nj = wj � zj ; Ys;j = b; Zj = zj ] =

=
X
zj

P [Nj = wj � zj ]P [Ys;j = b; Zj = zj ].

(4)

The last equality is a consequence of the independence of

noise from the transmitted sequence. In the previous sums,

zj takes values from the set of all alphabet symbols. The

noise is complex white Gaussian with zero mean and com-

ponent variance �, so that

P [Nj = wj � zj ] =
1

2��2
e�

jwj�zj j
2

2�2 . (5)



Fig. 1. Multilevel encoder and additive white Gaussian noise channel

On the other hand,

P [Ys;j = b; Zj = zj ] =

= P [Ys;j = b;

M(Y0;j ; : : : ; Yr�1;j) =M(y0;j ; : : : ; yr�1;j)] =

= P [Ys;j = b; Y0;j = y0;j ; : : : ; Yr�1;j = yr�1;j ] =

= P [Ys;j = b; Ys;j = ys;j ]

r�1Y
t=0
t6=s

P [Yt;j = yt;j ].

(6)

The equality before the last follows from the bijectiveness

of the mapper function M(�), and the last is valid due to

the independence of encoded bits from di�erent blocks. It

is obvious that

P [Ys;j = b; Ys;j = ys;j ] =

(
P [Ys;j = b]; ys;j = b

0; ys;j 6= b
, (7)

so due to the fact that zj is uniquely determined by the

values y0;j ; : : : ; yr�1;j , we �nally obtain (8) and P [Ys;j =

bjWj = wj ] can be computed, as well.

The probabilities P [Ys;j = ys;j ] are not known at the

receiver side and they are one of the results the decoder

should give. In the iterative decoding process, at the be-

ginning it is assumed that P [Ys;j = 1] = P [Ys;j = 0] = 1
2

and these values are being memorized and updated in each

iteration.

Introducing ordinary, conditional and joint log-likelihood

ratios (LLRs) of a binary random variable B [6], de�ned as

�[B]
4

= ln
P [B = 1]

P [B = 0]
, (9)

�[BjA]
4

= ln
P [B = 1jA]

P [B = 0jA]
, (10)

�[B;A]
4

= ln
P [B = 1; A]

P [B = 0; A]
, (11)

where A is some event, and taking into account that

�[BjA] = �[B;A] and ln(P [B = b]=P [B = 0]) = �[B]b,

we obtain (12).

If for a set of real numbers fp1; : : : ; pmg, we de�ne [6]

max*fp1; : : : ; pmg
4

= ln

mX
t=1

ept , (13)

Fig. 2. MAP algorithm module

(12) can be rewritten as (14).

The MAP algorithm module, which is the basic block

used for iterative decoding, is shown in Fig. 2. The inputs

of the MAP algorithm are a priori probabilities of informa-

tion and encoded bits, given by the corresponding LLRs,

�0[Xi] and �0[Vi], respectively. Under the limitations im-

posed by the encoder trellis, a posteriori probabilities of

information and encoded bits are given at the output, by

the corresponding LLRs, �00[Xi] and �00[Vi], respectively.

Detailed MAP algorithm descriptions are given in [4] and

[5].

The process of decoding consists of multiple iterations.

Before the �rst iteration, all encoded bit LLRs, �[Ys;j ], are
set to 0. Depending on the order of LLR updating, there

are two types of iterations: serial and parallel.

One decoding iteration with serial LLR update is as fol-

lows:

1. s = 0.

2. Using the sequence of received channel symbols, wj , and

current encoded bit LLRs, �[Ys;j ], calculate

�[Ys;j jWj = wj ],

for j 2 f0; : : : ; l� 1g.

3. Initialize a priori LLRs by deinterleaving

�0[Vi] = �[Ys;I�1s (i)jWI
�1
s (i) = wI

�1
s (i)],

for i 2 f0; : : : ; l � 1g.

4. Perform a MAP algorithm pass for the trellis of Cs, as-

suming that �0[Xi] = 0, for i 2 f0; : : : ; ks�1g. The out-

puts of the algorithm are the values �00[Xi] and �00[Vi].

5. If this is the last iteration, estimate the part of the user

information sequence which is the input of Cs,
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X̂s;i =

(
1; �00[Xi] � 0

0; �00[Xi] < 0
,

for i 2 f0; : : : ; ks � 1g.

6. Update encoded bit LLRs by interleaving

�[Ys;j ] = �00[VIs(j)],

for j 2 f0; : : : ; l � 1g.

7. s = s+ 1.

If s < r go to step 2.

One decoding iteration with parallel LLR update di�ers

in the last three steps:

6. Remember the values �00[Vi] in an auxiliary array

�s;i = �00[Vi],

for i 2 f0; : : : ; l � 1g.

7. s = s+ 1.

If s < r go to step 2.

8. Update encoded bit LLRs by interleaving, using the

auxiliary arrays

�[Ys;j ] = �s;Is(j),

for s 2 f0; : : : ; r � 1g and j 2 f0; : : : ; l � 1g.

After one iteration, updated LLRs are used for subse-

quent iterations. In serial update iterations, they are im-

mediately used for subsequent levels, as well. The number

of iterations is determined as a compromise between BER

improvement and the number of operations.

A comparison with multistage Viterbi decoding can be

made here. Multistage Viterbi decoding can be viewed as

a modi�ed version of a single serial LLR update iteration.

The idea is that after decoding the s-th system level, de-

coded bits ys;j are �xed and used as such in subsequent

TABLE I

Component code rates and puncturing patterns

System level Code rate Puncturing pattern

2 1/3 1110

1 2/3 1100, 1000

0 4/5 1100, 1000, 1000, 1000

levels, each time reducing the set of possible modulation

symbols. This is equivalent to setting

�[Ys;j ] =

(
1; �00[VIs(j)] � 0

�1; �00[VIs(j)] < 0
(15)

in the 6. step of the serial LLR update iteration.

IV. Simulation Results

The system for which simulations are done consists of

r = 3 levels, and its output alphabet is 64-QAM.

Component convolutional codes are obtained by punc-

turing the same mother code of rate 1=4 and memory

M = 6, given in octal notation as (133; 171; 145; 133).

Their rates and puncturing patterns are given in Table I.

The overall bit code rate of the system is R = 0:6 and the

length of the input sequence is k = 21998 bits.

Each output modulation symbol depends on two succe-

sive triads of interleaved encoded bits,

zj =M(y0;2j ; y1;2j ; y2;2j ; y0;2j+1; y1;2j+1; y2;2j+1), (16)

which is somewhat di�erent from the system described in

the introduction. The conditional LLR derivations are

valid for this system, as well, since the assumption of in-

dependent encoded bits used in (6) holds due to the inter-

leaving. Modulation symbols and corresponding encoded



Fig. 3. Modulation symbols and corresponding encoded bits

bits are shown in Fig. 3. In total, l=2 = 6118 modula-

tion symbols are generated and the symbol code rate is

R� = 3:6 bit=symbol, since one modulation symbol is ad-

dressed by 6 encoded bits.

The interleavers I0, I1 and I2 of appropriate lengths are

constructed as pseudo-random.

The relationship between the noise component variance,

�, and the signal to noise ratio, Eb=N0, is given by

Eb

N0

=
E[jzj2]

2R��2
, (17)

where E[jzj2] is the average energy of encoder outputs.

A BER performance comparison of MAP decoding with

parallel LLR update, MAP decoding with serial LLR up-

date and multistage Viterbi decoding is shown in Fig. 4. As

can be seen for both parallel and serial update, more than

two decoding iterations are not necessary. Viterbi multi-

stage decoding can be used as a faster solution (Viterbi

algorithm is simpler than MAP), but it is outperformed by

serial update MAP decoding. Parallel update MAP decod-

ing is both computationally ineÆcient and BER inferior.

A simpli�ed way of MAP decoding, denoted Max-MAP

decoding, is compared to ordinary MAP decoding in Fig. 5.

The simpli�cation in Max-MAP decoding is realized by us-

ing the max(�) function instead of max*(�), both in the con-

ditional LLR calculation and in the algorithm. If one of the

elements in the argument set fp1; : : : ; pmg is much greater

than the others, max*fp1; : : : ; pmg � maxfp1; : : : ; pmg.

An advantage of Max-MAP decoding is that estimation of

noise component variance, �, is unnnecessary, due to the

homogeneity of max(�). The BER performance degrada-

tion is practically negligible, making Max-MAP decoding

the preferred solution.

Fig. 4. BER performance of MAP decoding (up to 4 iterations) with
parallel LLR update (full lines), serial LLR update (dashed lines)
and multistage Viterbi decoding (dash-dot line)

Fig. 5. BER performance of MAP decoding (full lines) and Max-
MAP decoding (dashed lines), 2 serial LLR update iterations
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