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Automatic Radar Processing Using OSCA CFAR Detector

Slavcho Lishkovt, Rumen I. Arnaudov?, Rossen G. Miletiev?

Abstract — The algorithm for an automated radar processing is
analyzed, so the CFAR detector based on order statistics and
cell-averaging is examined. By reason of that the expressions
of the false alarm rate, the detection probabilities and mea-
sure ADT under the Swelling Il assumption are calculated and
are compared with the analogous parameter sto thewell known
CFAR detectors.
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I. Introduction

The main problem at the radar signal processing is the co-
herent primary detection of the received signal. The signal
processing automation is connected with the development of
the algorithms, which work at the wide range of an alteration
of the signal statistical characteristics. The detection decision
of the radiolocation signals requires the algorithm design,
which maximizes the detection probability (Pp) at a constant
false alarm probability (Py,). On the basis on this require-
ment a lot of CFAR detectors are designed. Constant false
alarm rate (CFAR) algorithms are used to detect the targets
in noise and clutter backgrounds whose mean power are un-
known. Finn and Johnson [1] proposed the well-known CA-
CFAR detector (cell-averaging constant false alarm rate). If
the outputs of the reference cells are statistically indepen-
dent and identically distributed random variables from the
same population as the cell under test when there is no tar-
get, the detection performance of the CA-CFAR detector
is optimal. However, the detection performance of the CA-
CFAR detector is seriously degraded when the background
environment is honhomogeneous (Rayleigh or Weibull dis-
tributed). To improve the resolution of closely-spaced targets,
Trunk [2] Hansen and Sawyers [3,4] proposed the SO-CFAR
(smallest-of) and GO-CFAR (greatest-of) detectors respec-
tively, but SO-CFAR processor exhibits severe degradation
in false alarm rate control, with respect to the CA and GO-
CFAR detectors in the presence of a clutter distribution edge
effect. A new class of order statistic (OS) CFAR detectors
is firstly introduced by Rohling [5] for multiple target situa-
tions.

reduce the processing time of the OS-CFAR detector in
ordering magnitudes of the cell in the reference window,
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some kinds of modified OS-CFAR detectors, such as OSGO,
OSCA and OSSO, are examined [6-9]. The best balance be-
tween the detection losses and processing time is possessed
by the OSCA CFAR detector [9-11].

I1. System Description

Due to the best balance of the OS-CFAR detection perfor-
mance, one of its modified variants is analyzed. The block
diagram of OSCA-CFAR detector is shown at Fig. 1. The
function of the automatic censoring structure is to censure the
target echoes from the reference sliding window. The system
collects M + N reference cells and implements the adaptive
threshold to estimate the noise background. In the general-
ized order-statistic cell-averaging CFAR detector the estima-
tion of the noise level in the cell under test is the sum of the
outputs of the leading window the k-th order statistics and the
lagging window the [-th order statistics. The estimated noise
level is multiplied with the threshold parameter level T'(k, 1)
and the corrected noise level is compared with the reference
cell value at the comparator to take the decision about the tar-
get presence. The scaling factor T is represented at Table 1
according to k and ! values at N = M = 16, Py, = 107°.
When the leading cell number M is equal to the lagging cell
number N, there is T'(k,1) = T'(I, k). This is also true for
the all type of OS-CFAR detectors.

We assume that the noise in the test cell is Rayleigh en-
velope distributed and that the target returns are fluctuated
according to the Swelling Il model. The system implements
an adaptive threshold test:

H,
V >T7Z, Q)
Hy
where Z — the final background noise estimation, T' — thresh-

old parameter to control the desired probability of false
alarm, V' —the cell-under-test variable.
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Fig. 1. OSCA-CFAR detector block diagram
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A Dbinary hypothesis testing paradigm under the Swer-
ling 11 assumption is [7]:
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where b =1+ S, S — per pulse average SNR.

For any CFAR detector employing Eq. (1) the detection
probability is expressed by the equation [12]:

d(u)
/ 127
—C
where h(u) = E(e™""), d(u) = E(e™"%) — moment gener-
ating functions (MGF)
The PDF (probability density function) of Z defined by

Eg. (1) is given by [13]:

V=
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The MGF of the noise level estimation is given for the
homogeneous environment by [7]:

d(u) = dx (u)dy (u) , )

(
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Therefore, the detection probability and false alarm prob-
ability is calculated by the expressions:

Py, = (P, )1(Py, )2 (6)
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where S — signal-to-noise ratio.

It is known that ADT (average detection threshold) is an
alternative measure to compute the loss of detection perfor-
mance in a CFAR processors. For given values of Py, , M
and N, the ADT is independent of the detection probability.
The ADT for the OSCA-CFAR detector is calculated by the
equation [7]:

u 1 u 1
ADT =T - — ], @
;M—k+i+j:1N—l+j ®)

The average detection threshold value is represented at
Table 2 according to k and [ values at N = M = 16,
Pfa =10"6

1. Numerical example

The OSCA-CFAR algorithm is analyzed using MATLAB®
routine. The detection performance and detection losses are
analyzed and compared with the analogue parameters of the
other type of CFAR detectors. The scaling factor T is repre-
sented at Table 1 accordingto k and [ valuesat N = M =
16, Py, = 10~% When the leading cell number is equal to
the lagging cell number N, there is T'(k, 1) = T'(, k).

Table 1. Scaling factor T according to k and [ valuesat N = M =
16, P, =107°

1 10 11 12 13 14 15
k
10 | 10.885
11 ] 9.8432 | 8.9641
12 | 8.8647 | 8.1294 | 7.4214
13 [ 7.9316 | 7.3222 | 6.7278 | 6.1381
14 | 7.0188 | 6.5222 | 6.0315 | 5.5383 | 5.0299
15 | 6.0892 | 5.6964 | 5.3029 | 4.9019 | 4.4826 | 4.0239

The detection performance is the main characteristic,
which is defined by the dependence of the detection proba-
bility Pp from the signal to noise ratio (.S) at the fixed value
of the false alarm probability Py, . It is estimated from the
equation (6) and (7) and is shown at Fig. 2.
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Fig. 2. The detection probability Pp according to k and I values at
N=M=16, P;, =107°

126



Slavcho Lishkov, Rumen I. Arnaudov, Rossen G. Miletiev

The represented analyze shows that the detection probabil-
ity values increase upon k and [ augmentation and depend on
the small degree from &k and [ values. But if & is near close to
M orlis near close to N, the detection performance may be
significantly degraded by the influence of the interfering tar-
get in the leading or lagging windows. Atk = M andl = N
OSCA-CFAR detector is identical with the CA-CFAR detec-
tor.

The next analyzed parameter of the CFAR detector is
ADT value. It is calculated by the equation (8) and is rep-
resented at Table 2 accordingto k and [ valuesat N = M =
16, Py, = 107°.

Table 2. The average threshold average value according to k and [
valuesat N = M = 16, Py, = 107°

1 10 11 12 13 14 15
k
10 | 20.261
11 |19.961 | 19.674
12 | 19.751 | 19.468 | 19.257
13 [ 19.655 [ 19.365 | 19.139 | 18.996
14 |19.733 | 19.424 | 19.169 | 18.986 | 18.919
15 [20.164 | 19.812 | 19.504 | 19.266 | 19.102 | 19.160

The shown results represent the low detection losses of
OSCA-CFAR detector in relation to the other CFAR detector
types. Regarding to that parameter the analyzed CFAR pro-
cessor is compared to CA-CFAR one and exceeds all type of
CFAR detectors [10].

These results define the intermediate position of the
OSCA-CFAR detector in relation to CA-CFAR and OS-
CFAR detectors. It combines the low detection losses and
computing effectiveness of the CA-CFAR detector with the
detection behavior of the OS-CFAR detector in the nonho-
mogeneous background multiple target situations.

IV. Conclusion

The represented CFAR algorithm for the automated radar
processing allows a detection of the target returns in the ho-
mogeneous and nonhomogeneous backgrounds with an op-
timal detection performance. The favorable detection perfor-
mance defines OSCA-CFAR detector as an optimal CFAR
detector in relation to the detection losses, processing time
and detection conduct in the nonhomogeneous background
and interfering targets in the leading or lagging windows.
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