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Abstract: - The paper is a review of the state-of-the-art for the 

artificial neural networks. The background for their application 
begins with comparisons with the biological prototypes and the 
classical von-Neuman architecture. Artificial neural networks 
prototypes in biology and their technological equivalent are 
presented Advantages and disadvantages of neural networks are 
given. 
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I. INTRODUCTION - MATHEMATICAL EQUATIONS, 
NEURAL NETWORKS AND FUZZY SYSTEMS 

The description of (and knowledge of) a system, according 
to [1] can be done in three different ways, namely: with 
mathematical equations, distributed parameters (neural 
networks – NNs), and linguistic rules. 

Despite their obvious simplicity mathematical equations are 
not applicable to complex systems because of some similarly 
complex reasons. In this approach, besides defining the exact 
relationship between the varying parameters, also the time 
variable has to be taken into account (speaking of time-
dependent systems). 

The latter inconvenience seems to be overcome in the case 
of linguistic rules, which can be easily modified. They include 
even badly defined languages, which allow controversial 
conclusions from one and the same fact. 

Mathematical equations and “crisp” rules of the type “if-
then” describe an algorithm of a process manifestly. NNs 
describe an algorithm of a process in a hidden way. They are 
atypical example of distributed data processing. Artificial  
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NNs can be examined as iterative systems in two different 
typical example of distributed data processing. Artificial NNs 
can be examined as iterative systems in two different ways.On 
one hand they are structurally - iterative, as their structure is a 
simple iteration of their components; in this way they can be 
interpreted as a structured graph. On the other hand artificial 
NNs are algorithmically -iterative, the aim of the algorithm 
being to define the centroids of different classes if the system 
is self-organizing. If the system is not self-organizing, the 
centroids of its classes are “taught” by a teacher. The 
drawbacks of NNs come from the unpredictability of the 
system for every moment in time, as well as from the non-
implicit convergence for every separate case (because of 
which, instead of global convergence, an asymptotic 
convergence is usually pursued); even small variations of 
input data cause new knowledge to be learned by the network. 
Finally, it must be said that NNs give in to fuzzy systems in 
terms of ease of development. However, in spite of its 
disadvantages, NNs along with fuzzy systems are much more 
suitable for solving badly defined problems, compared to the 
systems with mathematical equations. 

The merging of fuzzy systems and NNs into so-called 
“adaptive fuzzy systems” is a comparatively old technique in 
the field ([2]-[11]). Contemporary tendencies are towards 
merging fuzzy logic with chaos and NNs. Example of a fuzzy 
system is the modeling of human brain and an example of 
chaos in terms of informatics and NNs are the nonlinear 
dynamic processes of the complex neural nets in the human 
brain. 

II. ANN ARTIFICIAL NEURAL NETWORKS 
PROTOTYPES IN BIOLOGY AND THEIR 

TECHNOLOGICAL EQUIVALENT 

Comparison between biological neural network system 
and Fon Neumann computer 

The upper equivalence follows from [12]. Next are listed 
the main components of the Fon Neumann architecture (fNA), 
followed by the characteristics of the classical computer 
architecture and of the biological neural system (BNS).  

Processor. While the fNA-processor is complicated, BNS 
processor is simple.  

Memory. While fNA-memory is divided from fNA-
processor and is localized and content addressable, BNS-
memory is integrated into the BNS-processor and is 
distributed and content addressable.  

Processing. While fNA-processing is centralized, sequential 
and is based on the programs in memory, BNS-processing is 
distributed, parallel and self-learnt. 

Reliability. While fNA-reliability is very vulnerable, BNS-
reliability is robust.  
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Information representation and basic tasks. Information in 
fNA is in the form of numbers and symbols and this is why 
the main problems of fNA are in the data representation. In 
contrast to fNA, information in BNS has impulse-analog 
representation, and the main problems come from 
analysis/recognition of input data.  

Work environment. While in fNA it is well defined, the 
work environment in BNS is badly defined and its limits have 
to be accepted by default.  

Models of evolutionary computation in NNs 
According to the approach of evolutionary computation, 

which has gathered much popularity lately, NNs are one of the 
main representatives of the FOE-model (filogenesis, 
ontogenesis, epigenesis) of simulated computation [13].  

After they reach a certain level of complexity, living 
organisms develop highly specialized processes, which allow 
an individual to integrate the huge amount of interactions with 
environment. In relation to living organisms such processes 
are referred to as epigenesis.  

Three systems in living organisms represent epigenesis: 
nervous system, immune system and endocrine system. From 
the three systems, the one receiving greatest attention from 
researchers is the nervous system. A typical example in that 
respect is the nervous system, which according to [14] 
includes 1010 neurons and 1014 synapses, if compared to the 
four symbol genome, which has length 3•109, according to 
[13]. The immune system is a prototype of systems for finding 
software bugs [15], of mobile robots controllers [16], and of 
immune systems of computers [17]. The endocrine system is 
composed of a large number of gland tissues, which release 
directly into the blood stream, hormones, controlling bodily 
functions as reproduction, etc. From functional point of view 
this system is similar to some extent to the nervous system in 
the sense that both of them help the individual’s adaptation to 
changes in environment.  

Artificial NNs are the technical equivalent of the three 
above mentioned biological systems,  their synaptic weights 
and their topology changing in response to outside influence. 
The paradigm of artificial NNs is a technical realization of the 
epigenetic axis of the FOE-model and as such it acquires 
amazing results, which very often are equal to, if not 
exceeding, the results of the traditional methods. Artificial 
NNs are applied mainly in programming and in small number 
of cases in hardware equipment. Some of their applications in 
practice are: data analysis, function approximation, 
associations, inter- and intra class categorizations, recognition 
and classification of images, data compression, prediction and 
control [12]. 

In recent years the attention of researchers has been 
centered around evolutionary artificial NNs, which beside the 
epigenetic axis of the FOE-model also include its filogenetic 
axis. According to [18] and [19], filogenesis in living nature 
covers the evolution of the species itself. The technical 
solution from NNs’s theory point of view is a population of 
NNs, in which the evolution is realized on global 
(population’s) level, while learning is realized on individual 
level (i.e. single NN level). Examples in that respect are the 
works of Liu and Yao [20], Nolfi et al. [21] and Yao [22], 
although they are completely out-of-date. Another interesting 

example is the effect of Baldwin, who demonstrates the 
complex interaction between filogenesis and epigenesis.  

The application of the latter process for the uses of 
simulated computation is examined in [23] and [24]. The FE-
plane (filogenesis-epigenesis) in nature is also connected with 
the process of human linguistic learning i.e. to what extent the 
linguistic ability is inbred (filogenetic) or acquired 
(epigenetic).  

A short historical review on the subject discussed can be 
found in [25], and information on this process applied in 
artificial systems is given in [26]-[28].  

Concept of artificial NN 
The artificial neural network (NN) is a high-level parallel 

structure of interconnected simple elements (neurons), which 
are hierarchically organized. The information in NN is stored 
in distributed way as weights and links between neurons, and 
its acquisition is realized through association. The algorithms 
defining the changes in weights are called training rules. The 
main models of NNs are examined in [29-31]. The trainable 
networks have possessed the flexibility, necessary for solving 
of complex dynamic problems. Such NNs have to be able to 
adapt on two clearly separable levels: by changing of the 
dynamics of the inter-neuronal interactions (which is normally 
achieved through change of the synaptic weights) and by 
changing the actual topology of the network. Topology 
modification proves to be a successful solution to the stability-
flexibility dilemma, i.e. how a trainable system may 
remember the already acquired knowledge, while at the same 
time it continues to add new knowledge [32]. 

III.  ADVANTAGES AND DISADVANTAGES OF NN 

Advantages 
The strongest, and at the same time the most specific 

features of a NN are: adaptivity, robustness to fuzzy and noisy 
input, reliability: 

Adaptivity. There is no inlaid, concrete algorithm in a NN; 
the training of a NN is done by example and it can continue 
during the use of the NN in real applications. 

Robustness to fuzzy and noisy input. The NN finds the 
“true” path by association. 

Reliability. Even the removing of some neurons is not fatal 
as the information in the NN is distributed. 

 
Disadvantages 
The main problems when working with artificial NNs are: 

the curse of dimensionality, number of layers and number of 
neurons in each layer (network design problems), selection of 
energy (step) function along with interpretation on physical 
level, convergence of the network in case of complex 
definition domains of input vectors (classification problems), 
time for training/self-organization. 

Curse of dimensionality. In most of the cases in practice, 
the input vectors of the NN are composed of hundreds or even 
thousands of components. This makes necessary a reduction 
of dimensions to be made. The latter is realized during 
preprocessing, when the highly informative components are 
separated from the less informative ones; data compression is 
a synonym of preprocessing. (There are situations in which it 



351 

is necessary to artificially generate additional samples, as in 
the case of image recognition). Other methods for 
dimensionality decrease is the use of some symmetry in the 
training sequence or to use the principle of unification, i.e. to 
use the knowledge for a single object as valid for the rest of 
the objects of the respective class as well. 

Network design problem. Another fundamental problem 
appears to be the problem of defining the number of hidden 
neurons, i.e. the number of the neurons positioned between 
the input and output layers. What makes this problem so 
crucial for the design of the NN is the fact that from the 
number of hidden neurons the properties of the network are 
defined in respect to the concrete application. If theoretically 
the addition extra neurons results in settling into a local 
minimum, then the removing of neurons corresponds to the 
case of convergent network. 

Selection of energy function (physical level interpretation). 
Also very important proves to be the problem of how to 
escape the local minimums in our search of the global one. A 
number of physical in their essence methods are used. The 
more popular of them are the Hebb training and the Bolzman; 
beside them other methods are also used, among which – 
statistical, binary, neuro-dynamical, etc. On mathematical 
level the physical method can be explained as the selection of 
the type of the energy function. 

Convergence of the network in complex definition domains 
of the input vectors (classification problems). From samples’ 
classification/recognition point of view the problem of the 
complex definition domains of the input data is very essential. 
Very often instead of looking for absolute convergence, it is 
looked for asymptotic. 

Training/self-organizing time. The training of a NN can be 
realized in two ways, each of them characterized by its own 
training time. Training can be done “per sample” (guarantees 
quicker result acquisition) or over the whole sample sequence 
– packet training (slower than the first case). Although in the 
case of packet training the weights’ changes for each sample 
have to be kept in memory through the whole epoch, it is 
guaranteed that the error will slide down over the weight-
plane. The time for packet training is called “epoch”. 

IV. CONCLUSIONS 

The paper is a review of the state-of-the-art for the artificial 
neural networks. The background for their application begins 
with comparisons with the biological prototypes and the 
classical von-Neuman architecture. Artificial neural networks 
prototypes in biology and their technological equivalent are 
presented. Advantages and disadvantages of NN are given. 
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