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Abstract: The Genetic Algorithm is a heuristic approach 

witch is being used in wide areas of optimization works. In the 
last years this approach is also widely implemented in 
Telecommunications Network Planning. In order to solve less or 
more complex planning problem it is important to find the most 
appropriate parameters for initializing the function of the 
algorithm.  

There are six important parameters of the Genetic 
Algorithm witch define the normal and successful function and 
the obtaining of optimal decisions of the problem – Number of 
individuals in the initial population, number of populations in 
the process, usage of mutation, usage of additional local search, 
type of selection and type of replacement of the individuals. The 
variation of each of them causes different results. 

The goal of this work is to define the optimal values of 
the parameters in dependence of the problem witch must be 
solved. 

 
I. INTRODUCTION 

The problem of optimally designing a network in order to 
meet a given set of specifications (such as prescribed traffic 
requirements, achieving a desired level of reliability, 
respecting a given maximum transit time), while minimizing 
total cost, arises in a wide variety of contexts: computer 
networks, telecommunications networks, transportation 
networks, distribution systems. 

Network design algorithms draw an increasing amount of 
attention nowadays. Considering the complexity, high cost 
factor and fast deployment times of today’s communications 
systems (such as IP and ATM backbones, optical networks, 
numerous types of access structures etc.), network operators 
can benefit a lot from the use of network design tools.  

These tools can help speeding up and ‘automating’ the 
design process, ensuring superior quality (i.e. lower cost 
and/or better Quality of Service) and more justifiable 
solutions. Network design tools typically incorporate a wide 
range of functionality, such a geographical database handling, 
traffic estimation, link dimensioning, cost calculation, 
equipment configuration databases etc.  

The real benefit of using these tools, however, comes from 
the possibility of using the algorithmic network optimization 
approaches. In this way, there arises a possibility for finding 
solutions of better quality in much shorter time, as compared 
to the manual network design. 

 
II.   PARAMETERS OF THE GENETIC ALGORITHM  

Initial Population 
The genetic algorithm begins by creating a random initial 

population.  There  is  very   important  to  obtain  the  optimal 
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number of individuals in the initial population in order to: 
- give the algorithm enough genetic material for creating 

“fit” offsprings; 
- reduce the working time by finding the optimal 

solution of any problem. 
The number of the individuals depends in most cases of the 

representation of the problem and of the number of the genes 
in the chromosome. 

Number of Populations 
The number of populations in the algorithm is also im-

portant for finding the best solution of a definite problem. 
This number must be large enough to obtain the optimal solu-
tion, and at the same time it must be not too large, because of 
the computing time and the production of too many unused 
solutions. The number of population depends of the com-
plexity of the problem. 

Selection 
The selection method determines how individuals are 

chosen for mating. If you use a selection method that picks 
only the best individual, then the population will quickly 
converge to that individual. So the selector should be biased 
toward better individuals, but should also pick some that aren't 
quite as good (but hopefully have some good genetic material 
in them).  

In selection the individuals producing offspring are chosen. 
The first step is fitness assignment. Each individual in the 
selection pool receives a reproduction probability depending 
on the own objective value and the objective value of all other 
individuals in the selection pool. This fitness is used for the 
actual selection step afterwards. 

The most popular selection schemes are: 
- rank – based assignment; 
- roulette wheel selection; 
- tournament selection; 
- stochastic remainder sampler; 
- stochastic uniform sampler. 
Some of the more common methods include roulette wheel 

selection (the likelihood of picking an individual is pro-
portional to the individual's score), tournament selection (a 
number of individuals are picked using roulette wheel selec-
tion, then the best of these is (are) chosen for mating), and 
rank selection (pick the best individual every time). Threshold 
selection can also be effective.  

Replacement  
Replacement schemes are used by genetic algorithms with 

overlapping populations to determine how the new individuals 
will be assimilated into the population. Replace-worst and 
replace most-similar are the only really useful replacement 
schemes. Sometimes replace-parent can be effective, but 
usually when the parents are similar to the offspring, and this 
is just replace-most-similar. 
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The most popular replacement schemes are: 
- replace worst; 
- replace best; 
- replace parent; 
- replace random; 
- replace most similar (crowding). 
Mutation 
The mutation is the recombination operator, which ran-

domly changes the value of a separate gene in the chro-
mosome. This appears with a low probability. The probability 
of the mutation must be chosen very carefully because of two 
reasons: if too high the algorithm will operate with non stabile 
genetic material, and if too low – the algorithm will achieve 
too rapidly a limited decision, without using the whole genetic 
material in the generations.  

Local search 
The local search by applying the genetic algorithms 

includes an estimation if the effect of small changes over the 
decision – if a change leads to a better result, it will be 
accepted, if not – the change will be rejected. There are two 
possible strategies for realizing the local search in the network 
planning: 

- exchange of customers between nodes; 
- exchange of the node, serving a group of customers. 
 

III. EXPERIMENTAL METHOD 
In order to find the most appropriate application values of 

the parameters two experiments were made. The planning 
problem is to find the optimal topological solution for a real 
town area by applying the following initial requirements: 

- the network is a Passive Optical Network; 
- the network to be optimized is a three level network – 

primary nodes, secondary nodes (splitters) and end nodes 
(customers); 

- the problem is of  type UCPL  (Uncapacitated Concen-
trator Plant Location) – the splitters have unlimited capacity; 

- two primary nodes, located on fixed positions; 
- 12 secondary nodes (as a result obtained in [7]), located 

on positions in the terrestrial infrastructure equipment - ducts; 
- 63 end nodes; 
The experiments were fulfilled using a application, deve-

loped by the author and called PonOpt.  
 
Experiment 1 
The experiment includes 8 test by using the following 

initial conditions: 
- Individuals in the initial population – 20, 50, 100, 200, 

250, 500; 
- Number of populations – respectively 20, 50, 100, 200, 

250, 500 for every number of individuals; 
- The algorithm were started 50 times for every 

combination; 
- The algorithm was started 50 times for every 

combination of the algorithms parameters; 
The tests performed in this experiment are: 
- Test 1 – mutation, random selection, local search, 

replace parent; 
- Test 2 – mutation, random selection, local search; 

replace – worst (50%); 

- Test 3 – no mutation, random selection, local search, 
replace parent; 

- Test 4 – no mutation, random selection, local search, 
replace worst (50%); 

- Test 5 – mutation, best selection (rank-based 
assignment), local search, replace parents; 

- Test 6 – mutation, best selection (rank-based 
assignment), local search, replace worst; 

- Test 7 – mutation, random selection, no local search, 
replace parent; 

- Test 8 – mutation, random selection, no local search, 
replace worst (50%); 

Figure 1 represents the optimal solution obtained with the 
application PonOpt for experiment 1.  

 

 
Fig. 1: The optimal topological decision for experiment 1 

 
Table 1 shows the computational results for all the tests. 

The dark grey fields contain the lower price of the network. 
TABLE 1 

COMPUTATIONAL RESULTS FOR EXPERIMENT 1 
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Figures 2 to 9 show the graphical results for all the tests in 
experiment 1 – the left side of each figure shows the cost  
dependence of the number of populations, and the right side – 
of the number of individuals in the populations. 

 

 
Fig. 2: Experimental results of Test 1 

 

 
Fig. 3: Experimental results of Test 2 

 

 
Fig. 4: Experimental results of Test 3 

 

 
Fig. 5: Experimental results of Test 4 

 

 
Fig. 6: Experimental results of Test 5 

 
Fig. 7: Experimental results of Test 6 

 

 
Fig. 8: Experimental results of Test 7 

 

 
Fig. 9: Experimental results of Test 8 

 
The straight line, presented as “shortest” represents the 

solution of the problem using the shortest path algorithm. This 
is shown for a comparison between the algorithms. 

The results may be generalized as follows: 
- the number of the individuals must be great enough 

(approximately N*M/2, where N is the number of 
splitters and M is the number of the end nodes) in order 
to create a good initial population; 

- the number of the populations can be presented by the 
same mathematical representations – in some cases the 
algorithm finds the best solution more earlier, but in 
most cases it needs grater number of populations; 

- the local search is very  important element of the 
algorithm – test 7 and test 8 show bed results, 
especially in cases with small number of individuals; 

- the replacement procedure have also an important 
influence over the results – the parent replacement 
leads the algorithm a little bit backwards, according to 
the computational time, the worst replacement makes 
the algorithm faster, but in some cases not enough 
reliable – the best solution may be let trough; 

- the selection method has no influence on the 
computational time, but in case of best selection there 
are too much “bed” solutions in the population.   

 
 



630

Experiment 2 
The results of experiment 1 give the initial data for ex-

periment 2: 
- number of populations – 500; 
- number of individuals in the population – 500;  
- studied variants:  

o mutation, random selection, local search, repla-
ce parents; 

o mutation, random selection, local search, repla-
ce worst; 

o mutation, best selection (rank-based assign-
ment), local search, replace parents; 

o mutation, random selection, no local search, 
replace parents; 
The algorithm was started 10 times per variant in order to 

find the common and the specific characteristics for each case. 
The results are graphically represented on figures 10 to 13. 
 

  
Fig. 10: Experimental results for variant 1 in Experiment 2 

 

 
Fig. 11: Experimental results for variant 2 in Experiment 2 

 

 
Fig. 12: Experimental results for variant 3 in Experiment 2 

 

 
Fig. 13: Experimental results for variant 4 in Experiment 2 

IV. CONCLUSIONS 
The results of this experimental study can be generalized as 

follows: 
- The number of the individuals and the number of the 

populations must be at least N*M/2. So there are 
enough initial solutions, which will be used later for 
producing of next generations. There is enough genetic 
material available for obtaining more of the possible 
decisions and at the same time the algorithm has 
enough possibilities to reach the best solution; 

- There is no possibility to find the optimal solution 
without applying local search. This is so because the 
first solution for a single point is accepted, 
independently of other possible solutions by little local 
changes; 

- The best selection approach leads very fast to the 
lowest price for a problem, but this is not ever the 
optimal price. This is because of the great number of 
“bed” individuals which are manipulated; 

- The replace worst approach leads to two disadvantages 
– first: the computational time becomes longer and 
second: the used genetic material is limited. 

The initialization of the genetic algorithm depends also on 
the capacity of the network to be planed, of the required 
computational time, of the required price. The results of this 
work will be used later for future studies in order to increase 
the performance of the genetic algorithm for solving of most 
complex network planning problems. 
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