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Abstract — We discuss the resilience of the spatial temporal 

moving objects detection algorithm on various types of additive 

and multiplicative noise. Video is decomposed into the spatio-

temporal blocks and dimensionality reduction is used to suppress 

the influence of noise. The moving object detection algorithm 

based on spatial temporal analysis is subsequently applied.  
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I. INTRODUCTION 

We evaluate the performance of the improved spatial-

temporal moving object detection method, resistant to noise. 

Our main goal is to demonstrate that this novel technique is 

resistant to influence of various types of noise and to augment 

the reasons for such desirable behavior.  

A common feature of the existing approaches for moving 

objects detection is the fact that they are pixel based [1-5]. 

General drawback of these methods is their sensitivity on 

various types of noise that may exist in video frames due to 

influence of insufficient illumination, video amplifier, lens 

system, electromagnetic interference, etc. Recently, a moving 

object detection algorithm based on principal components 

analysis is proposed [6].  It is demonstrated [7, 8] that the 

application of principal component analysis can contribute to 

significant reduction of the number of false positives 

(background objects falsely labeled as moving).  

In this paper, we propose to apply principal component 

projection as preprocessing step of our pixel-based technique 

for detection of moving objects [9]. With the proposed 

preprocessing step, we combine the pixel and region texture 

information. More precisely, we decompose a given video into 

overlapping spatiotemporal blocks, e.g., 5x5x3 blocks, and 

then apply a dimensionality reduction technique to obtain a 

compact scalar representation of color or gray level values of 

each block. Subsequently, the illumination robust moving 

object detection algorithm that detects and tracks moving 

objects is applied.  

Observe that we go away from the standard input of pixel 

values that are known to be noisy and the main cause of 

instability of video analysis algorithms. In contrast, the appli-

cation of principal components instead of original vectors 
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is expected to retain useful information while suppressing 

successfully the destructive effects of noise [10].Hence, we 

have anticipated that the proposed technique will provide 

motion detection robust to various types of noise that may be 

present in video sequence. In our earlier paper [11] we 

demonstrated that the proposed technique is resilient to 

various levels of Gaussian noise. This paper demonstrates the 

robustness of the proposed technique to other noise types that 

may exist in video frames on a test video sequence from PETS 

repository
,
, (available at ftp://pets.rdg.ac.uk/) 

 

II. METHODOLOGY 

    The technique for moving object detection we use consists 

of the following major phases: extraction of the 3D filter 

coefficients with the PCA analysis; dimensionality reduction 

by spatiotemporal blocks; image filtering of a current frame 

with the noise removal filter; and detection of moving objects 

applying the pixel based method for moving object detection 

resistant to illumination changes.  

We treat a given video as three-dimensional (3D) array of 

gray pixels pi,j,t, i=1,…,X; j=1,…,Y; t=1,…,Z with two spatial 

dimensions X, Y and one temporal dimension Z. We use 

spatiotemporal (3D) blocks represented by N-dimensional 

vectors bI,J,t, where a block I, J spans (2T+1) frames and 

contains NBLOCK pixels in each spatial direction per frame 

(N=(2T+1)× NBLOCK× NBLOCK). To represent the block vector 

bI,J,t by a scalar while preserving information to the maximal 

possible extent, we use principal component analysis [10] (see 

Fig. 1 for illustration). 

      In principal component analysis, we estimate sample mean 

and covariance matrix of representative sample of block 

vectors corresponding to the considered types of movies and 

use the first eigenvector of the covariance matrix S 

(corresponding to the largest eigenvalue). This eigenvector 

represents the coefficients of the 3D filter used for 

dimensionality reduction (that suppresses the noise). In 

practical realizations, the 3D filter can be emulated by three 

2D filters applied on three subsequent frames.  

      After the dimensionality reduction, we apply the following 

pixel based algorithm for moving object detection and 

tracking [9]. Consider image sequence S consisting of N vi-

deo frames. The sliding mask 
t

A  is applied on every frame t.  

We calculate the pixel variance in order to estimate the 

potential movement in the observed area, as follows: 
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where pixel intensities within mask 
t

A  are denoted with mB  

for a reference—background frame that does not contain 

changing regions and with mC  for a current frame (where we 

are identifying moving objects). The estimated mean of the 

pixel intensity ratio within 
t

A  is denoted with
tA

µ .  

The illumination compensation coefficient is defined as 
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where mC1  is pixel intensity for the first frame in the 

sequence.  

The algorithm performs the analysis in time and space 

domains simultaneously, contributing to its resistance to the 

illumination changes and reducing the false detection, i.e. 

artifacts.  We average estimated pixel variances for three 

successive pairs of frames and threshold this average to 

determine the presence of moving objects. This represents 

temporal aspect of analysis. The ratio of pixel intensities in 

t
A  between two frames is used to estimate the pixel variance 

( )It

2σ  for the following three pairs of successive frames: 

frames t-3 and t-2, t-2 and t-1 and t-1 and t, where t is the 

current frame. Thus, we obtain three pixel variances for three 

successive and corresponding variance pair ( )It

2

2−σ , ( )It

2

1−σ  

and ( )It

2σ . Subsequently, we compute the average value of 

these three variances as follows: 
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After that, the mean value is subtracted from the pixel 

variance of the current and previous frame: 

                     ( ) ( ) ( )III tt

222 * σσσ −=        (4) 

If ( ) εσ ≥It *2  (a suitable threshold), the center of 
t

A  is 

marked as changing region, i.e. as a moving area. 

The proposed algorithm performs analysis in three dimen-

sions, two spatial and one temporal.  The time analysis, addi-

tionally to space analysis, helps with correct moving object 

detection and augments the precision of the algorithm. This 

algorithm, it should be pointed out, exploits local intensity and 

does not require color information. Hence, the method can 

easily be used for gray movies, i.e. BW movies or infra-red 

monochromatic movies. 

 

III. RESULTS 

We have demonstrated the performance of the proposed 

approach on sequences from the Performance Evaluation of 

Tracking and Surveillance (PETS) repository
1
. Processed 

video-sequences are available on our web site: 

http://ist.temple.edu/~pokie/data/ACIVS2005. Here, we pre-

sent results on a video sequence from PETS2001
1
 (here 

                                                 
1ftp://pets.rdg.ac.uk/PETS2001/DATASET1/TESTING/CAMERA1_JPEGS/ 

referred to as the Outdoor video sequence). Video consisted of 

2688 frames PAL standard (25 frames per second, 576×768 

pixels per frame). In our experiments we use NBLOCK = 5, thus 

the length of a block vector bI,J,t is N = 75 = 5×5×3. 

    We experimented with additive Gaussian, Salt&Pepper, 

multiplicative (“speckle”) and Poisson noise [12]. The 

additive Gaussian noise was zero mean, with variance ranging 

from 0.1 to 0.5. The Salt&Pepper noise densities varied from 

0.05 to 0.2. The variance of the speckle noise ranged from 0.1 

to 0.5. In Fig. 2, we demonstrate the effects of selected levels 

of each noise type on frame 2500 of the Outdoor video 

sequence.  

The result of the proposed algorithm on Frame 2500 of the 

Outdoor video sequence is illustrated in Fig. 3, for the same 

types and intensities of noise.  

As we can see, the proposed technique is able to 

successfully and precisely detect moving objects even in case 

of relatively strong noise influence. The moving car in 

foreground and slow-moving white van are identified as well 

as the pedestrian on the left part of the scene. There are no 

false moving objects identification and no artifacts are 

introduced. 

 

 
 

Fig. 1. Dimensionality reduction using spatial-temporal blocks. 

 
4*4*3 spatial-temporal block

Location I=24, J=28,

time t-1, t, t+1

4*4*3 spatial-temporal block

Location I=24, J=28,

time t-1, t, t+1

24

t-1

t

t+1

28

24

t-1

t

t+1

28

t-1

t

t+1

28
 

48-component block 

vector (4*4*3)

48-component block 

vector (4*4*3)

 
 

 

-0.5221   -0.0624   -0.1734   -0.2221  -0.2621   -0.4739   -0.4201   -0.4224   -0.0734   -0.1386 

10 principal 

components

 



Vesna Zeljkovic, Dragoljub Pokrajac 

 195 

  
(a) 

 
(b) 

  
(c) 

 
(d) 

Fig. 2. The 2500th frame of Outdoor video under a) Gaussian zero-

mean noise with variance 0.1; b) Salt and paper noise with density 

0.1; c) Poisson noise; d) Speckle noise with variance 0.1. 

  
(a) 

 
(b) 

  
(c) 

 
(d) 

Fig. 3. Detection of moving objects on frame 2500 of Outdoor video 
under a) Gaussian zero-mean noise with variance 0.1; b) Salt and 
paper noise with density 0.1; c) Poisson noise; d) Speckle noise with 
variance 0.1 
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Fig. 4. Percentage of identified moving objects at spatial window 

(350,510; 500,600) calculated for Outdoor video with Gaussian 

zero-mean noise with variance 0.1, Poisson noise, Salt and paper 

noise with density 0.1, Speckle noise with variance 0.1, compared 

with hand-labeled ground truth (presence of moving object in the 

video as observed by a human) 
 

To demonstrate the influence of varying noise levels on the 

performance of our algorithm, we computed spatial-windows 

based evaluation statistics. We counted the number of 

identified moving block within a pre-specified spatial window 

and normalized it with the number of spatial blocks in the 

same window. We hand-labeled the observed spatial window 

by denoting time intervals when a moving object is present in 

the window in order to compare the result of automatic 

detection of moving objects with “ground truth”. 

In Fig. 4, we show the computed statistics for sequence 

with Gaussian zero-mean noise with variance 0.1, Poisson 

noise, Salt and paper noise with density 0.1, and Speckle noise 

with variance 0.1, as well as ground truth moving objects 

detection in rectangular region (350, 510; 500, 600).  

It can easily be observed that, in spite of various types of 

noise, it is still possible to detect a moving object in a window 

by properly thresholding the observed statistics. Observe also 

that such identification agrees with the ground truth. 

 

IV. CONCLUSIONS 

In this paper we have demonstrated that our moving object 

detection algorithm based on spatiotemporal blocks and linear 

variance-preserving dimensionality reduction is resistant on 

the influence of various types of noise.  

We evaluated performance of the applied algorithm on 

benchmark videos from Performance Evaluation of Tracking 

and Surveillance (PETS) repository. As a performance 

measure we, in addition to a visual evaluation, used spatial-

windows based evaluation statistics compared to human-

identified ground truth moving objects detection.  

The results indicate that a proper detection is still possible 

in spite of significant levels of additive or multiplicative noise. 

As we experimentally shown, this could be explained by 

inherent capability of employed dimension reduction techni-

ques to efficiently suppress noisy component. Our work in 

progress is oriented towards theoretical justification of such 

behavior. Also, we would like to point out that we have not 

experimented with the influence of moving object velocity. 

That is also the part of our work in progress. 
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