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Abstract — In this paper the relationship between three
broadly used in practice classifiers — Mahalanobis distance, K
nearest neighbors and majority voting, and the optimal classifier
in terms of minimum average losses is outlined. Their
performance efficiency is experimentally tested on the real
problem of signature recognition.
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I. INTRODUCTION

In this paper three of the most popular classifiers are
discussed, namely, the Mahalanobis distance based classifier,
the K nearest neighbors one and the majority voting. Using
the theoretical set-up of the optimal classifier in terms of
minimum average losses we make an attempt to show how
different classifiers refer to the optimal (Bayesian) one.

The statistical pattern recognition theory assumes that some
a priori information is available, including prior probabilities
P(Q;) and P(Q,) of the classes, feature density functions f;(x)
and f,(x), and losses incurred by wrong classification ¢y, and
co; respectively. The optimal classifier minimizing the
average losses is defined as [1]

Xe Q1 if P(Ql | x) = P(QZ |X)C]_2 /C21,
Xe Q, , otherwise

1)

or

Xe Q]_ if fl(X) 2 f2 (X)P(Qz)clg /P(Q])Cz]_,
Xxe Qy , otherwise

)
The condition (1) includes a posteriori probabilities of the
classes, while the condition two is based on the maximum
likelihood ratio. If P(Qq =P(Q2)and c;» = ¢y the decision
is made according to the maximal a posteriori probability or

likelihood ratio. Since these are constant we will assume they
are equal.
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Il. MAHALANOBIS DISTANCE
In case of normal distributions the inequality (2) will look
as follows

o 10¢-mp) s L0c-my)-(x-m2) 'S5 ¢-m)] 5 4

or after taking a logarithm

®3)

emptsylexmy) 2 emp)isy lem)

Eq. (4) is actually a comparison of Mahalanobis distance of x
to the centers m; and m, of the classes, and S; and S, are their
covariance matrices.

I11. K - NEAREST NEIGHBORS

When no justified assumptions could be made about the
priors and class-conditional distributions, non-parametric
classifiers are used. One of the most popular among them is
the K- nearest neighbor, where a point x is attached to the
class Qj, provided the ratio x/K of its k; representatives

among the K nearest neighbors to K is maximal [1]. It is
worth to note that without going by the statistical estimations
this empirical classifier evaluates the average a posteriori
probability P(Q;j | x) in a neighborhood of x. Thus, one could

conclude that the K — nearest neighbor classifier is an
empirical approach to the optimal Bayesian classifier.
However, one has to pay attention that this classifier assumes
implicitly that the quantity of the training samples
corresponds to the prior probabilities of the classes. If this is
not the case, the classification error may be too high.

IV. PARZEN WINDOWS

The Parzen window is used for the evaluation of the feature
density function in a neighborhood of a point [1]. Therefore,
according to inequality (2) the classifier based on Parzen
windows could be optimal, as well.

The accuracy of the evaluation depends on the quantity of
samples, on the one hand, and on the volume of the
neighborhood, on the other hand. This approach resembles to
a large extends the K-nearest neighbors one. The difference is
that instead of the number K here the volume of the
neighborhood is predefined. The advantage consists in its
independence from the prior probabilities of the classes, i.e.,
different size of the training sequences for different classes
will not affect the evaluation. Using Parzen windows for the
classification actually means that equal prior probabilities are
assumed.



Classification of Classifiers

V. MAIJORITY VOTING

Often in practice a decision is made depending on the
number of votes. Such an approach is applicable to the
classification problem provided all the features are treated as
independent voters of equal importance in the following way.

The interval [xminjj, xmax;;]is determined for the i

feature and the j" class. All of the feature values of an
unknown object x are tested for belonging to the
corresponding interval of the classes. If the test result is
positive for a particular class, its score is increased by 1. The
winner is determined by the maximal score.

This classifier could be treated as a relative to the above
mentioned one, provided a Parzen window of size equal to
the interval of the corresponding feature is determined for
each class. A maximal number of votes could be assigned to
more than one class when this approach is used. For some
specific problems like signature verification additional
samples from the same class may solve the problem.

V1. EXPERIMENTAL COMPARISON

To test how the above reasoning is supported by the
practice, the classifiers have been applied to the real problem
of signature authentication. For this signings of 14 volunteers
has been captured by a TV camera. Every volunteer
submitted 10 signatures that have been used for training. The
following 8 features have been measured from each signing:
1) d - signing length as a number of frames, 2) a — hand
orientation, 3) B — pen azimuth, 4) y — pen tilt,5) s =a— 4,

6) r1/rp - ratio of the distances between the pen center and

hand contour, 7) P —perimeter of the polygon defined by the
characteristic points of the upper hand contour, 8) A — area of
the polygon [3].

The classifiers authentication performance has been
evaluated in terms of mean, minimal and maximal error. To
do this, 1000 signatures of every volunteer have been
simulated using the Matlab’s random number generator and
the assumption of statistically independent features [2]. The
classification results are shown in Table 1.

For the Mahalanobis distance an average classification
error of 0,2% was obtained (Table 1, line 2, column 2). An
absolute result of 0% errors was obtained for 6 volunteers,
while the maximal error of 1% was obtained by one of them.

For the K-nearest neighbors classifier an average error of
about 1.02% was obtained when one neighbor was used. For
three or five neighbors the average error was slightly higher
(Table 1, lines 3 u 4).

For the majority vote about 6% of wrong classifications
and a maximal error of 19.6% have been observed (Table 1,
line 5).
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Table 1. Results from the experimental comparison
of the classifiers

Classifier Average | Minimal | Maximal
error % |error % |error %

Mahalanobis 0.2 0 1

1 neighbor 1.02 0 6.2

3 neighbors 1.05 0 5.7

Majority vote 6.01 0.1 19.6

A separate investigation with Parzen windows has not been
carried out due to the small number of the training data.

VII. CONCLUSION

In this paper three of the most popular classifiers have been
analyzed and compared. The relationship between them was
outlined, stemming from the assumptions about the available
a priori information. It was shown that the Mahalanobis based
classifier was quasi optimal in the sense of minimal losses
and normal distribution of features. Empirical estimations of
the a posteriori probabilities of the classes are obtained when
K-nearest neighbor classifier is applied, provided the volume
of the training sequences is proportional to the prior
probabilities. Similar behavior could be expected if the class
density functions are evaluated using Parzen windows.

The majority vote could be thought as a degenerated
variance of the above classifiers. The experimental
comparison carried out with real data has confirmed the
theoretical analysis.

These results could be taken into account when practical
classification problems have to be solved.
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