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Improved Architectural Support for Analysis
and Design of Data Models
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Abstract — In decision — making process new architectural
support is needed for the design of data modds. This paper aims
to present the advantages of wisual architectural support
covering the whole software development life cycde. We propose
new methodology for integrating data flow diagrams and
techniques for data analysis. The experimental methodology is
applied to the previously explored data modes.
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[. INTRODUCTION

As computer technology is increasingly being applied in
real measurement and control tasks, new methods have been
developed [2] for medical diagnosis, education, and training.
In order to assist decision — making process new architectural
support is needed for the design of data models. Such
architectural support provides a technological context for
understanding the information design process.

The machine learning (ML) technology provides systems
with new tools able to improve process supervision. One
useful tool for processing information and analyzing feature
relationships is data mining (DM) technique [1]. In the field
of artificial intelligence and ML such modern technologies [8]
have the potential to put decision — making and prediction
planning on a more cuantitative footing through the
combination of extraoperative simulation and intraoperative
image guidance.

The conducted experiments have in common a body of
knowledge concerning experimental methodology that
specifies how to design "good' data model. To avoid dubious
comparison between algorithms and lack of suitable
quantification of performance and its variability an improved
architectural support is needed. In this paper we address the
visual flow diagram towards the model driven approach. This
methodology provides support to requirement capturing,
analysis and design. Changes in model or source code can
always be synchronized.
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II. VISUAL REPRESETATION IN KNOWLEDGE
ANALYSIS

The automated acquisition of knowledge by ML approach
is an active area of current research [4], [6]. The fundamental
problem still comes down to a human interface issue. The
methods for data analysis embedded in the black-box software
currently available makes their misuse proportionally more
dangerous. Different approaches [7], for example, or models
may be derived that are built upon wholly specious
assumptions. Therefore, an understanding of the statistical and
mathematical model structures underlying the software
through visual support [12] 1s promising improvement.

In simple scenarios, there often appears at first to be little
difference between the way entities are represented in the
application (as objects) and in the database (as rows in tables).
When new tables are created, the state of data objects in the
table is stored. An example of Unified Modeling Language
(UML) class diagram is shown in fig.1 and the correspond-
ding entity-relationship diagram for the database 1= produced.
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Figure 1. UML class diagram for a simple scenario.

To assist the overall decision-making process a visual data
flow is presented with the modular architecture (as shown on
fig. 3). This allows separation of core functionality and
creation of separate models for specific data analyses. In a
typical object oriented environment, each object is
automatically assigned a unique ID by the system. The value
of this internal ID does not depend on the values of any of the
fields. Defining relationships between objects gives the
structure for integrating data diagrams and data models to
which they are related.
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ITI. THE DOMAIN MODEL

The sample application has a very simple domain model
based on the state of the system. The classes contain
properties and methods. A model developer creates the
models using class diagram or entity relationship diagram and
generates the executable persistence layer from the models.
With the sophisticated model-code generator, the persistent

To make objects persistent, their state values must be saved.
The fields of each class are mapped to columns in the
appropriate tables. This is an example of object/relational
mapping (ORM). Aggregation [7] is a stronger form of
association. It represents the "has-a" or "part-of" relationship.
On fig. 2. is shown the scheme of the design process. The
domain model incorporates the knowledge resources and
allows knowledee management and knowledee reasoning

entity relationship diagram (on fig. 3), from which automated
transformation into object model is generated. The visual
modeling environment is an intuitive way for object models
and serves as resource-centric interface for decisions assisting.

The aim is to achieve fast and simple learning models that
result in small rule bases, which can be interpreted easily. The
wide used support vector [3], [9] machines (SVM) are
effective tool for optimal classifier capacity tailored on the

given task problem. The SVM success depends on the tuning
of several parameters, which affect the generalization error.
Another possible model is Adaptive-Network-based Fuzzy
Inference Systems (ANFIS) as hybrid learning method. Its
limit is the exponentially growing number of fuzzy rules. The
very fast and simple decision tree model is also applied in this
investigation. In the context of medical diagnosis, the
extraction of statistically independent components has been
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Contextual information is incorporated by taking into account
the relative spatial distribution of these local features. Finally
global information is obtained as a result of considering the
local features over neighborhoods of the feature set [13].

In this work we are particularly interested in studying the
medical signal measurements and diagnosing process of heart
diseases in Bulgaria and in other countries. First we analyze
the public available patients’ database [10] for heart attack

important in choosing predictors (measurements).

A. SVM modelling

The SVM can be used to learn highly accurate models from
data. It is based on quadratic optimization [11] of convex
function. This is realized by nonlinear mapping using so-
called kernel functions. Let x be recorded data, the outcomes
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number of basis functions is usually far less than the number
of SVM suppert vectors.

B. ANFIS modelling

The Adaptive-Network-based Fuzzy Inference Systems
(ANFIR) are proposed b Roger Jang in 1993, As a part of
MatLab® toolbox ANFIS applies two techniques in updating
parameters. This approach is called hybrid learning method.

We can then rank the importance of the input variables
according to the range covered by their fuzzy curves. If the
fuzzy curve for a given input is flat, then this input has a little
influence is not a significant input. If the range of a fuzzy
curve is about the range of the output data, then it is the most
important to the output variable. For the conducted
experiments the resulting decision surface is given on fig. 5. It
can be seen that on the upper left corner there exists a linear
dependence between the 3 selected attributes, which gives a
good separating decision. For the x3 attribute in the range

epocn 18 aDouL U,> (depicied 1N PINK curve)

C. WEKA model

To test the above described method we conduct several
experiments in Weka [11]. The multidimensional models are
also created and their associations are used in specific
applications. This is rather useful for transferring a classifier
setup from the Weka Explorer over to the Experimenter
without having to setup the classifier from scratch.

For the first experiment we run decision tree classifier to
find the most important attribute. The result is shown on fig.
7. The tree validation method is Out of Bag (OOB), and 3
predictors (out of 13) were used for each split. The maximum

depth of any tree in the forest is 17. The importance is:
==== Overall Importance of Variables ===

Variable Importance
al3 100.000
al2 52.522
atr3 23.355
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Separating the classes with a large margin minimizes the
bound on the expected generalization error. Unlike other
algorithms, the SVM makes no assumptions about the
relationships between a set of features (attributes). This allows
us to identify and determine the most relevant features used in
a model and their dependencies.

The ANFIS model shows a better accuracy when specific
rules are chosen, but it becomes computationally infeasible on
large data sets. To reduce the time and space complexitics, a
popular technique is to obtain low-rank approximations, by
using greedy approximation. Applying the architectural
support paradigm provide a possibility to understand where
artificial intelligence technologies offer potentials to optimize
the interaction of human operators.

Our experience with these software applications indicates
that near-optimal solutions are often good enough in practical
applications. By observing practical SVM implementations
only approximate the optimal solution by an iferative strategy,
self developed kernel methods may be applied and scaled up
by exploiting such ‘approximateness’. We will try different
stopping condition in order to avoid unstable behaviors. We
aim at understanding what influences the SVM accuracy.

V. CONCLUSION

The considered experimental methodology is applied to the
explored data and the results from the three models serve as a
demonstration that correct decision is produced. They allow to
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