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Abstract – In this paper, new approach to the text 
segmentation by Gaussian kernel is presented. As a result of 
basic algorithm, defined area exploited for text segmentation and 
text parameter extraction. To improve text segmentation process, 
basic method is extended by binary morphological operations. 
Basic and extended algorithm is examined and evaluated under 
different text samples. Results are examined, analyzed and 
discussed. 
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I. INTRODUCTION 

Printed and handwritten text is characterized by its 
attributes and features diversity. Hence, text parameters 
extraction procedure can be quite dissimilar one. But, such 
algorithm should be valid for printed as well as for 
handwritten text. Text line segmentation is the major step in 
document processing procedure. Although some text line 
detection techniques are successful for printed documents, 
processing of handwritten documents has remained a key 
problem in OCR [1,2]. Most text line segmentation methods 
are based on the assumptions that distance between 
neighboring text lines is significant as well as that text lines 
are reasonably straight. However, these assumptions are not 
always valid for handwritten documents. Hence, text line 
segmentation is a leading challenge in document processing. 

Related work on text line segmentation can be categorized 
in few directions [3]: projection based methods, Hough 
transform methods, smearing methods, grouping methods, 
methods for processing overlapping and touching 
components, stochastic methods, others method. 

Projection base methods have been primarily used for 
printed document segmentation, but it can be adapted for 
handwritten documents as well. It uses the vertical projection 
profile (VPP), which is obtained by summing pixel values 
along the horizontal axis for each y value. This is 
accomplished by finding its maximum and minimum value 
[4]. Because of method drawbacks, short lines will provide 
low peaks, and very narrow lines. Hence, method failed to be 
efficient for multi-skewed text lines. 

The Hough transform [5] is a widespread technique for 
finding straight lines in the images. Consequently, image is 
transformed in the Hough domain. Potential alignments are 

hypothesized in Hough domain and validated in the image 
domain. The direction for the maximum variation is 
determined by a cost function. The “voting” function in 
Hough domain determine slope of the straight line [6]. 

In smearing methods the consecutive black pixels along the 
horizontal direction are smeared [7]. This way, enlarged area 
of black pixels is formed. It is so-called boundary growing 
area. Consequently, the white space between black pixels is 
filled with black pixels. It the valid only if their distance is 
within a predefined threshold.  

Grouping methods is based on building alignments by 
aggregating them [8]. The units may be pixels or connected 
components, blocks or other features such as salient points. 
These units are joined together to form alignments. The 
joining scheme is based on both local and global criteria used 
for checking consistency. If the nearest neighbour belongs to 
another line, then the nearest-neighbour joining scheme will 
fail to group complex handwritten units. 

Method for overlapping and touching components detects 
such components during the grouping process when a conflict 
occurs between two alignments [9]. Further, it applies a set of 
rules to label overlapping or touching components. The rules 
use as features the density of black pixels of the component in 
each alignment region, alignment proximity and positions of 
both alignments around the component. The frontier segment 
position is decided by analyzing the component VPP. If VPP 
includes two peaks, the cut will be done in the middle way 
from them. Otherwise, component will cut in two equal parts. 

Stochastic method is based on probabilistic algorithm, 
which accomplished non-linear paths between overlapping 
text lines. These lines are extracted through hidden Markov 
modelling (HMM) [10]. This way, the image is divided into 
little cells. Each one them correspond to the state of the 
HMM. The best segmentation paths are searched from left to 
right. In the case of touching components, the path of highest 
probability will cross the touching component at points with 
as less black pixels as possible. However, the method may fail 
in the case that contact point contains a lot of black pixels. 

In this paper, modification of the base method proposed in 
[12] are implemented, analyzed, examined and compared. It is 
simple and efficient method in terms of accuracy and 
computations. Its primary role is to perform text segmentation 
and to estimate the skew angle of document image. The 
proposed method is implemented and “measured” in different 
sample text examples and evaluated as well. 

Organization of this paper is as follows. Section II includes 
brief description and information on proposed algorithm. In 
Section III text experiments are defined. Further, in Section 
IV given results are compared and discussed. In Section V 
conclusion is made and further investigation is pointed out. 
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II. PROPOSED ALGORITHM 
The principal stages in document processing system are 

scanning, binarization, text segmentation, text parameter 
extraction, text recognition and conversion to ASCII. 
However, that procedure can be represented with three main 
stages as shown in Fig.1. 

 

 
Fig.1. Document processing procedure 

In preprocessing stage, algorithms for document text image 
binarization and normalization are applied. During the 
processing stage, algorithms for text segmentation as well as 
for reference text line estimation and skew rate identification 
are enforced. After that, skew angle is corrected. At the end, 
in postprocessing stage character recognition process is 
applied. Final sub stage is the conversion to ASCII characters. 

A few assumptions should be made before algorithm 
description. In this paper, there is an element of 
preprocessing. After that, document text image is prepared for 
feature extraction. Main tasks are text segmentation as well as 
text parameter extraction, specifically reference text line 
identification and skew rate estimation.  

Document text image is an input of text grayscale image 
described by following intensity function: 

 ( , ) [0, , 255]   ,D m n ∈ K  (1) 

where m ∈ [0, M-1] and n ∈ [0, N-1].  
After applying intensity segmentation with binarization, 

intensity function is converted into binary intensity function 
given by: 
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where Dth is given by Otsu algorithm [13]. 
Now, extracted text lines are represented as digitized 

document image by matrix X featuring M rows by N columns. 
Further, document text image is represented as black and 
white image. Hence, it consists of the only black and white 

pixels. Each character or word consists of the only black 
pixels. Every pixel X(i,j) is represented by number of 
coordinate pairs such as: 

( , ) [0, 255]   ,X i j ∈  (3) 

where i = 1, …, M,  j = 1, …, N of matrix X [14]. In 
addition, value 0 represents black pixels, while value 255 
represents white pixels.  

Prior to processing stage, document text image should be 
“prepared” for it. It is assumed text area is extracted by some 
appropriate method. Further, morphological preprocessing is 
performed to make document text image “noiseless”. The 
morphological preprocessing was defined in [14-15] by 
following steps: document image erosion: X S1, document 
image opening: X○S1, dilatation of the opening the document 
image: (X○S1) ⊕ S1 and closing of the opening the document 
image: (X○S1)●S1. For these morphological operations, 
structuring element S1 dimension 3x3 is used [14-16]. 

For the processing stage Gaussian kernel algorithm is used. 
It is based on 2D Gaussian function given by [12]: 
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where bx is shift along x-axis, by is shift along y-axis, σ is 
curve spread parameter and A is the amplitude. 

From (4) it is obvious that curve spread parameter σ is 
equal for x as well for y-axis. This way, Gaussian function is 
isotropic. Converting Gaussian function into point spread 
function, Gaussian kernel is obtained.  

Algorithm using Gaussian kernel expands black pixel area 
by scattering every black pixel in its neighborhood. Around 
every black pixel new pixels are non-uniformly dispersed. 
Those pixels have lower intensity of black i.e. level of 
grayscale. Its intensity depends on their position i.e. distance 
from original center black pixel. Now, document image 
matrix is represented as grayscale image. Hence, intensity 
pertains in level region {0-255}. Black pixel of interest has 
coordinate X(i,j) and intensity of 255, while neighbor pixels 
have around coordinates and intensity smaller than 255 i.e. 
grayscale level. So, after applying Gaussian kernel, equal to 
2K+1 in x-direction as well as in y-direction, text is scattered 
forming enlarged area around it. Converting all non black 
pixels in the same area, as well as inverting image, forms the 
black pixel expanded areas. Those areas named boundary 
growing areas.  

Boundary growing areas form control image with distinct 
objects that are prerequisite for document image text 
segmentation. These objects represent different text lines 
needful for text segmentation i.e. for disjoining text lines.  

To further extend boundary growing area made some 
additional method is needed. Morphological dilatation is one 
of the possible solutions. It is given as [16]: 

2    .X S⊕  (5) 

Dilatation structuring element S2 is used. It is a line defined 
by its height h=1, width w=2(R-K)+1 and parameter λ=R/K. 
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Main difference between original algorithm [12] and our 
approach are in text segmentation domain. In our approach, 
morphological dilatation extends boundary growing area 
leading to better text segmentation. Morphologically expan-
ded boundary growing area is given in Fig.2. 
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Fig.2. Morphologically expanded boundary growing areas (λ>1) 

After segmenting text into separate text lines, primary task 
is text parameters extraction. Reference text line and skew  

III. EXPERIMENTS 

Algorithm quality examination consists of few text 
experiments representing test procedure. Basic and extended 
approach to algorithm is evaluated by combined text 
experiments framework. In this paper, only text line 
segmentation quality is examined. It is based on the following 
tests: multi-line text segmentation test, multi-line waved text 
segmentation test, and multi-line fractured text segmentation 
text. The schematic test procedure is shown in Fig.3. 

 

Fig.3. Schematic test procedure 

The first experiment in combined text experiments 
framework is multi-line printed text sample [17]. This text 
with its skew angle parameter α is shown in Fig.4. 

 
(a) (b) 

Fig.4. (a) Printed multi-text skew definition (α is parameter), (b) 
Printed multi-line text sample 

Consequently, the number of existing text objects in multi-
line text image relate to text segmentation quality success. 
Hence, the less objects the better segmentation process, except 
the number may not be less than text lines number. As a 

quality measure, the root mean square error RMSEseg has been 
used. It is calculated as [17,18]: 

2
, ,

1

1 ( )    ,
P

seg k ref k est
k

RMSE O O
P =

= −∑  (6) 

where k=1,…,P is the number of examined text samples, 
Ok,ref is the number of referent objects in text i.e. number of 
text lines, and Ok,est is the number of obtained objects in text 
by the applied algorithm. 

The second text line segmentation experiment is based on 
multi-line waved text [17]. Sample text is formed as a group 
of text lines using the waved referent line as a basis. Referent 
line is defined by the parameter ε = h/l. Typically, ε is used 
from the set {1/8,1/6,1/4,1/3,…}. Multi-line waved text 
sample for this experiment is shown in Fig.5. 

(a) (b) 

Fig.5. (a) Waved text referent line shape definition (h and l are 
parameters), (b) Waved multi-line text sample 

Similarly, the number of existing text objects after applied 
algorithm relate to the text segmentation quality success. 
Again, for the quality measure, RMSE has been used. 
Currently in (6) instead of RMSseg, k, P, Ok,ref and Ok,est 
variables RMSEseg,wav, l, R, Ol,ref and Ol,est are used, 
respectively. Alternatively, l=1,…,R is the number of 
examined text samples, Ol,ref is the number of referent objects 
in text i.e. number of text lines, and Ol,est is the number of 
obtained objects in text by the applied algorithm. 

The last text line segmentation experiment is based on 
multi-line fractured text [17]. This text is formed by using the 
fractured referent line as a basis. Fractured text referent line is 
defined by the slope angle φ, as a parameter. Typically, φ is 
used from the set {5°,10°,15°,20°}. Multi-line fractured text 
for the last segmentation experiment is shown in Fig.6. 

(a) (b) 

Fig.6. (a) Fractured text reference line slope definition (φ is 
parameter), (b) Fractured multi-line text 

Again, the number of existing text objects relate to the text 
segmentation quality success. RMSE has been used as a 
quality measure. Currently in (6) instead of RMSseg, k, P, Ok,ref 
and Ok,est variables RMSEseg,frac, m, Q, Om,ref and Om,est are 
used, respectively. Alternatively, m=1,…,Q is the number of 
examined text samples, Om,ref is the number of referent objects 
in text i.e. number of text lines, and Om,est is the number of 
obtained objects in text by the applied algorithm.  

In above experiments, printed text could be interchanged by 
handwritten text written on the defined shape referent line. 
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IV. RESULTS AND DISCUSSION 

In the first experiment, character height Hch ≈ 100 px is 
used. From [19] parameter K value may not exceed 1/5 of Hch. 
In fact, bigger K could lead to text lines merging. Number of 
objects inspection is given in Fig.7. 
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Fig.7. Number of objects from multi-text segmentation experiment 

It is obvious that obtained results for extended algorithm 
are quite better than for original one. Further, in Fig.7 specific 
case is for K=20. Still, enlarging K above 20 is forbidden. 
Furthermore, K should be up to 20% of the Hch to 
significantly close to boundary condition [18]. 

RMSseg,wav and RMSseg,frac is shown in Fig.8. and 9., respectively. 
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Fig.8. RMSseg,wav from waved text segmentation experiment 
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Fig.9. RMSseg,frac from fractured text segmentation experiment 

Consequently, summary results for the original Gaussian 
kernel algorithm are not so convincing. Because of its faulty 
results from segmentation experiment, Gaussian kernel 
extended by morphological dilatation is promising. 

V. CONCLUSION 

In this paper, new approach to Gaussian kernel algorithm 
for text segmentation is presented. It assumes creation of 
boundary growing area around text based on Gaussian kernel 
algorithm extended by morphological dilatation. Those 
boundary growing areas form control image with distinct 
objects that are prerequisite for text segmentation. After text 
segmentation, reference text line and skew rate are calculated 
based on numerical method. Algorithm quality and robustness 
is examined by three experiments. Results are evaluated by 

RMSE method. All obtained results are compared with basic 
Gaussian kernel method.  

Extended algorithm proved to be advanced in the domain of 
text segmentation which is of primary importance. Further 
investigation should be toward creating optimal adjusted and 
dilated Gaussian kernel rotated by the initial skew step. 
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