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Abstract – Software reliability is a critical concern to be taken 
into account when reasoning about embedded software systems. 
As in many other areas in software engineering, architectural 
approach towards estimation of reliability has many advantages, 
especially when applied in early development phases. This paper 
presents a review of state of the art in architectural based 
reliability models applicable for embedded software systems and 
points out the unresolved issues with respect to modelling of such 
systems. 
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I. INTRODUCTION 

In recent years there is a trend towards increasing usage of 
embedded software systems in all areas of human life. 
Additionally, some of these systems are responsible for the 
control of different safety-critical processes, for instance in 
space, nuclear or transportation systems, which have high 
requirement toward their non-functional characteristics. Non-
functional characteristics are also known as quality parameters 
and define additional constraints and requirements on how 
software should perform its functionality. In such conditions 
of paramount importance is to provide methods modeling and 
reasoning about non-functional properties in order to be able 
to adequately design safety-critical software systems. 

One significant quality parameter is dependability [[2]], 
which is defined as the ability of a computing system is to 
deliver services that can justifiably be trusted. Dependability 
is characterized by several attributes, such as reliability, 
availability, safety1, confidentiality, integrity and 
maintainability. In this paper we are going to look at 
reliability only and the methods for estimation of software 
reliability. Reliability is defined as the continuity of correct 
service, i.e. the belief that a software system will behave as 
per specification over a given period of time and is usually 
modeled as a stochastic value. It may have different measures 
like: probability of failure; mean time between system failures 
or failure rate. 

Basically, there exist two broad categories of reliability 
assessment models: black-box and white-box models. Black-
box models are used to reason about reliability of software 

                                                 
1 Please note that safety … 

systems, without taking into account their internal processes 
or structure. On the contrary, white box-models consider some 
internal information about architecture of the system. White 
box models are also called Architecture-Based Reliability 
Models (ABRMs). Usually architecture-based software 
reliability estimation takes the following main steps [[8]]: (1) 
Identification of computational modules (components)2 within 
software architecture; (2) Description of the actual 
architectural model – this includes how components are 
interconnected and interact with each other (3) Definition of 
components failure behaviour – at this step the reliability 
parameters of components and their measures are identified 
and (4) Combination of the failure behaviour with the 
architectural model. 

Application of white box models has a lot of advantages, 
among them are: ability to reuse information about reliability 
parameters of both the system and the components that 
constitute it; ability to find these modules that influence 
systems reliability the most, i.e; possibility to isolate and 
remove reliability “bottlenecks” within the system and etc. 
For these reasons we focus our research work on white box 
models. 

Although significant amount of research has been 
undertaken in recent years in the area of architectural software 
reliability models, there exists a lot of work to be done in the 
area [[4]]. One very important such issue which exists in the 
field is uncertainty and more than 30 years of research failed 
to find universally accepted solution on how to model 
uncertainty. 

Our previous research work [[3]] assessed white-box 
software reliability models upon several important issues that 
should be taken into account when analyzing embedded and 
safety-critical software system. In this paper we are 
continuing this research by adding one more issue – the 
uncertainty, inherent in reliability parameters. Uncertainty 
may exist either on individual components reliabilities or in 
their operational profile and this way it propagates to the 
calculated reliability estimation of the overall system. 
Uncertainties are very common mainly due to limitations and 
assumptions taken by different techniques adopted for 
reliability estimation. 

A reliability model for embedded software systems should 
be able to take into account the following issues: 

• Modeling of dependency between component 
failures – most of the models assume that a failure 
in one component never result from failures in 
another components. 

                                                 
2 We use the terms module and component as synonyms within this 
paper. 
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• Ability to estimate reliability parameters of 
components into the system – most models 
currently assume that reliabilities of modules are 
already known in advance. 

• Ability to model uncertainty in system reliability. 
The rest of the paper is organized as follows: Section two 

surveys the current state of the art in white-box reliability 
modeling with respect to applicability for embedded systems; 
Section 3 makes an analysis of these models and finally 
Section 4 concludes the paper and streamlines the directions 
for further research in the area. 

II. HOW DO WE TAKE INTO ACCOUNT UNCERTAINTY 
IN RELIABILITY ESTIMATIONS? 

In this section we are going to survey some the architecture 
based models that take into an account uncertainty in 
reliability parameter. According to the broad classification 
three main groups of white-box models are known: state based 
models, path-based models and additive models. State-based 
models use Finite State Machine (usually Markov chain) 
representation of systems’ architecture. They attempt to take 
into account, all of the possible traces of components 
execution within the system. Path-based models are similar to 
state-based models, but consider only finite number of 
component executions traces. The latter usually correspond to 
system test cases. Additive models do not concern actual 
architectural configuration of the software system. Instead, 
they assume a specific distribution process for components 
failure behaviour and on that basis infer formulae for 
calculation of reliability. 

Basically, there exist two main sources of uncertainty in 
reliability estimates calculated using architecture-based 
reliability models: 

• Uncertainty in operational profile – operational 
profile is a frequency distribution that gives the 
relative probability that a specific function of the 
program will be executed. In other words, 
uncertainty in the operational profile represents 
uncertainty in the environment, in which a 
component is integrated and further executed. 

• Uncertainty in reliability values – what is the level of 
confidence we have in the correctness of particular 
values of reliability 

The most traditional approach with respect to the second 
step in white-box reliability modeling (i.e. creation of 
architectural model) is to present the architecture with the 
system as a Markov chain, where states of the chain represent 
system components, and the edges – transitions between the 
components. The first model to employ this approach is 
described in [17] and many of subsequent models are based 
on it. 

Next subsections of the paper make a brief review of 
different models taking into account uncertainty. We also 
analyze ability of the models to deal with the other two issues 
for reliability estimation of embedded software systems as 
pointed out in the introduction. For ease of reference, we have 
used the name of the first author as the name of the model, 

even though these models are collective works of several 
researchers as indicated by the references. Models are 
presented in ascending alphabetical order, according to the 
name of the first author. 

A. Adams model 

Tom Adams actually presented an approach towards 
calculation of confidence intervals of reliability with respect 
to uncertainty caused by unknown operational profile [1]. This 
model does not take into account uncertainty in reliability 
parameters of modules within the system. Adams model does 
not take into account estimation of component reliability 
parameters nor dependency between component failures. 

B. Gokhale model 

This model presents reliabilities of components and 
operational profile not as point estimates but as stochastic 
values themselves. The key of the model is generation of 
analytical functions that give the mean and variance of 
component reliabilities and operational profile and consequent 
combination of these functions into calculation of the mean 
and variance of reliability of the whole system. This model 
also does not take into account estimation of component 
reliability parameters and dependency between component 
failures. 

C. Goseva-Popstoyanova models [6], [7], [9] 

Very similar to Gokhale’s is a group of models resulting of 
research, carried out in West Virginia University, USA. 
Models presented in [7], [8] calculate system reliability as a 
random variable is proposed. Authors propose to estimate its 
value given that the parameters of the model (i.e. component 
reliabilities and operational profile transition probabilities) are 
also random variables. First of the two models is based on 
moments of random variables and the second – on Monte-
Carlo simulation. The first one is based on presentation of the 
reliability in a Taylor series and approximating it by taking 
into account the first one or two terms in it. However, this 
approach does not allow taking into account uncertainty in the 
operational profile of components. Both these facts make it an 
approximate method for assessing system uncertainty. The 
method based on Monte-Carlo Simulation allows taking into 
account both uncertainty in component reliabilities and 
operational profile. Nevertheless, it assumes that the reliability 
and transition probabilities follow a given a priori (for 
instance Beta) distribution. Assumption about such 
distributions is also a possible source of uncertainty. 

In Kamavaram model [9] entropy is used to quantify the 
uncertainty of system reliability, based on uncertainty in 
operational profile and uncertainty in component reliabilities. 
However, this method estimates only uncertainty and does not 
allow for estimation of a value for the system reliability itself. 
This is the reason that we do not distinguish it in our analysis. 
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Similarly to previous cases this group of model also takes 
component reliability parameters as given and does not take 
into account dependency between component failures. 

D. Popic model 

Reference [11] presents a model that extends Singh model 
(cf. subsection F.) and makes it capable to take into account 
error propagation from one component to another. This way it 
is able to model dependency between components. For this 
purpose this model takes into account the error propagation 
probability in system architectures. It represents the 
probability that an erroneous state, generated at one 
component will not be detected but will propagate to other 
components during system execution. As this is an extension 
of Singh model it also assumes existence of information about 
failure rates of components in the architecture. 

E. Roshandel models 

One of the earliest works taking into account uncertainty in 
operational profile of software components that build the 
software system is presented in [12]. 

Its approach towards the estimation of individual 
components reliability when both the implementation and the 
data for the operational profile are unknown. Component 
architecture is modeled with an extension of classical Markov 
chain, called Hidden Markov Model (HMM) [16]. This is the 
main point of ability of this to model uncertainty. In fact it 
models presents uncertainty of a transition between states of 
the chain. Transition probabilities of HMM are estimated by 
an iterative algorithm, which upon convergence provides 
optimal component reliabilities. 

This model is further elaborated in [18], [19], where 
different views of software architecture, presenting systems 
structure and behavior are employed. Further, a so-called 
Global Behavioral Model is constructed. It represents the 
behavior of the software system as a function of the collective 
behavior of its constituent components. Behaviour of 
components is modeled using a set of concurrent state 
machines, which means that the current state of the system is 
presented with a set of component states. In the next step, a 
Dynamic Bayesian Network is used to estimate reliability of 
the system, combining the behavioural model with individual 
components’ reliabilities. The approach is able to model a rich 
variety of uncertainties: uncertainty of individual component 
reliability values; uncertainty of system startup process, and 
uncertainties of human-system interactions. However, the 
model does not give any guidelines to quantitatively estimate 
uncertainty. Authors only make a sensitivity analysis of the 
model towards variations in reliability parameters of 
components and operational profile. 

F. Singh Model 

Singh model [13] is not specifically aimed at uncertainty, 
however similarly to Roshandel model it uses a Bayesian 
approach towards reliability calculation. Goal of this model is 

to be applicable early in the development process where 
reliability values of system modules and operational profile 
are not known. Nevertheless, the model assumes existence of 
information about failure rates of components in the 
architecture. This way, it estimates the mean and variance of 
software failure probability. However for this purpose authors 
also assume some given distribution (Beta distribution) of 
reliability parameters of individual components within the 
system, which as said above may also be a source of 
uncertainty. Singh model does not explicitly consider 
component failure dependence. 

G. Zhang model [9] 

This model upgrades the one presented in [20], which is 
essentially a path-based model, with ability to model 
component reliability as a function of transition probability to 
and from other components within the system. This way it 
becomes possible to take into account uncertainty due the 
environment in which a component is integrated and the 
systems operational profile. In fact, the empirical validation of 
the model shows that even when it is known in advance, 
operational profile of the system itself may introduce some 
uncertainty in the reliability of the components. 

III. DISCUSSION AND ANALYSIS 

In this section we analyze architecture-based software 
reliability models with respect to their suitability for 
embedded software systems. Table 1 shows a comparison of 
the models with respect to the three issues that should be 
addressed when estimating reliability of embedded software 
systems. 

TABLE I 
COMPARISON OF ARCHITECTURE-BASED RELIABILITY MODELS 

 Modeling of 
uncertainty 

Dependency 
of 

component 
failures 

Estimate 
reliability 

parameters 
of 

components 
Op. 

profile 
Comp. 

reliability 
Adams model Yes No No No 
Gokhale 
model Yes Yes No No 

Goseva 
moments 
model 

No Yes No No 

Goseva- 
Monte-Carlo 
model 

Yes Yes No No 

Popic model Yes Yes Yes No 
Roshandel 
model Yes Yes No Yes 

Singh Model Yes Yes No No 
Zhang model No Yes No No 

As seen from table one, none of the known models take into 
account all the identified issues for embedded systems. 
Dependency between component failures and estimation of 
individual component reliabilities are addressed by only one 
model each. Although uncertainty is a matter of broad 
research only one models (Adams) actually assume it is a 
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variance of the reliability estimation within some confidence 
interval. We believe that reliability should not be presented as 
a point value, but together with the variance in this value, i.e. 
with its confidence interval. 

Additional issue is that empirical study of some of the 
presented models have shown that uncertainty in reliability 
estimation of the overall system is mostly influenced by the 
reliability of components that build the system reliability [21]. 
Usage profile, i.e. probability of transition of execution from 
one component to another has significantly less impact on 
system reliability. This way it is more important to be able to 
take into account uncertainty due to inaccurate component 
reliabilities than inaccurate usage profile. 

IV. CONCLUSION 

Reliability is a major concern to be taken into account when 
designing and implementing embedded software systems. 
Currently, there exist a lot of unresolved issues with 
architecture-based software reliability models and uncertainty 
in estimation is one of them. This paper presents a review of 
current state of the art in solving the issue of uncertainty. 

Analysis of the models has shown that all of the important 
issues when modeling reliability of embedded systems need 
further research. In this respect our plans for further research 
include development of modeling framework that takes into 
account most of the issues listed in this paper. 
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