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Abstract – The paper presents results from some sensor 
network challenges investigations – accuracy of localization 
techniques. Critical demand in wireless sensor networks (WSN) 
introducing in industry is to be localized with high precision.  
Our investigations purpose is to present localization sensor nodes 
in one area with minimal error. The statistical results from 
MatLab 7.9 simulations show the dependence of mean square 
error and the limit of Cramer-Rao in unknown sensor nodes 
localization, using anchors.  
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I. INTRODUCTION 

Wireless sensor networks are new technology, which 
atracts appreciable investigation  interest through the last few 
years. The last developments in this area have made the 
sendor nodes small, inteligent and running many functions 
[1]. There are many interesting applications of the sensor 
networks like watching the environment, tracing orders and 
etc.These new applications require placing many sensor nodes 
in big geometric areas, as the benefit of them depends on the 
automatic and certain evaluation of their location. This would 
lead to correct indentifying of important places, when some 
event happens. Moreover, the certain location may be helpful 
for processing information, tasks, requests [2]. 

In the distributed localization is necessary to have a number 
of nodes,which coordinates are known. These nodes are 
ususally named anchors. The locations of the nodes is 
unknown, exept of the anchors. Due of the limits of the 
power, the communication between the nodes is restricted do 
local neighbours. The sensor nodes have the opportunity to 
measure the distance and the angle of the location to 
neighboring nodes [3]. Based on evaluation like that, they 
must define their spaced placement, by  geometric techniques 
named: Trilateration and triangulation [4]. 

The method localization must be with good accuracy,and no 
matter of the space, the error should be reasonably slight. 

II. MEASUREMENT ACCURACY POSITIONING 

To be able to make a realistic assessment of the accuracy in 
localization, we test already approved in practice 
mathematical methods. 

A. Mean square error - MSE 

Mean square error (MSE) of estimator quantify the 
difference between estimator and true value of quantify being 
estimated [5]. MSE measure average of square of error. The 
error is the sum with which estimator differs from quantity to 

be estimated. The MSE of estimator  with respect to 
estimated parameter θ can be presented as: 
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The MSE is equal to sum of variance and squared bias of 
estimator 
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In other words, the more precisely estimated location of 
unknown node is equal to less MSE [6]. 
 
B. Cramer-Rao lower bound (CRLB) 

Cramer-Rao bound define the ultimate accuracy of any 
estimation procedure [7]. This lower bound is intimately 

related to the maximum likelihood estimator. If  is the 

Fisher information matrix (FIM), for unknown parameter 
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then CRLB can be presented as: 
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where θ is unbiased estimate of θ and is the FIM. I
One of easy way to compare different positioning 

algorithms is with their MSE. When MSE is lower bounded 
by the CRLB the result is minimum mean-square error 
(MMSE). The last one can be presented as: 
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MMSE for RSS-based positioning system [8] is: 
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where n is the path lost exponent,  is the variance of the 

log-normal shadowing for the ith measurement and    
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 is the distance between unknown node and ith known node. 
The accuracy of RSS-based positioning depend on channel 
parameters and estimates at all nodes [9]. 

III. NUMERICAL RESULTS AND ANALYSIS OF THE 

SENSOR NETWORK 

In order to evaluate the described approaches to sensor 
network localization, many numerical tests were performed. 
We performed a variety of simulation experiments to cover a 
wide range of network system configurations including the 
size of the network (number of nodes), the number of anchor 
nodes, anchor nodes deployment, the radio range, the distance 
measurement error and computation time. The key metric for 
evaluating all listed measurement was the accuracy of the 
location. 

A. Description of the system 

Let us consider L anchors, with coordinates (xi , yi) where 
i=1,...,L, are random placed in two-dimensional (2D) plane 
with size (xmax , ymax). The coordinates of the anchors are 
known. During the each of K simulations the positions of 
anchors are static. In this plane are random placed also LL 
unknown nodes, with coordinates (x0i , y0i) i=1,...,LL. From 
the propagation point of view the measurement are assumed to 
be made under line of sight condition. The true distance 
between one anchor and one unknow node is di and can be 
determine like: 
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The measured distance is:  
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where εi ~N(0, ) is the zero mean Gaussian noise with 

variance . 
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B. Examined parameters of the system 

We examined the impact of the following parameters over 
localization in sensor network: 
• Number of anchors - L 
• Number of unknown nodes -LL 
• Noise level - ε (represented as Gaussian random variable 
with normal distribution with mean 0 and standard 
deviation ) 2
• Speed - v (vx - speed in direction x, vy - speed in direction y) 

• Number of simulations - K 
• Iterations to update estimates  - S 

C. Investigating the precision of localization of one and more 
unknown nodes 

In one real network the number of unknown nodes usually 
is more than one. When one unknown node is with determined 
position based on fixed anchors, after that it can be use like 
fixed anchor for other unknown nodes. In this case the number 
of anchors increase, respectively MSE decrease, which mean 
more accuracy. 
 

Whole algorithm consists of 4 steps: 
 

• Step 1: determine positions of each unknown node based on 
the fixed anchors. 
• Step 2: for all unknown positions determine distance 
between nodes 
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• Step 3: determine distance to L and distances to LL 
d – for fixed anchors 

)  - for unknown nodes 0(
, jid

• Step 4: repeat Step 2-3 S times - iterations to update estimate 
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In this case MSE for node i is 
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MSE is: 
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The Cramer-Rao bound in this case will be: 
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As can be seen in Figure 1. with increasing the number of 
anchors MSE decrease. Interesting of this picture is that, when 
assume unknown node to fixed anchors the minimum bound 
of MSE decrease. Respectively the accuracy on the system 
can increase. CRB and CRB(L+LL) are not parallel, and with 
increasing the number of anchors they stay closer and closer. 
Other interesting in this picture is that, when change S, the 
accuracy of the system does not increase. This mean the 
system work sufficiently good with only one estimation of the 
position of unknown nodes. 
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Fig. 1. Dependence between MSE and L for =10-1 

2
 

Figure 2. shows the dependency between MSE and number 
of unknown nodes, which became anchors. The trend to 
decrease MSE with increasing the number of anchors holds 
true here. 
 

 
Fig. 2. Dependence between MSE and LL for =10-1 

2
 

In Figure 3. shown the case, when the anchors are not 
sufficiently for good estimation of unknown nodes. As can be 
seen MSE increase with increasing number of unknown 
nodes, which are assumed to anchors. 

Also with increasing the number of iteration to update 
estimates, MSE increase. This is called error propagation. On 
this example the number of unknown nodes does not matter 
for accuracy and MSE. They can not be used like anchors, 
because their positions can not be established sufficiently 
good. 

 

Fig. 3. Error propagation 

D. Position tracking 

In all up to now observed scenarios the unknown node does 
not change its position at the time of one simulation. In the 
real life the unknown node (most often human) change its 
position. The movement can be divide in three case: 
movement with constant speed, random walk and combination 
of both. The movement can be divided to ten steps 
(t=1,...,10). The first position is t=1. Then each new step can 
be presented as: 

Ttxtx x )()1(  и Ttyty y )()1( , 

where Tx and Ty  are the speed in direction x and the 

speed in direction y. According Tx and Ty  movement is 

divided into three types: 

• constant speed - Tx =const and Ty =const 

• random walk - Tx =random and Ty =random 

• constant speed and random walk - Tx =const+random and 

Ty = const + random 

Therefore estimated position will be: 
)(ˆ tx , )1(ˆ tx , …, , )10(ˆ tx
)(ˆ ty , )1(ˆ ty , …,  )10(ˆ ty

The next step can be predicted. In this case the speed for next 
step can be determine with these equals: 





i

i
x ixix

i
iT

1

))1(ˆ)(ˆ(
1

)(̂  (15) 





i

i
y iyiy

i
iT

1

))1(ˆ)(ˆ(
1

)(̂  (16) 

which use to predict next position of unknown node )1(~ ix  

and )1(~ iy  
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)(ˆ)(~)1(~ iTiyiy y   (18) To evaluate the accuracy in localization of the sensor nodes 
in the space,we use mean square error and the limit of 
Cramer-Rao. So next step may be predict with determined accuracy. This 

algorithm can improve the performance of steepest descent 
algorithm and also accuracy of the system. 

From research done can be seen that with geometric 
techniques for determining the position we can accomplish 
relatively good lokalization. The results of the sumitaion are 
these: 

In the three cases the dependence between MSE and the 
speed is the same and it is show in Figure 4. As can be seen 
the MSE vary very little between 10-5 and 10-1. After 10-1 
MSE increased significantly. • MSE increase linear with increasing . 2

• the number of anchors for sufficiently accuracy is more 
than theoretical number. 

 

 

• increase the number of iterations to update estimates can 
not improve accuracy. 

• unknown node can be use like anchors only if anchors are 
more than few times theoretical number. 

• the algorithm of predicting can be applied to improve the 
localization of the unknown nodes. 

Based on the wrought researches in future may be improved 
the communication between the rest of the sensor nodes and 
to be relegated the cost price of the system. 
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Fig. 4. Dependence between MSE and the speed 
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