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#### Abstract

The paper deals with a concept for realizing a Peer-to-Peer (P2P) VoD system over HFC networks in a way to ensure possibilities to increase the number of both the subscribers and the movies supported. Different methods to transfer video information from the VoD server to subscribers are considered. Three strategies to limit the downstream video traffic are suggested.
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## I.Introduction

Due to recent advances in broadband Internet access technology the video-on-demand (VoD) service seems to gain an increasing popularity among media streaming services. VOD networks are developed to deliver video files to distant users with minimal delay and free interactivity [1].

Traditionally, the VoD service is based on a centralized architecture. However, this architecture cannot provide the quality of service needed to a large population of users due to its limited outbound channel capacity from the server to the clients. Recently, a peer-to-peer (P2P) architecture was proposed to meet the challenge of providing live and interactive video broadcast to a large number of clients over a wide area [2]. A P2P-based architecture is appropriate enough for the design of a scalable VoD services distribution architecture as the computing and bandwidth requirements are pushed toward the network clients side. Besides, it allows optimal use of the network resources by building multisource streams from neighbouring contributing clients to a requesting client. This in turns results in minimizing the VoD request rejection rates for a very large content library [3].

The aim of this work is to compare the methods of video information transmission from VoD server to subscribers and to choose the most appropriate one in terms of price, quality and complexity of implementation.

## II. VoD Service Strategies

There are three main types of service strategies: broadcast, unicast and multicast.
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## A. Unicast Communication Strategy

This is a point-to-point communication channel which means that unicast establishes communication between a single sender and a single receiver over the network.

With unicast, as shown in Fig. 1, an independent flow of information is sent to each one of the clients requesting the multimedia content.


Fig. 1. Unicast communication strategy.

The main advantage of this technique is the control mechanism. Each communication channel is independent, thus the control is oriented to each client and there are no interactions between the channels. On the other hand, the bad scalability of the scheme is a great constraint of the unicast usage. Each channel consumes server and network resources in a linear fashion, which results in a rapid consumption of the resources predicted during the system's design. Unicast converts the server into a bottleneck for the VoD system.

## B. Broadcast Communication Strategy

This service strategy is based on communication from a single sender to all the receivers over a network. In this scenario the video is broadcast over a dedicated channel within a predefined schedule. This approach can provide
service to an unlimited number of requests for popular video content with a constant consumption of bandwidth. However, a great amount of resources can be consumed pointlessly if the popularity of the video is low. In addition, clients must wait until the scheduled time to be served. In Fig. 2 a broadcast communication scheme is shown, where the information is distributed to every end host in the system.


Fig. 2. Broadcast communication strategy


Fig. 3. Multicast communication strategy

## C. Multicast Communication Strategy

The multicast technique consists of an information flow from a source to a group of receivers who have requested the same content. A number of requests for the same video are grouped and served by a single video stream. Therefore, the service scheme saves bandwidth by sharing video streams without wasting resources on non-requesting receivers. Multicast is shown in Fig. 3. It provides the best solution to scale large VoD systems.

## III. The Collaborative Method for Downstream Video Traffic Decreasing

Let's analyze a collaborative method of reducing the downstream video traffic as shown in Fig. 4. After subscriber 1 has requested a video, he is not served immediately but after some time $t$, during which it is assumed that subscriber 2 will make a request for the same film. Once a subscriber has made a second request for the film and there is an awaiting subscriber (subscriber 1), the film (video stream) is fed to both subscribers simultaneously. In Fig. 4 the following symbols are used:
req. 1 and req. 2 are the requests for one and the same movie as made by subscribers 1 and 2 respectively;
reply 1 and reply 2 - request fulfilled for one and the same film, in reply to requests made by subscribers 1 and 2 respectively;
t1 - time when a request from subscriber 1 was issued;
t2 - time when a request from subscriber 2 was issued;
t3 - time to reply to both subscribers;
$\tau$ is the time between the requests for one and the same film issued by subscribers 1 and 2;
$\tau 1$ and $\tau 2$ - time to run between query and reply to subscribers 1 and 2 respectively.

The more the subscribers that have requested one and the same movie in the time interval $\tau$, the more the ports on the VoD server that will be free for future requests. A disadvantage of this method is the delay in executing the movie requests. The value of $\tau$ must be chosen in a way to guarantee that the delay is below a given value acceptable for subscribers.


Fig. 4. Collaborative method for downstream video traffic decreasing

## IV. Method of Downstream Video Traffic Decreasing with Reducing the Client Waiting Time

The method consists in the following. Every $\mathrm{i}^{\text {th }}$ video $\mathrm{V}_{\mathrm{i}}$ is divided into 3 parts, the first $\mathrm{W}_{1}$ minutes of each video $\mathrm{V}_{\mathrm{i}}$ being referred to as prefix- 1 (pref- 1$)_{\mathrm{i}}$ of $\mathrm{V}_{\mathrm{i}}$. If $\mathrm{V}_{\mathrm{i}}$ is globally popular, it is replicated at all M Proxy Servers; otherwise, it is replicated across L Proxy Servers, in which the frequency of accessing the video $\mathrm{V}_{\mathrm{i}}$ is high. The next part of $\mathrm{W}_{2}$ minutes of video $\mathrm{V}_{\mathrm{i}}$, referred to as prefix-2 (pref-2) $)_{\mathrm{i}}$ of $\mathrm{V}_{\mathrm{i}}$, is downloaded from the Tracker and the rest of the video is referred to as suffix of the video and is stored at VoD Server, as shown in Fig.5.


Fig. 5. Architecture realization of the method


Fig. 6. A Tracker module
The proposed 3-layer architecture consists of a VoD Server, which is connected to a group of Trackers. Each tracker has various modules, as shown in the Fig. 6:

1. Interaction Module (IM) that interacts with the Proxy Server and the VoD Server.
2. Service Manager (SM) that handles the requests from the Proxy Servers.
3. Database (DB) that stores detailed information about availability and size of (pref-1) of videos at all the Proxy Servers.
4. Video Distributing Manager (VDM) which is responsible for decision-making about videos and sizes of (pref-1), (pref2) of videos to be cached. It also handles the distribution and management of these videos to the Proxy Servers group, according to their global and local popularity.


Fig. 7. A Proxy Server module
Each Tracker is in turn connected to a set of Proxy Servers. Each Proxy Server has various modules, as seen in Fig. 7:

1. Interaction Module (IM) that interacts with the user and the Tracker;
2. Service Manager (SM) that handles the requests from the user;
3. Popularity agent (PA) that observes and updates the popularity of videos at Proxy Servers and at the Tracker as well as;
4. Cache Allocator (CA) that allocates the Cache blocks using dynamic buffer allocation algorithm [4]. A large number of users are connected to each of these Proxy Servers as well. Each proxy server acts as a parent proxy server to its clients. The Proxy Server caches the (pref-1) of videos distributed by VDM and streams this cached portion of the videos to the clients.

Here it is assumed that:

1. The Tracker is of high computational power. It has various modules to coordinate and maintain a database that contains the information about availability of videos and size of (pref-1) and (pref-2) of video in each Proxy Server and Tracker respectively.
2. Proxy Servers and their clients are closely located at a relatively low communication cost [5]. The VoD server where all the videos are stored is placed far away from Proxy Servers which involves high-cost remote communication.

## V. Method for Downstream Video Traffic Decreasing with Video Popularity Using

The distribution of the VoD-movie requests generally follows a Zipf / Pareto-like distribution [6], where the VoD movies are of two classes: popular and unpopular. The relative probability of a request for $i$ (the most popular movie) is proportional to $1 / \mathrm{i}^{\alpha}$, with $0<\alpha<1$, and typically takes a value that is less than unity [7]. The assumption here is that all blocks of a popular movie belonging to the popular class are stored in the mesh network of the client, and if needed by a given client, they can be downloaded from its mesh network partners. For Zipf-like distributions, the cumulative probability that one of the $k$ popular movies class is accessed (i.e. the probability of a movie request from the client mesh network) is given asymptotically by:

$$
\begin{align*}
& \psi(k)=\sum \delta / i^{\alpha}=\delta k^{1-\alpha} /(1-\alpha)  \tag{1}\\
& \delta=(1-\alpha) / V^{1-\alpha}
\end{align*}
$$

where $V$ is the total number of movies in the system [7]. Next, we estimate the probability $(\mathrm{Pu})$ of a request for a movie that belongs to the unpopular class (i.e. does not exist in the
mesh network setup boxes) and therefore should be obtained from the central head-end video server. For a VoD system with $V$ total movies and $k$ popular ones at the mesh network the probability of a request for an unpopular movie stored in the head-end server is as follows:

$$
\begin{equation*}
P_{u}=1-(k / V)^{1-\alpha} . \tag{2}
\end{equation*}
$$

This method is applicable in networks with large numbers of subscribers. The more the subscribers and fewer the movie titles in the system, the better the results obtained with the above method.

## VI. Conclusion

The paper deals with a comparative analysis of three types of communication strategies for transmission of video information from the VoD server to subscribers - unicast, broadcast and multicast. Three methods to reduce the downstream traffic from the VoD server to subscribers are considered. The following conclusions can be drawn:

1. The unicast communication strategy is appropriate when high security of information transmitted is required, but is inefficient in terms of price realization.
2. The broadcast communication strategy is a low-cost selling, but much of the resources are used unnecessarily when the popularity of films is low.
3. The multicast communication strategy saves bandwidth by sharing the video streams without loss of resources to unsolicited recipients. It provides the best solution for growing large VoD systems.
4. The collaborative method for downstream video traffic decreasing is easy to implement, but it results in movie
requests execution latency which is a disadvantage of the method.
5. The method for downstream video traffic decreasing with reducing the client waiting time eliminates the shortcomings of the collective method but turns out to be complex and relatively expensive for implementation.
6. The method for downstream video traffic decreasing with video popularity using is applicable in networks with large numbers of subscribers. It gives much better results in systems with more subscribers and fewer movie titles.
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