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Although MPLS VPNs can be advantageous, they also 
have several disadvantages. The most notable disadvantage of 
an MPLS VPN is that it does not provide any security for the 
data packets that are sent out. This is because MPLS VPNs 
depend on each device within the network to forward the data 
packet to the next device. Therefore, once a data packet has 
been sent out, any device in the network could potentially 
intercept the data packet and view its contents. However, 
encryption protocols are available that they could be used in 
conjunction with an MPLS VPN. 
 Moreover, the benefits of the MPLS VPN Service for the 
customer are: 

• Simple network implementation 
• Easy to configure and manage 
• QoS, CoS and better Traffic Engineering 
• Easy network expansion at customer premises 
• Easy introduction of new services as Multicasting, 

VoIP or hosting over the same link 
• Security is the responsibility of MPLS Network 
• Network is very reliable due to built in redundancy 
• Flexible reconfiguration -instantaneous addition and 

deletion possible 
• Less cost per link than leased lines 
• Offer different level of service and protect specific part 

of traffic 
• Traffic engineering  gives maximal effectiveness of 
bandwidth usage  
• Existing equipment gives possibility to use human 
resources with less qualification and less salary 
• Faster then Layer 2 VPNs 
• Cheaper than leased lines 
• A single point of contact with access to a large number 
of licensed and certified carriers and local access 
providers 
• A single point of contact for network performance and 
capacity management 
• A network with enhanced flexibility and scalability 
which enables the customer to let its network grow with 
the growth of its business. 
MPLS-VPNs are divided into: 
• access channel,  
• pick throughput ,  
• quantity of sent packets,  
• CoS,  
• size of routing table,  
• members of VPN,  
• protocol between customer router and ingress label 

switching router (LSR).  
In each of them each PE router maintains a number of 

separate forwarding tables. One of the forwarding tables is the 
"default forwarding table". The others are "VPN Routing and 
Forwarding tables", or "VRFs". Management of MPLS is 
based on database LIB (Label Information Base). Ingress LSR 
puts label to the packet when packet input in MPLS network, 
but Egress LSR deletes label from IP packet when packet 
leaves the MPLS cloud. Method for rerouting and making 
decisions with IP packets with/without labels is presented in 
Figure 2. 

 
Fig.  2. Example of PE router’s functions in MPLS VPNs 

 
To be possible to monitor how work MPLS network, to 

predict some problems and manage them, there exist two main 
methods for managing LSRs: 
• with global routing table (in Fig.3)- Loopback 
address of P and PE routers are inside in this table, but address 
of management workstation is inside in the VRF table. The 
connection between backbone MPLS network and this 
management workstation is with global static route in VRF 
table to the address of MPLS network and with global static 
route in global routing table to the address of management 
workstation. 

 
Fig.  3. Management of MPLS core with global routing table 

 
• with routing/forwarding table (in Fig. 4) - This 
method is more simple. Here management network is directly 
connected to the interface, which is defined from global 
routing table, without association to VRF table.  

 
Fig.  4. Management of MPLS core with VRF table 

III. ARCHITECTURE OF HUB AND SPOKE MODEL VPN 

VPN decisions must differentiate different type of traffic 
quickly, to be possible ISP to group different customers and 
services. It is easy to make this with MPLS, because MPLS 
divides the traffic, protects it without encryption and 
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• For RSVP only, configure an MPLS LSP to the destination 
point on the PE router. The path name is defined on the source 
router only and it is unique between two routers.  
LSR# edit label-switched-path path-name  
• Specify the IP address of the LSP destination point, which 
is an address on the remote PE router.  
LSR# set to ip-address 
• Commit the configuration if you have finished configuring 
the device.  
LSR# commit 
• Configure OSPF with traffic engineering support on the PE 
routers.  
LSR# edit protocols ospf traffic-engineering shortcuts 
• Enable RSVP on interfaces that participate in the LSP. For 
PE routers, enable interfaces on the source and destination 
points. For P routers, enable interfaces that connect the LSP 
between the PE routers. 
LSR# edit protocols rsvp interface interface-name 
LSR# commit 
• Configuring Routing Options for MPLS VPNs  
• Configure the AS number. 
LSR# set routing-options autonomous-system as-number 
LSR# commit 
• To configure a VPN routing instance on each PE router: 
LSR# edit routing-instances routing-instance-name 
LSR# set description “text” 
• Specify the instance type, either l2vpn for Layer 2 VPNs or 
vrf for Layer 3 VPNs. 
LSR# set instance-type instance-type 
• Specify the interface of the remote PE router. 
LSR# set interface interface-name 
• Specify the route distinguisher using one of the following 
commands:  
LSR# set route-distinguisheras-number:numberuser@host# 
set route-distinguisher ip-address:number 
• Specify the policy for the Layer 2 VRF table. 
LSR# set vrf-import import-policy-name vrf-export export-
policy-name 
• Specify the policy for the Layer 3 VRF table. 
LSR# set vrf-target target:community-id 
LSR# commit 

VI. CONCLUSION 

MPLS VPNs are used due to its distinguished benefits - fast 
forwarding, tunneling, etc. QoS routing is naturally used in 

MPLS VPNs for providing feasible routes with considerations 
on QoS constraints. QoS routing is beneficial for developing 
QoS guaranteed MPLS VPNs across IP networks. While other 
forms of VPN have desirable characteristics, only MPLS 
provides the network intelligence businesses demand with the 
reassurance of future capabilities. With its ability to reduce in-
house IT resources, coupled with its inherent resilience, 
MPLS provides the most cost- effective and beneficial VPN 
solution. For very large organizations, MPLS VPNs offer 
additional virtualization options, along with advanced 
capabilities for rapid network failover (within 50 msec) and 
traffic management for optimizing the link usage. MPLS 
segmentation yields several benefits, including security 
through separation, isolation of unpredictable applications and 
traffic congestion, and prioritization of performance-sensitive 
applications.  

In this paper, it is investigated both benefits and problems 
when introducing MPLS VPNs. Particularly, it is present  
architecture of MPLS VPNs with QoS routing capability and 
discuss some issues on running QoS routing in MPLS VPNs. 
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