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An Approach to Optimization of the Links' Load in the
MPLS Domain
Veneta Aleksieva

Abstract The problem with the optimization of MPLS (Multi  high throughput and a small number of lost packets
Protocol Label Switching) network is discussed in terms of  [1],[3],[4].[5],[9].[10],[11],[12]. Many critical applications
finding such label switching paths (LSP) for all flows in the  require greater flexibility than the one provided by the current
network, which would provide minimal load on thelinksiniit, 8 |naret routing. Due to these facts, some authors [5],[7],[11]
collaboration of the protocol of the third layer (ISIS or OSPF) use configuration files of the network devices to investigate

d MPLSi ted. Th sed analytical mode! is reduced N ) X
?g optimizIZtggﬁor probleripr\c/)v%ci)ch alr; ysé(l:vedmougrl]zr ”ﬁcear and remove anomalies in the traffic and the reasons, which are

optimization. Resear ches have been made for this algorithm and ~ "Sing the recovery of the path. Other authors [3], [12] propose
theresults are presented. solutions to overcome this problem by predicting the behavior

of network traffic. In some cases, however, route recalculation
Keywords -MPLS, optimization problem, load minimizingon  can take minutes to switch traffic on it. During this period,
thelinks. loss of many packets is possible. In addition, periodic failures
can cause repeated rerouting, causing routing instability. To
overcome this problem in previous years, researches of the
ISP were focused on routing algorithms with multiple paths
routing [9],[10]. Studies show that it is possible to be provided
. a set of alternative paths in scalable network as with protocols
Nowadays, network services are proposed 10 CUSIOMErS 4Ry third |ayer of the OSI model, so as with MPLS. In most

an envionment Of, strong competition, S0 in _general It1S NAtases, the searched solutions are targeted at already built and
pqsgble gnd justified f_uIIy or mglUpI_e book_mg even at th% erating networks, but a little focus on the first, off-line
critical points because it would significantly increase the COBhase of pre-defined LSPs in the network.

of network services. Therefore, an important activity related ge\era) authors propose different analytical models for the
with the availability of the network services is the restoratiog, o uation of quality indicators for MPLS network [13], the
of services in their planned quality after accidents andayijiy of the MPLS network [6], evaluation of service
failures. This rises the necessity of using network protocolgy ity in the MPLS network (in terms of average delay and
allowing application of quick and automated solutions fof ,mpber of lost packets for different classes of

network recovery after failures, as the most popular solutiqyices)[14],[15], structural synthesis of the MPLS network
nowadays for the NGN networks is the MPLS technology [2][8].\yith constraint (quality of service to achieve a minimum

This IP/MPLS network offers universal transport mediayice)[16]. Typical for these studies is that they examine the
providing the need of reliability and QoS, which is achievefepayior of MPLS in an ideal environment in which accidents
by the two methods — recovery and protection. The recovely not occur and does not require switching a packet of back-

takes less network resources than the defense and it is Us§Ginks. The authors report latency factors in MPLS switches
more often by ISPs. But which link will be alternative in casg,q gistribute flows simultaneously on two factors - the

of primary link’ fails is a subjective decision, not alway verage latency and the number of packet loss.
optimal and in some cases after the switching of traffic on'gne’ factor not considered in the above solutions is the

backup connection, it appears that it has not suffiCiefhosen by the administrator of the network policy for the
capacity to absorb all the traffic and some packets are dropRgSssification of traffic. Another factor not considered in these
and not delivered. Therefore solutions, in which thgq igions is the retain of optimal spare capacity for each port,
alternative links must have sufficient capacity to be poss'b\ﬁhich if necessary, by using this link as an alternative would
to minimize packet's loss, are being searched. However, thege 1 poth peak traffic on this line and the temporarily
sqlu_uo_ns must take into account the willingness of ISPS, thnsferred from other link traffic on it. The capabilities of
minimize the cost of money and the amount of occupi§fip| 5 port should include adequate reserve capacity above
resources. the average peak load in order to take on short peaks in traffic.
However, if the spare capacity is too large, the higher
Il. RELATED WORKS expenses are not justified. Therefore, the revision of the
average peak load and comparing it with the capacity of the

In recent years, several studies focus on the recovery pRfHt can provide opportunities to reduce its size. Different

in the network because users need paths with low laten&yganizations follow different principles, but as a general rule
of practice is considered the average peak load to be 60-70%

for MPLS port (or up to 30-40% if the port is part of the
backup configuration)[17]. These percentages are obtained
Joased only on empirical experience.

. INTRODUCTION
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Routers in the MPLS network receive packets not only with The loadH & on edge (i,j) is presented as a total sum of the
MPLS labels. They exchange information for the building of ) o L
correct layer 3 routing tables. Meanwhile, with signalinéoadShij of all theflows in this edge, where k is priority of

protocols, they exchange information for MPLS labels witfiow:

which to manage the routing of LSP. Part of the IP packets 0 S (3)
can be routed without labeling based on the routing decisions z ‘;éhﬁ
of layer 3. For the purposes of the study are examined the following

The most frequently used signaling protocol is RSVP-TEygriables of the model:
in which’s configuration are set as the primary and back-yp - maximum load on all arcs
links. In determining the LSP is included the priority of thes': the partof the requested traffic’ drouted from 1S-IS/OPF,
flow, as it gives the new LSP the right to replace the existingijys]
one if the new flow has higher priority than the old. Thig,s. ; ;
allows high-priority LSP to be set optimally, whether there ar, rJ1d trgitgg;:)r?]f l\t/th;eLrSequested traffié, dransmitted by LSP,
existing reservations on the links on this LSP, but only | ) ) )
those reservations have lower priority. When needed &, : average time of delay in MPLS network flow with
rerouted LSP, LSPs with higher priority are more likely tgriority k as at the links, and in the routers
find an alternate route than those with lower priority. Butp, — probability of packet loss with priority k, which is
these packages in lower priority flows may be lost due {lculaed as:
insufficient capacity of the connections.

As an indicator of the network congestion is used the
maximum load of the link. When the static routing is used and\yhere p®
the traffic is linearly increasing, the minimization of this oo

parameter will provide the maximum linear growth of th hich is cofigured to transmit the flow with priority k, are
traffic before its need of rerouting illed with a capacity of flows with higher priority or equal to

this (i.e. from 0O to k-1)
The problem of finding optimal LSPs in MPLS network,
[lIl. DEFINITION OF THEPROBLEM minimizing the load on the links between nodes is formulated
as follows: it is necessary to find such a distribution of flow
The purpose of this study is finding the optimal primaryfijq thus minmizing the maximum flowluij based on flows

and bakup LSPs in _thg: MPLS domai_n to ach.ieve minimalng on priorities , collaborate working with the third layer
loaded in links and minimal loss of traffic at a failure. rotocol (IS-IS or OSPF) and MPLS, while load edges is
Let G = (N, E) is a finite undirected graph, representing thgi,imized. This optimal distribution of flows is expected to

MPLS network, where N is the number of nodes (routers), Fcrease the spare capacity of links.

is the number of edges(links). On each of the edge (Ej)s Solving such a problem in structural synthesis of the
assigned a weight;crepresenting link capacity in Mbps. Eachnetwork is available in [16], but their solution is only to
node can beboth source and destination of traffic. Sourcenewly-developed network. As a final result is the lowering of
node s(f) and the receiving node t(f) may not have diregs price. Solving this problem in terms of planning, but non-
contact with each other, but for the purposes of the modeldsnstructed network is expected to achieve the same result.
necessary to exist at least one route between them. Let F is(ifiike the quoted decisions, this proposal can be applied to a
set of source-receiver pairs ang @ the maximal requested functioning network with real traffic. When a failure giving
by the admiistrator traffic that passes by the pajr € F. rise to recovery at peak times of load occurs, the increasing of

LE:l_S[nla_pl:;at)) (4)

- the prdbability of all virtual channels, on

Apparently spare capacity on links (in particular those used as backup)
d¢>0 (1) will reduce congestion and minimize the packet loss of the
For dg also @n be set the numbeguwhich limits the lower priority traffic.
bandwidth ofthe edge: Then the problem of finding optimal LSPs in the MPLS
0<dy< ug (2) network, minimizing the load on the links between nodes can
Let X(m,K is the routing matrix whose elements arde expressed analytically as following:
rational numbers in the interval [0,1]. They represent part @lrget functiof min Unax (5)
the flow of £; , which is routed by the protocol of the thirdrestrictiveconditions:
layer (IS-ISor OSPF) on the edge (i, j). The rows of the | . (i, ))eE (6)
matrix correspond to the edges and the columns of sourcg- % * 2. Y <Una
receiver pairs. The sources generate a flow which flows in the s it i=sn) s ieN,feF @)

direction of edges, possibly through the intermediate pointg w P

. D f— 2w =qd’ Hstif i =t(f)
and gets to the receivers. Quantitative measure of the total " «in 0. in theother case
flow that will run on the network is determined by these

requirements. LP, < LP, pe (8)
T:: = T’;ixed (9)
w =0 () €A T (10)
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d'2is' 20, feF (11)
Objectivefunction reflects the maximum value of the load
that has to be minimized. When solving the model for each f
is appearing an optimal set of paths in G from source node s(f)

to the receiving node t(f), i.e. optimal number of LSPs.

V. SOLVING THE OPTIMIZATION PROBLEM

Fig. 1. Experimental MPLS Network

Restrictions on the amount of data in the Solver of Excel
(up to 200 cells), exceed the maximum amount of currently
existing networks (largest MPLS backbone network is
realized in Canadian Telecom - 100 LSR, for comparison, in
Bulgaria consists of 50 LSR). It is presented a suggested
solution based on the experimental network, which is
presented on the fig. 1.

Cost of all links is 1000Mbps and purpose is to reach to less
than 60% of each link capacity (600Mbps). Starting matrix is
presented on Fig. 2. On Fig. 3. and Fig.4 are presented target
cell, constraints, cells which be changed, options. On Fig. 5. is
presented final matrix with optimal decision. On Fig. 6. and
Fig. 7. are presented answer report.

Fig. 2. Part of Starting Matrix For the purpose of the experiment each node has incoming
traffic as shown on the unit LSR1 and it is entered by 3 types
of traffic with different priority (0,1,2) and for these three
types of traffic output node can be any node, as shown node
LSR4. For the experiment will be considered only incoming
flows LSR1, reaching and output of the network LSR4. These
three types of traffic pass through the same channels (LSR1-
LSR2-LSR3-LSR4). By increasing the intensity of traffic with
priority O remains less spare capacity for other types of traffic
on this road, which at one point leads to the arrest of the rest
packets in queues of the nodes in order to leave capacity for

Fig. 5. Pirt of final matri»

Fig. 6. Optimal Decision-Report

Fig. 7. Optimal Decision-Report

V. EXPERIMENTAL RESULTS

Fig. 3. Solver Paramett the high priority traffic.
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Fig. 4. Solver Options
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Fig. 8. Average Time to Pass a Package from Traffic with
Priority 2 before the Optimization of the Load Experimental

MPLS Network
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During unloading the path, however (eg routing of loweid]
priority traffic without overlapping arcs on the path LSR1-
LSR5-LSR6-LSR4), a balanced load of links in the network is

given, which leads to optimal loading of links in the networ
and shorter retention times in it.

—+—T3n01-2-3-4
—m—T3n01-5-6-7-4
—4—T3n01-2-7-4
—<—T3no1-5-2-3-4
—+—T3101-5-6-4

Tano1264

Fig. 9. Average Time to Pass a Package from Traffic
with Priority 2 after the Optimization of the Load
Experimental MPLS Netwo

Thus, Fig. 8 shows the average time for passage of packetgﬁ

of the traffic in the experimental lower priority MPLS
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and Fig. 9. - after achieving the optimizatidhis clear that
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longest roads is decreased by almost 3 times when the Local Detection and Recovery from Multi-Failure Patterns in
network is intensive load and is almost the same with the
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V1. CONCLUSION
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The problenof optimizing the MPLS network is discussed
in terms of finding such LSPs for all flows in the network to

provide the minimum load on any links in it and is proposefd 3] 3aituenko,

an analytical model for solving this task. Account is taken of
the collaborate work of the the third layer protocol (IS-IS or
OSPF) and MPLS, so that the load on the links between the 2007Ne4.c.58-71

nodes in the network would be minimized. A solution i

presented with Solver at Excel. There have been experimental

studies of that algorithm and the results are presented.
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