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Dear Colleagues, 
 
The XLIX International Scientific Conference on Information, Communication and Energy Systems and 
Technologies - ICEST 2014 was held from June 25 to 27, 2014, at the Faculty of Electronic Engineering, 
University of Niš, Serbia. The Conference was, for the thirteenth time, jointly organized by the Faculty of 
Electronic Engineering, Niš, Serbia; the Faculty of Telecommunications, Sofia, Bulgaria, and by the 
Faculty of Technical Sciences, Bitola, Macedonia. This is the fifth time that this big Balkan event takes 
place in Niš. 
 
As to the earlier ICEST Conferences, many authors from institutions all over the Europe had submitted 
their papers. This year, 116 papers have been presented through oral (57 papers) and poster (59 papers) 
sessions. 
 
After the Conference opening one plenary invited paper “Prospective Analysis of Large and Complex 
Partially Observed Evolving Information Networks” was given by Prof. Dr. Zoran Obradović from Temple 
University, Philadelphia, USA. Furthermore, the Conference had also included two Meetings, one with 
Regional Chamber of Economy – ICT society (RCC) and other with Cluster of Advance Technologies of 
Niš City (NICAT). 
 
I hope that all participants had taken opportunities not only to exchange their knowledge, experiences and 
ideas but also to make contacts and establish further collaboration.  
 
On the behalf of the Technical Program Committee, I hope that we will meet again at the next ICEST 
Conference. 
 
On the behalf of the Technical Program Committee, 

 
 
Prof. Dr. Bratislav Milovanović, 
ICEST 2014 Conference Chairman 
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In such way we obtain the system of two nonlinear equations 
(see Eqs. (13) and (14)) that can be solved iteratively. 
Actually, we replace t0(µ(i-1)) with (11) in (13) and µ with µ(i) 
in (14) and thus formulate a new iterative method for the 
determination of the optimal compression factor µ and the 
optimal support limit xmax, that consists from two steps: 
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Quality of quantized signal is usually expressed through 
signal-to-quantization noise ratio which is defined as: 

 
D

dB
2

10log10][SQNR σ
=  (17) 

III. ITERATIVE METHOD FOR THE OPTIMAL 
COMPRESSION FACTOR DETERMINING AND 

NUMERICAL RESULTS 

In this chapter a detailed description of algorithm of the 
new iterative method for the optimization of quasilogarithmic 
quantizer for Laplacian source is given. Optimization of 
compression factorµand support limit xmax consists of 
following steps: 

1. Set the iteration counter to zero: i = 0. 
2. Set the initial value for the compression factor µ(i)=128, 

and the initial value for the support limit of quantizer 
xmax(i) using expression (14), and after that, using 
expression (9) calculate the distortion D(i). 

3. Storage the values of compression factor, support limit and 
distortion before the calculation of new values: μ(i-1) = μ(i), 
xmax

(i-1) = xmax
(i),D(i-1) = D(i). 

4. Increase the iteration counter for 1: i = i+1. 
5. For given xmax

(i-1),using the equation (15) calculate the 
compression factor μ(i). 

6. For given μ(i), using the equation (16) calculate the support 
limit of quantizer xmax

(i). 
7. By using equation (9) determine distortion D(i) and 

examine whether the difference which has distortion in 
adjacent iterations of algorithm is greater than a given 
threshold ε,or if δ = D(i) - D(i-1) >ε back to step 3, 
otherwise go to step 8. 

8. Determine the optimal values of compression factor and 
support limit on following manner: µopt = μ(i) and 
xmax

opt = xmax
(i). 

We utilize the proposed algorithm to determine the optimal 
value of compression factor for N 128, 256 and 512. For 
threshold value for the distortion difference in two adjacent 

iterations ε we take10-4, 10-5 or 10-6 depending on the 
distortion order. In Tables I, II and III the iterative change of 
quantizer support limit xmax, compression factor µ, the 
distortion D, and the signal-to-quantization noise ratio SQNR 
is shown for N 128, 256 and 512, respectively. In Table II the 
SQNR when the compression factor is optimized utilizing the 
method from [2] is also shown. It can be seen that for all 
values of N, the optimal values of compression factor and 
support limit can be found in two iterations. It is evident that 
in comparison with the starting values of iterative method the 
SQNR sare increased for about 2dB. The result listed in tables 
also show that the optimal compression factor and support 
limit increase with N.  

For the number of level N=256, the optimal compression 
factor has value µ = 17.4769, while the optimal value of 
support limit is xmax = 9.15. In paper [2] which is based on 
Muller’s iterative method, the corresponding values are 
compression factor µ = 16.9227 and support region threshold 
xmax= 9.12. The value of the SQNR obtained in the second 
iteration of new iterative method is SQNR= 40.4791 [dB], 
while in the 9th iteration of Muller’s iterative method this 
value is SQNR = 40.4835 [dB]. Comparing these results, we 
conclude that the SQNR obtained with the Muller’s iterative 
method is slightly higher (for only 0.0044 dB) than that value 
obtained with new iterative method. It is evident that 
difference in SQNRs is very small, while the complexity of 
our iterative method is smaller than that in [2]. 

TABLE I 
COMPRESSION FACTOR, SUPPORT LIMIT, DISTORTION AND SQNR 

DURING ITERATIVE PROCEDURE FOR N=128,ε=10-4. 

I Μ xmax D δ SQNR 
[dB] 

0 128 8.857 5.33×10-4 - 32.729 
1 25.535 8.272 3.50×10-4 1.83×10-4 34.558 
2 15.02 8.1336 3.32×10-4 1.8×10-5 34.7831 

 

TABLE II 
COMPRESSION FACTOR, SUPPORT LIMIT, DISTORTION AND SQNR 

DURING ITERATIVE PROCEDURE FOR N=256,ε=10-5. 

i Μ xmax D δ SQNR 
[dB] 

SQNR[2] 

[dB] 

0 128 9.84 1.34×
10-4 

- 38.703  
 

40.483 1 28.269 9.28 9.32×
10-5 

4.08×
10-5 

40.305 

2 17.476 9.15 8.95×
10-5 

3.70×
10-6 

40.479 
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TABLE III 
COMPRESSION FACTOR, SUPPORT LIMIT, DISTORTION AND SQNR 

DURING ITERATIVE PROCEDURE FOR N=512,ε=10-6. 

I μ xmax D δ SQNR 
[dB] 

0 128 10.8231 3.4×10-5 - 44.677 
1 31.2025 10.2991 2.46×10-5 9.4×10-6 46.086 
2 20.0058 10.1702 2.39×10-5 7×10-7 46.22 
 
In this paper we develop the method for the optimal 

compression factor and support limit determining. We obtain 
very good results in a few iterations what makes that this 
algorithm is a simple. 

IV. CONCLUSION 

This paper proposes a new iterative method for 
optimization of µ companding quantizer for a Laplacian 
probability density function of unit variance. The new 
iterative method provides the optimal compression factor µ, as 
well as the optimal support limit xmax that maximize signal-to-
quantization noise ratio. Although the proposed iterative 
method solves complex system that consists of two nonlinear 
equations, it is a very simple. The iteration consists of two 
steps specified with (15) and (16), while the optimal values 
are determined in a few iterations, which points out the fast 

convergence of iterative method. The compression factor µ 
and the support limit xmax determined with this iterative 
method provides the signal-to-quantization noise ratio 
approximately equal with the signal-to-quantization noise 
ratio obtained using the iterative method for the compression 
factor optimization in [2], wherein the number of iterations is 
several times smaller. 
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Analysis of Some Wavelength Assignment Techniques in 
WDM Optical Networks 
Suzana Miladic1 and Goran Markovic2 

Abstract – Dynamic traffic demands in all optical networks 
employing wavelength division multiplexing (WDM) require 
carefully designed network in terms of efficient usage of existing 
network resources. This is primarily related to routing and 
wavelength assignment (RWA) in order to minimize the blocking 
probability. In this paper two wavelength assignment techniques, 
first-fit and most-used, in case of fixed routing are tested and 
compared according to the blocking probability performance. 
 

Keywords – optical network, fixed routing, wavelength 
assignment, blocking probability, first-fit, most-used 

 

I. INTRODUCTION 

Having in mind that next generation networks dictate large 
demands in terms of capacity and quality, all optical networks 
(AON) employing wavelength division multiplexing are 
certainly one of the solutions for such demands. Networks 
where no electro-optic conversion is required and the routing 
is done in the optical domain are called wavelength routed 
optical networks (WRON). Systems employing WDM allow 
efficient utilization of a fiber bandwidth by dividing the 
bandwidth into smaller and manageable channels, each 
operating at an electronic speed and modulated at different 
wavelengths [1]. The WDM network nodes are called optical 
cross-connects (OXC) capable of routing optical signal at a 
given wavelength between nodes, making it possible to 
establish end-to-end lightpaths. A lightpath is an optical 
connection between two end nodes which is assigned the same 
wavelength throughout the route along which the signal is 
transmitted. Optical links where WDM systems are installed 
can be extremely large, in order of Tbit/s, since nowadays one 
wavelength is capable of carrying 40 Gbit/s while one optical 
fiber can realize up to around 100 different wavelengths. The 
end-to-end lightpath establishment process for a given set of 
connection requests is known as routing and wavelength 
assignment (RWA) problem [2]. It means that, it is necessary 
first to determine the route over which the lightpath would be 
established and then assign a wavelength along the route 
respecting the wavelength continuity constraint if the nodes 
are without wavelength conversion. If no wavelength is 
available for this lightpath on the selected route, then the 
connection request is blocked.  

Connection requests may be of static and dynamic type. In 
the static traffic case the set of connections is known in 

advance so it is necessary to establish lightpaths for these 
connections while minimizing network resources such as the 
number of wavelengths or the number of fibers [3]. This is 
known as static lightpath establishment (SLE) problem. For 
the dynamic traffic case, the lightpath is established for each 
connection as it arrives in time and then released after the 
connection is finished. This is known as dynamic lightpath 
establishment (DLE) problem. Because WDM networks are 
circuit-switched loss networks blocking may occur because of 
lack of resources. Also, in circuit switched networks many 
paths use the same links. So the blocking probability is 
referred to the probability that a lightpath cannot be set up in 
the network. Dynamic RWA, which is considered in this 
paper, tries to solve the connection blocking because very 
high data rates are carried on a wavelength channel. 

The remainder of this work is organized as follows. Section 
II describes the problem where we talk about fixed routing 
and wavelength assignment techniques. First-fit and most-
used wavelength assignment techniques are emphasized here. 
Simulation results related to the connection blocking 
probability for the mentioned techniques are given in section 
III while section IV concludes the paper. 

II. PROBLEM STATEMENT 

In this paper, we consider a wavelength routed optical 
network without the wavelength conversion operating in 
circuit-switched mode under dynamic traffic demands what 
means that resources must be assigned dynamically to the 
connection requests, having in mind that no two lightpaths 
share the same wavelength on a given fiber link (in networks 
with one optical fiber per link). There exists a lot of papers 
describing RWA algorithms solving this problem [2-5].  

The first part of the dynamic RWA problem is to choose the 
route between the source and destination node. Three routing 
methods are used for this purpose and referred to as: fixed 
routing, fixed-alternate routing and exhaust routing. Details on 
each of these algorithms can be found in [3], [6]. In this paper, 
for an optical network example a fixed routing method is 
considered so we will describe it in more detail. 

A. Fixed routing 

The term ”fixed” indicates that something is not changing 
here and it is known in advance. This is the simplest routing 
method because only one pre-calculated route is available 
between each node pair (source-destination node pair) and 
less computation time is needed for lightpath establishment. 
Although there is a change of traffic demands in time, this 
route is not changed and it is usually the shortest path between 
node pair. When a connection request arrives, for a given 

1Suzana Miladic (Ph.D student) is with the Faculty of Transport 
and Traffic Engineering at University of East Sarajevo, Bosnia and 
Herzegovina, e-mail: miladics@hotmail.com   

2Goran Markovic is with the Faculty of Transport and Traffic 
Engineering at University of Belgrade, Serbia, e-mail: 
g.markovic@sf.bg.ac.rs 
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node pair, the algorithm calculates if there is a free 
wavelength along this route (this is referred to all of the links 
on the route). If there is no free resources (wavelengths) along 
the route it leads to the lightpath blocking. 

In order to reduce the blocking probability it is necessary to 
apply an efficient wavelength assignment technique for a 
given path between node pair. This is the second part of the 
RWA problem. 

B. Wavelength assignment techniques 

Wavelength-division multiplexing is a method of 
combining multiple signals on laser beams at various 
wavelengths for transmission along fiber optic media. 
Wavelengths must be assigned to each lightpath such that any 
two lightpaths that are sharing the same physical link are 
assigned different wavelengths. Depending on the method in 
which the free wavelength is searched for connection 
establishment (the wavelength list is ordered), there exists 
various wavelength assignment techniques, such as: 

• Random-Fit (RF) 
• First-Fit (FF) 
• Least-Used (LU) 
• Most-Used (MU) 
• Min-Product (MP) 
• Least-Loaded (LL) 
• Relative Capacity Loss (RCL). 

The three last listed techniques are used in multi-fiber 
networks. Since our network for which the simulation is done 
is a single fiber, which means that each physical link has only 
one optical fiber for each direction, we could consider 
between the first four listed wavelength assignment 
techniques. Details on each of these techniques can be found 
in [3], [7]. These papers analyze the performance of the 
wavelength assignment strategies to reduce the network block 
rate of the request considerably. Using FF and MU 
techniques, similar results are obtained according to the 
minimum blocking probability. In order to get the best results 
in terms of efficient allocation of resources (wavelengths) it is 
necessary to apply one of these wavelength assignment 
techniques, so we will show which one is better – FF or MU, 
or both of them are applicable. The routing and wavelength 
assignment algorithm generally can be presented as given by 
Fig. 1. The other steps of our Matlab code for the used 
techniques are described as follows. 

In the first-fit scheme all the wavelengths are numbered. 
When searching for available wavelengths (by determined 
fixed order) a lower numbered wavelength is considered 
before a higher numbered wavelength [3]. The first available 
wavelength for lightpath establishment is then selected. First-
fit does not require global knowledge about the network. No 
storage is needed to keep the network states and no 
communication overhead is needed [8]. The computational 
overhead is small and the complexity is low. When the request 
is finished, the wavelength is added back to the free 
wavelength set.  

In the most-used scheme, the set of wavelengths is searched 
in descending order with respect to the number of links on 
which each of them is used. The wavelength that has been 
used the most in the network (that is used on the greatest 
number of fibers in the network) is selected for a lightpath. 
Except the number of links, usage also can be defined as the 
number of active connections using a wavelengths. If several 

available wavelengths share the same maximum usage, the 
wavelength with a specific index is chosen.  

III. SIMULATION RESULTS ANALYSIS 

Fixed routing and two wavelength assignment techniques, 
first-fit and most-used are applied here to the 7 node optical 
WDM network topology, shown at Fig. 2. As mentioned 
before, a single fiber network is assumed. 

The arrived lightpaths with a random holding time need to 
be established dynamically by choosing a route connecting the 
source and destination node and assigning a free wavelength 
along the route. It is considered that only one lightpath can 
use a specific wavelength in a fiber for a certain period of 
time. Dynamic traffic demands arrive according to the Poisson 
distribution with mean arrival rate of λ requests per time. 
Network load can be written as ρ=λ/μ and is measured in 
Erlangs. The mean connection holding time is one time unit 
and we only changed the arrival rate λ as the number of 
requests per time unit. Dynamic traffic scenario with 5000 
generated requests is simulated  where the number of requests 
per time unit is varied in the range of 60 to 100. Matlab 
R2013a (8.1.0.604) is used for simulation. 

Request
arrives

Check if 
there is any 

space 
available

Routing

Choose a free 
wavelength based on 
proposed wavelength 

algorithm
Lost 

request

Yes

No free wavelength available

No

Wait in the 
queue

 

Fig. 1. Routing and wavelength assignment algorithm [7] 
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2

4

6
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Fig. 2. Optical WDM network topology 
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First, we analyze the blocking probability for first-fit and 
most-used  wavelength assignment techniques as a function of 
wavelength number (W). We assumed that network load is the 
same (first for ρ= 60 Erl, then for ρ= 100 Erl) and varied W as 
4, 8, 12, 16. Fig. 3. shows these blocking probabilities per 
5000 requests. One may see that for small number of 
wavelengths (W= 4, 8) the compared wavelength assignment 
techniques give almost the same results. This means that the 
lack of resources essentially determines the connection 
blocking. If we increase the number of wavelengths (W= 12, 
16) the blocking probability decrease and it could be seen that 
most-used wavelength assignment technique is a slightly 
better than the first-fit technique (the number of blocked 

requests in case of MU is smaller for 5-10 requests). 
Then, we analyze the simulation results when observing the 

call blocking probability as a function of network load. For a 
given optical network example we varied the traffic load from 
minimum 60 to maximum 100 Erl per time unit. Fig. 4. 
presents the simulation results in case of 4, 8, 16 wavelengths 

per fiber link. It is obviously that traffic load increasement 
cause the blocking probability increasement too.  

Note that for very small and small number of wavelengths 
(W = 4, 8), when increasing the network load, first-fit 
technique gives insignificiantly better results so both 
wavelength assignment techniques could be used here. 

 

 

 
Fig. 4. The blocking probability for different values of 

network load 

 
 

 
Fig. 3. The blocking probability for different number of 

wavelengths per fiber link 
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As we increased the number of wavelengths (Fig. 4.) over 8 
up to 16, the number of blocking requests was significantly 
smaller and so the blocking probability. Now (for W= 16) , it 
is more clearly that most-used wavelength assignment 
technique gives better results than first-fit scheme when 
increased the network load. 

IV. CONCLUSION 

Using different wavelength assignment techniques as part 
of RWA problem results in more or less connection blocking 
probability. Based on Matlab program code we simulated two 
of them to test which one is better and under what conditions. 

The obtained results show that fixed routing results in high 
number of blocked  lightpaths (and so the blocking 
probability) in case of small number of wavelengths per fiber 
link. In order to reduce it, first-fit wavelength assignment 
scheme, generally should be used for small number of 
wavelengths (W< 16) if the network load is increased while 
most-used technique is better for larger number of 
wavelengths (W≥ 16) and higher values of traffic load. 

Except of using different wavelength assignment 
techniques, the number of blocked request can be reduced 
applying some other types of routing as fixed-alternate routing 
what would be the subject of our further research. 
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Performance Analysis of RF/FSO System With 
Interference at the Relay 

Aleksandra M. Cvetkovic1, Milica I. Petkovic1 and Jelena A. Anastasov1 

Abstract – In this paper we investigate outage probability of 
the mixed radio frequency and free space optical (RF/FSO) 
system in the presence of multiple interferers at the relay. The 
system performance of dual-hop RF/FSO system with both the 
amplify-and-forward and decode-and-forward protocols is 
analyzed. Based on brief analytical evaluations, numerical results 
are obtained and influences of atmospheric turbulence, 
interference and type of relay on outage performance are 
discussed. 
 

Keywords – Co-channel interference, Free space optical 
system, Outage probability, Relay. 

I. INTRODUCTION 

Free space optical (FSO) communications are recently 
proposed as a solution for the last-mile problem due to many 
offered benefits [1]. The FSO technology is based on the 
optical signal transmission through atmosphere without 
requiring optical fiber as a medium, which provides low-cost 
and savings in economic resources. The FSO represents 
promising alternative technology for indoor and outdoor 
applications, since it provides the speed of optical fiber with 
the benefits of wireless systems. Furthermore, the utilization 
of FSO systems does not require securing spectrum licenses, 
which is the major advantage compared to radio frequency 
(RF) systems. The FSO transmission requires the optical line-
of-sight and its quality is greatly dependent on atmospheric 
conditions, like rain, snow and fog. Due to mentioned 
properties, the FSO technology found a number of 
applications, including building-to-building connectivity, 
overall data communications, network redundancy and 
temporary connectivity [2]. 

The performance of wireless systems can be improved by 
using relaying technology. In this way, the extension of the 
coverage area and increase of the capacity of the wireless 
networks is accomplished [3]. Using the benefits of both RF 
and FSO technologies, the mixed dual-hop RF/FSO relaying 
systems were proposed in [4]. 

Two kinds of relaying exist: decode-and-forward (DF) and 
amplify-and-forward (AF) [5]. Assuming DF relaying, the 
signal at relay is first decoded after direct detection, converted 
to an optical one via subcarrier intensity modulation (SIM) 
scheme, and next retransmit via FSO channel. Compared to 
DF, the AF system is simpler since any decoding is not 
employed. The AF relay only amplifies the received signal 

with a proper gain and forwards it to the destination. 
Depending how relay gain is determined, AF relays can be 
classified as: fixed and variable gain relaying [5]. Papers [4], 
[6]-[9] analyzed mixed RF/FSO relaying systems with fixed 
gain, i.e. the relay gain is determined by the statistical channel 
state information (CSI). Furthermore, the RF/FSO relaying 
system with variable gain is observed in [10], where the relay 
monitors instantaneous CSI of first RF link, so the signal is 
amplified according to corresponding CSI.  

In this paper we analyzed the mixed RF/FSO system with 
both AF and DF relays. Due to the non-interfering nature of 
FSO link, only relay node is corrupted by co-channel 
interferences. The end-to-end outage performance for 
proposed systems is observed, while the fading in RF 
channels of the first hop and the interferences is described by 
Rayleigh distribution. The atmospheric turbulence of the FSO 
link is modelled by gamma-gamma distribution. Based on the 
equivalent signal-to-interference-noise ratio (SINR), the 
outage probability expressions are derived for both AF and 
DF relaying systems.  

II. SYSTEM AND CHANNEL MODEL 

Considered mixed dual-hop RF/FSO relay system is 
presented in Fig. 1. The source node S communicates with the 
relay node R via RF link. The second hop is the FSO link, 
which operates between the node R and the destination node 
D. It is considered that the level of the additive white 
Gaussian noise at the relay is neglecting small compared to 
level of co-channel interference (CCI), as in all interference-
limited fading environments. 

 
Fig. 1. System model of a mixed dual-hop RF/FSO relay system  

 
The relay is corrupted by N co-channel interferers, each 

with an average power of Pi, i=1,2,...,N, so the received RF 
signal at the relay node is 
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where s0 is the RF signal transmitted from the node S with an 
average power P0, hSR is the RF fading amplitude and hi is the 
co-channel interference fading amplitude, both modeled by 
Rayleigh distribution. The SIM scheme converts the RF signal 
to the optical for transmission. 

A. System with CSI-assisted AF relay 

In the mixed AF RF/FSO system, the signal at the relay is 
multiplied with a gain G, and then retransmitted to the 
destination. Afterwards, the RF signal is converted to the 
optical one as 

 ( )Ropt mrGr += 1  (2) 

where m represents the modulation index. It is assumed that 
m=1. After removing the dc bias by a bandpass filter, the 
photodetector converts the received optical signal to electrical, 
which is given by  

 D

N

i
iiSRRDDRRDR nshshGhnGrhr +
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+=+= ∑
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where nD(t) is additive white Gaussian noise over FSO link 
with zero mean and variance σD

2 The overall SINR at the 
destination, for the case when AF relay is implemented, can 
be written as  
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where PR is the average transmitted optical power at the 
output of the relay. 

The gain of AF relay depends on CSI of RF hop and CSI 
from all received interferences at the relay (assuming that the 
effect of noise ignored) as [11] 
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The overall SINR of RF/FSO system can be expressed as [11] 
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We considered that fading envelope of RF link has 
Rayleigh distribution so probability density function (pdf) of 
γ1 is given by [12] 
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where µ1 represents the average signal power. 
It is assumed that the interfering signals also experience the 

Rayleigh fading, as independent and identically distributed 
with average power μ3, so pdf of γ3 is [12] 
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The FSO link is under the influence of atmospheric 
turbulence which is modeled by gamma-gamma distribution. 
The instantaneous SNR, γ2, has pdf given by [4] 
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where Kv(.) is the vth-order modified Bessel function of the 
second kind [13, eq. (8.432.2)] and µ2 represents the average 
SNR of R-D link. The parameters α and β can be related to 
atmospheric conditions. If the plane wave propagation and 
zero inner scale is assumed, the parameters α and β can be 
expressed as [1] 
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where 2
Rσ  is the Rytov variance. For simplification, 

turbulence strength is counted by Rσ . 

B. System with DF relay 

The outage probability of the system with DF relay is 
defined as the probability that the instantaneous SIR of the 
first hop or SNR of the second hop falls below the given 
threshold γth. For observed system, the equivalent SINR is 
[11] 

 ( )231 ,/min γγγγ =DF
eq  (12) 

In order to calculated the outage performance, it is 
necessary to define the cumulative distribution function (cdf) 
of the instantaneous SNR of the second hop as [14] 
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The cdf of the instantaneous SIR of the first hop is 
determined as [15] 
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where 31 / µµρ = is average signal-to-single interference 
(SIR) of the RF hop. 

III. OUTAGE PROBABILITY 

The outage probability is defined as the probability that the 
instantaneous equivalent SINR falls below a predetermined 
threshold, γth [3] 

 ( ) ( )ththeq eq
F γγγ γ=<Pr  (15) 
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A. Outage probability for system with CSI-assisted AF relay 

Outage probability for the RF/FSO system with CSI-
assisted AF relay can be derived as [5] 
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where ( )xp
2γ  and ( )xp

3γ  are pdfs given by (9) and (8), 

respectively and cdf of γ1 is ( ) ( )1/exp1
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Integral in (17), the one on z, can be solved applying [13, 
(3.351.3)], resulting in 
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Because of unavailable closed-form of remaining integral in 
(18), we used numerical integration in Mathematica software 
package for further analysis. 

B. Outage probability for system with DF relay 

The outage probability of dual-hop DF relay mixed 
RF/FSO system is the probability that either one of the two 
hops is in outage, and can be determined using 

 ( ) ( )( ) ( )( )ththth
DF FFF

SIReq
γγγ γγγ 2

111 −−−=  (19) 

where ( )thSIR
F γγ  is the cdf given by (14) and ( )thF γγ 2

 is the 
cdf of instantaneous SNR of FSO link given by (13).  

IV. NUMERICAL RESULTS 

Numerical results for outage probability of RF/FSO system 
with interference at the relay, obtained using (18) for AF relay 
and (19) for DF relaying system, are shown in this Section. 

In Fig. 2. numerical results for outage probability of mixed 
RF and FSO system with both AF and DF relay are illustrated 
for different atmospheric turbulence condition. Results are 
presented in the function of µ2=ρ, for single dominant 
interference at the relay (N=1) and for γth = -5 dB. The system 
has better performance in weak turbulence conditions 
(σR = 0.8). With worse atmospheric conditions (σR = 2 and 

σR = 5), outage probability increases and system performance 
is degraded for both types of relay. As it was expected, the 
better performance is achieved for the system with DF relay 
compared to the system with AF relay. The difference in 
outage probability for those systems is more expressed in 
better turbulence conditions. 

Outage performance versus the average SIR over RF link 
for different number of interferences at AF relay is presented 
in Fig. 3. The outage probability increases when number of 
present interferences at the relay increases. At the high values 
of ρ, the impact of the number of interference is more 
pronounced for greater values of the average SNR per FSO 
hop. We can notice that when the average SNR of FSO link 
increases, the system performance becomes better.  
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Fig. 2. Outage probability dependence on µ2=ρ for different 

turbulence condition 
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Fig. 3. Outage probability versus the average SIR over RF link for 

different number of interferences 
 

In Fig. 4. outage dependence on average SIR per RF link 
for different values of the average SNR of FSO hop are 
shown. Results are presented for both AF and DF relays. 
System with DF relays outperforms system with AF relays at 
lower values of the average SIR of RF link and the average 
SNR of FSO link. In addition, the outage threshold occurs at 
higher values of ρ and the type of implemented relay has no 
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influence on the system performance. At high values of ρ and 
µ2 the systems with AF and DF relays have the same outage 
probability. 
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Fig. 4. Outage probability versus the average SIR over RF link for 

different values of the average SNR of FSO hop 
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Fig. 5. Outage probability versus the average SNR over FSO link for 

different turbulence condition 
 

Outage probability for DF relaying system as a function of 
average SNR over FSO link for different turbulence condition 
is presented in Fig. 5. If the turbulence condition is better, i.e. 
σR decreases, the outage probability also decreases. 
Furthermore, the outage floor appears at greater values of 
average SNR per FSO link. When σR takes a smaller value, 
the outage floor appears at lower values of µ2.  

V. CONCLUSION 

A dual-hop system where RF and FSO links were 
connected with relay which is corrupted by co-channel 
interferences has been analyzed. The RF link and interference 
experience the Rayleigh fading, while the FSO link is under 
the atmospheric turbulence modelled by gamma-gamma 
distribution. The expressions for outage probability have been 
derived for CSI-assisted AF and DF relaying RF/FSO system. 
The numerical results are presented and compared. The effects 

of turbulence strength, type of relays and the number of 
interferers have been analyzed and discussed.  
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Comparative Cost-Capacity Analysis of the Advanced 
Wirelesses Heterogeneous Broadband Networks 

Vladimir Nikolikj1 and Toni Janevski2 

Abstract – In this paper we develop comparative analysis of the 
heterogeneous wireless networks in order to determine the most 
cost effective radio network deployment as a function of 
excessive user demand of 100 GB per month. Considering 
various amounts of the spectrum in different microwave bands, 
we perform the cost modelling of wirelesses heterogeneous 
networks deployed with the advanced radio access technology 
like LTE-Advanced or IEEE 802.11ac Wi-Fi standard. The 
outcome of the cost model is the evaluation of the total 
investment and discounted cost needed to serve the targeted 
area. The key contribution is the finding that the small cell 
solutions like femto cells and Wi-Fi are very cost efficient when 
new macro base station sites need to be deployed. Also, we 
outline the significance of the spectrum to what mostly 
contributes the LTE-Advanced carrier aggregation functionality. 
 

Keywords – Wireless Hetnets, Broadband, Comparative cost 
analysis, LTE-Advanced, IEEE 802.11ac. 

I. INTRODUCTION 

The forthcoming wireless network has the following 
hierarchically ranged base stations (BS) sites/cells alongside 
with wireless local area networks (WLAN/Wi-Fi): macro 
(MaBS) to cover wider areas, and micro (MiBS), pico (PBS) 
and femto (FBS). Analysis of MaBS, MiBS and PBS HSPA 
cells capacity-cost comparisons including IEEE 802.11a, are 
provided within [1], [2] and [3]. Cost comparisons of LTE 
with HSPA deployed MaBS networks and FBS solutions are 
extensively covered within [3] and [4]. Additionally, the cost 
evaluation of the various deployments of FBS and MaBS for 
LTE mobile broadband services is outlined in [5]. 

In this research, we originally propose the comparative cost 
modeling of utilizing LTE-Advanced (LTE-A) RAT [6] [7], 
alongside with Wi-Fi standard IEEE 802.11ac [8]. Considering 
the recent capital and operational cost drivers, we evaluate the 
capacity-cost efficiency of the wireless heterogeneous 
networks. As according to [9], more than 80% of the mobile 
traffic is generated in indoors, we create investment case study 
of office users considering the wall attenuation, too.  

The paper is structured as follows. Sections II and III 
elaborate BS class specific coverage, capacity and unit cost 
parameters. Then, we perform investment modeling of various 
wireless network deployment strategies. In section V, we 
discuss the findings of the most and less cost-effective 
deployment scenarios. A conclusion is found in section VI. 

II. COVERAGE AND CAPACITY CHARACTERISTICS 

According to [10], a BS of class i is characterised by a 
maximum average throughput or capacity Tmaxi and cell range 
ri. We model the coverage of cell area Acell as follows: 

𝐴𝐴𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 =  𝜋𝜋 ∙ 𝑟𝑟𝑖𝑖2                                    (1)  
Based on [11] the calculation shows that urban cell range 

varies from 0.6 km at 2.6GHz to 1.4 km at 900 MHz, assuming 
the Okumura-Hata propagation model [12]. According to [4] 
and [3] we consider 0.57 km range for MaBS. Based on the 
elaborations in [2] and [1], we estimate 0.27 for MiBS and 0.1 
km range for PBS. FBS cell range in [3] is assumed at 0.050 
km and in [13] in range of 0.01 – 0.030 km. According to [14], 
we model the system capacity, Tsyst, as follows:  

 𝑇𝑇𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 =  𝑊𝑊 ∙𝑁𝑁𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 ∙ 𝑁𝑁𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 ∙ 𝑆𝑆𝑒𝑒𝑒𝑒𝑒𝑒                             (2)  
where W is allocated bandwidth in MHz, Nsite  is the total 

number of BS sites, Ncel number of cells and Seff is the cell 
average cell spectral efficiency in bps/Hz/cell. Based on [6] 
and [7] the average spectral efficiency for LTE-A varies from 
6.6, 4.2 and 3.8 bit/s/Hz/cell based on the urban environmen 
[15]. As the interference problems to non-FBS cell occur with 
the FBS deployment [16], according to [17] we consider FBS 
deployment in a different frequency band than MaBS. 
Currently, the LTE FBS are developed with 5, 10 and 15 MHz 
bandwidth (achieving up to 37, 75 and 112 Mbps, respectively) 
and available from 8 to 16 users simultaneously [18]. Author 
in [13], indicates that 4G FBS will utilize the bandwidth of 20 
MHz per carrier. We use the indoor average spectral efficiency 
of 6.6 bps/Hz and 20 MHz of spectrum for FBS with 50m 
coverage range. According to [19], it is difficult to exceed 50-
60% of the nominal bit rate of the underlying physical layer of 
Wi-Fi. Frame aggregations techniques are used to improve the 
MAC layer efficiency [20]. According to [21], we consider the 
IEEE 802.11ac products in the 5 GHz band with 80 MHz and 
delivering up to 1300 Mbps and up to 30 m coverage range. 
Table I summarizes the RAN coverage and capacity estimates. 

III. WIRELESS HETNETS COST MODELLING  

We model cost structure based on the methodology 
developed in [1] and [5] by limiting to the capital investment 
to acquire and deploy the RAN (CAPEX), and the costs to 
operate the RAN (OPEX). According to [22], more accurate 
model could be obtained by using present values instead of 
annualizing the CAPEX. In order to calculate the cost per item 
of type i in present value, according to [2] we use the standard 
economical method for cumulated discounted cash flows for 
the whole network life cycle (K years) as follows: 
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TABLE I 
COVERAGE AND CAPACITY PARAMETERS 

LTE-A/IEEE 802.11 MaBS MiBs  PBS  FBS  Wi-Fi 
Range (km) 0.57 0.25 0.10 0.05 0.03 
Coverage (km²) 1.02 0.19 0.03 0.008  0.003 
Bandwidth  (MHz) 20 20 20 20 80 
Av. Cell SE (bps/Hz) 3.8 3.8 6.6 6.6 16.25 
Av. Cell Capac.(Mbps) 76 76 132 132 1300 
Av. Site Capac. (Mbps) 228 76 132 132 1300 

 
where αk,i is the sum of expenditures, in terms of CAPEX 

and OPEX, occurred within year k of an item of type i and β is 
the discount rate. We assume network life cycle of K = 10 
years and that all BSs are installed during the first year. 
According to [5], we use the discounted rate equalized to the 
cost of capital of β = 12 %. The total network discounted cost 
normalized per unit of area, can be approximated as follows: 

 
TOT M M S SC N Nε ε= ⋅ + ⋅ ,                     (4) 

where Ɛ M is the total discounted cost of MaBS, Ɛ S the total 
discounted cost of small BS (or Wi-FI BS) and NM and Ns is 
the average number of MaBSs and small BSs. Authors in [3] 
for 2010 year estimate that cost for deploying a new MaBS site 
in the urban area is 110 k€ including transmission and that the 
cost for radio equipment supporting three sectors and 5–20 
MHz to 10 k€, yielding to total CAPEX of 120 k€. According 
to [1] CAPEX for 2-carrier and single carrier MaBS 
deployment is 20% and 40% lower than 3-carrier MaBS, 
respectively. Out of [1], we consider the price of a MiBS and 
PBS station equals 50% and 15%, respectively, of a single-
carrier MaBS equipment, with a note that PBS needs 2 k€  for 
transmission, and  MiBS and PBS requires 10 k€  and  2 k€ for 
the site deployment, respectively. According to [4], on average 
the deployment of one FBS is around 1 k€. IEEE 802.11ac 
WLAN access points (AP) for consumers are currently 
available at prices of around €160 [24]. Nevertheless, for the 
enterprise solutions there should be used WLAN carrier grade 
access (see e.g. [25], [26]). Author in [1], outlines that the 
carrier grade AP is 10 time more expensive than WLAN AP 
for consumers, and that cost for router and access getaway is 
20 k€. Thus, we assume that carrier grade AP supporting IEEE 
802.11ac will cost around 1.5 k€, and additional 1k€ should be 
added per AP, (if control equipment is divided between 20 
Aps). Regarding the OPEX, authors in [3] assumes 30 k€ 
annual cost for the new MaBS site and author of [1] considers 
13.4 k€ for the single carrier MaBS by outlining an appropriate 
ratios of 1.15, 1.29, 0.67, 0.21 and 0.10 related to this cost for 
the 2-carrier MaBS, 3-carrier MaBS, MiBS, PBS and Wi-Fi 
BS. Thus, in this paper we assume 20 k€ OPEX for the new 3-
carrier MaBS site. According to [3] we assume 10 k€ for the 
existing site. For the FBS, authors in [3] estimate the annual 
operational cost as 0.5 k€/BS. The resulting discounted cost 
calculated according to (3) is shown in Table II. 

IV. INVESTMENT CASE STUDY 

A. Case Study Description 

Based on the per unit cost estimates from Tables I and II 
in this section we will assess how the total initial investment 

of varies as a function of the user demand. In particular we 
consider building of the new office center in the 1 km² urban 
indoor area through construction of ten 5 floor buildings 
hosting 10.000 workers. Consequently, we will only the strict 
indoor solution of small cells represented by FBS alongside 
with the Wi-Fi (excluding MiBS and PBS). For the macro 
layer we will consider the CAPEX needed for deployment of 
three-sector MaBS supporting three frequency carriers, but 
only single carrier in use.  

 
B. User Demand 

Based on [28], the average usage per month of 
smartphones will rise x 5 times (up to 2.7 GB) by 2018 having 
66% from the total traffic and that tablet share will be more 
than 18%. Following the same ratios, we could draw 
conclusion that the average usage per month in 2018 will be 
around 12.2 GB and 6.9 GB for tablets and laptops 
respectively. Furthermore, [29] predicts an average N. 
American mobile user to consume 6 GB/month in 2017. 
Consequently, we will perform the network dimensioning with 
44 GB/user/month as moderate and high demand of 110 
GB/user/month. We consider that usage is spread out over 8 
hours per day, in line with [30]. Table III outlines the 
conversion of the demand into data rates and capacity.  

C. Macro Cellular Deployment Scenario 

Assuming the spectral efficiency of 3.8 bit/s/Hz/cell of 
outdoor LTE-A RAT, the achieved capacity with a single 
carrier three-sector MaBS site is 114.0 Mbps, 228.0 Mbps and 
342.0 Mbps with 10 MHz, 20 MHz and 30 MHz of spectrum, 
respectively (calculated in line with (2)).  

1) Initial Scenario 

The requirements on average user data rates during busy 
hours would be met even at the cell borders with the high 
broadband demand (~ 1.0 Mbps what is in line with the data 
rate of 1.0 Mbps as assumed in [11]). Within the initial 
scenario, we perform the cost-capacity analysis using 20 MHz 
for the macro-layer in the 2.6 GHz band with the average 
spectral efficiency of LTE-A RAT. In accordance with [3], for 
the MaBS site re-use scenario, we estimate the total CAPEX of 
20 k€ for existing site (the cost needed to upgrade an existing 
site is estimated to 10 k€ and the cost for radio equipment 
supporting three sectors and 5–20 MHz to 10 k€). 
Accordingly, Table IV summarizes the total invested costs for.  

TABLE II 
CAPEX, OPEX AND TOTAL COST PER BS CLASS (K€) 

BS Class / LTE-A and 
IEEE 802.11 

Initial 
CAPEX  

Annual 
OPEX 

Total 
discounted 
cost (10 years) 

Macro (1 carrier) 72.9 15.5 152.67 
Macro (2 carriers)  96.2 17.8 186.47 
Macro (3 carriers) 120.0 20.0 220.15 
Micro  35.8 10.4 90.73 
Pico  13.5 3.4 31.26 
Femto  1.0 0.5 3.72 
Wi- Fi  2.5 1.6 12.17 
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TABLE III 
CONVERSION OF DEMAND TO DATA RATES AND CAPACITY 

Demand GB/user/month Mbps/user Gbps/km² 
Moderate 44.0 0.407 4.0 
High 110.0 1.019 10.0 

TABLE IV 
INVESTMENT & CAPACITY (MACRO - INITIAL) 

Macro Initial Scenario – 
2.6 GHz 

No. 
Sites 

CAPEX 
(M€) 

Capacity 
(Gbps) 

Site type Demand    
New  Moderate 18 2.16 4.1 
New  High 44 5.3 10.03 
Reuse Moderate 18 0.36 4.1 
Reuse High 44 0.88 10.03 

2) Compensation of Additional Wall Penetration Losses 

When trying to compensate for the wall penetration losses, 
two options are possible [3], [4]: building a denser 2.6 GHz 
network and deployment using 10 MHz within the 800 MHz 
band. Authors in [3] calculated that in order to compensate the 
additional 12 dB of attenuation, 5 time denser network should 
build at 2.6 GHz band. Cost-capacity outcomes are 
summarized within the Table V. 

3) Carrier Aggregation Scenario 

According to [31], carrier aggregation as characteristic of 
LTE-A RAT, allows combining lower and higher bands (up to 
5 carriers and up to 100 MHz). Thus, we originally create one 
more deployment scenario assuming the aggregation of the 
both frequency carriers at 800 MHz and 2.6 GHz bands, thus 
increasing the bandwidth to 30 MHz. Findings are summarized 
in Table VI. 

D. Femto Cell and Wi-Fi Deployments 

In line with [3], and explanations for the maximum 
numbers of users per access point for FBS and Wi-Fi given in 
Section II above, we consider different options of the user 
oriented and coverage oriented approaches. Since, the 
construction of the new office center is green-field we assume 
no legacy small cell installations within the considered area of 
1 km². The Table VII summarizes the cost-capacity figures for 
the FBS and Wi-Fi deployments.  

TABLE V 
INVESTMENT & CAPACITY (MACRO -WALL LOSSES COMPENSATION) 

Macro Initial Scenario – 0.8 or 
2.6 GHz 

No. 
Sites 

CAPEX 
(M€)  

Capacity 
(Gbps) 

Site type Demand    
New 0.8 GHz Mod. 36 4.32 4.1 
New 0.8 GHz High. 88 10.56 10.03 
Reuse 0.8 GHz Mod. 36 0.72 4.1 
Reuse 0.8 GHz High. 88 1.76 10.03 
New 5 x 2.6 GHz Mod. 90 10.8 20.5 
New 5 x 2.6 GHz High. 220 26.4 50.16 
Reuse 5 x 2.6 GHz Mod. 90 1.8 20.5 
Reuse 5 x 2.6 GHz High. 220 4.4 50.16 

TABLE VI 
INVESTMENT & CAPACITY (MACRO - CARRIER AGGREGATION) 

Macro Initial Scenario – 
0.8 & 2.6 GHz 

No. 
Sites 

CAPEX 
(M€) 

Capacity 
(Gbps) 

Site type Demand    
New  Moderate 12 1.56 4.1 
New  High 30 3.9 10.26 
Reuse Moderate 12 0.36 4.1 
Reuse High 30 0.9 10.26 

TABLE VII 
INVESTMENT & CAPACITY (FBS LTE-A & WI-FI IEEE 802.11AC) 

Femto celss 
& Wi-Fi 

No. of sites CAPEX M€ Capac. (Gbps) 
FBS Wi-Fi FBS Wi-Fi FBS Wi-Fi 

4 users / BS 2500 2500 2.5 6.25 330 3250 
8 users / BS 1250 1250 1.25 3.13 165 1625 

16 users / BS 625 625 0.63 1.56 82.5 812.5 
32 users / BS 313 313 0.32 0.78 41.3 406.9 
4 BS / floor 200 200 0.2 0.5 26.4 260 
8 BS / floor 400 400 0.4 1.0 52.8 520 
16 BS / floor 800 800 0.8 2.0 105.6 1040 
32 BS / floor 1600 1600 1.6 4.00 211.2 2080 

V. FINDINGS DISCUSSION 

Fig. 2 outlines the comparison of the investment costs in M 
€ as function of user demand in Gbps, for different network 
deployment scenarios. It is noticeable that LTE-A MaBS 
deployment with site re-use and carrier aggregation in place, 
has the lowest cost for the capacities below 2.0 Gbps. Even 
LTE-A MaBS deployment with new sites and carrier 
aggregation in place is more cost effective option compared to 
the Macro 5xtime denser deployment and site reuse at 2.6 GHz 
band. Hence, the LTE-A RAT and carrier aggregation 
functionality form cost perspective could be acceptable MaBS 
deployment scenario for the new market entrant as well, since 
with it the new comer will be able to achieve comparable 
profitability with the existing operators for relatively high 
demand levels. From other side, deployment with the reuse of 
the existing MaBS with 10 MHz spectrum in the 800 MHz 
band causes achieving high demand with tolerable investment 
of 1,75 M€ due to the superb coverage and penetration 
performance of the 800 MHz carrier frequency. For the 
existing mobile operator missing spectrum in the 800 MHz, an 
option will be to reuse existing sites with 5 time higher density,  
what is more cost-effective solution than MaBs deployment 
with new sites in the 800 MHz band what in fact is the less 
cost efficient option. Thus, we can draw a conclusion that it is 
very important if new MaBS sites need to be deployed or not. 
The performances of FBS and Wi-Fi are different. As we 
already considered those types of indoor deployments are 
coverage, rather than capacity limited. Their cost depend form 
the density of BS used. As shown in Fig. 2, for dense network 
deployments 4 users per FBS/Wi-Fi or 32 FBS/Wi-Fi sites per 
floor, is less cost-effective option comparing to most of the 
MaBS deployments unless the user demand is extremely high  
(above 6.5 Gbps). FBS/Wi-Fi deployments are cost-efficient 
when single site can support higher number of users (e.g. 32 
per site or 4 sites per floor). Thus, for the capacities above 2.0 
Gbps, the most cost-effective deployment option is the 
utilization of 4 FBS per floor.  
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The comparison between FBS and Wi-Fi shows that the 
FBS solution is more cost effective than Wi-Fi deployment, 
but from the capacity long-term perspective the better option 
should be IEEE 802.11ac Wi-Fi deployment due to its superb 
capacity performance. 

VI. CONCLUSIONS 
We introduce the model for evaluation of the total 

deployment costs of heterogeneous wireless access networks. 
For the cellular deployments we use the forthcoming LTE-A 
RAT and for the WLAN networks we consider the future-
proof IEEE 802.11ac standard. Through the investment case 
study, we have compared the cost-capacity performance for 
macro and small cell deployments as a function of moderate to 
very high user demand levels. Findings show that the macro 
cell deployment scenarios show linear increase with demand. 
In order to satisfy moderate demand levels, it can be concluded 
that the re-use of sites have a large impact also when a 
“denser” macro network is deployed in order to compensate 
for wall attenuation. The key finding is that use of carrier 
aggregation functionality of LTE-A will significantly increase 
the cost-effectiveness of the macrocellular deployment. Thus, 
with enabling aggregation of the carriers in the band of 800 
MHz and of 2.6 GHz on the existing sites we create the most 
cost-efficient deployment for moderate demand levels. From 
other side, the indoor deployed femto cell and Wi-Fi solutions 
(being only coverage limited) are most cost efficient only for 
the higher to extreme user demands. Results indicate that 
FBS/Wi-Fi significantly become cost-efficient when single site 
can support higher number of users, basically due to the very 
low unit cost compared to the equipment cost of the higher 
order cellular deployments.  
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Fig. 1. Comparison of macro and small cells cost as function of the 

user demand, with the LTE-A and IEEE 802.11ac, respectively 
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Improving Performance of Multimedia Web Transfer over 
WAN Connections 

Hristo Valchanov1, Milen Angelov2

Abstract – The paper presents an approach to improve the 
performance of the data transmission between networks based 
on WAN technologies. The architecture and internal details of 
the SCTP web proxy server are shown. Some performance 
experiences are performed and the results indicate that the 
proposed approach can improve the performance of the transfer 
of multimedia web documents over slow speed lines compared to 
the TCP protocol.  
 

Keywords – HTTP, SCTP, Web Proxy, WAN. 
 

I. INTRODUCTION 

Modern web-based technologies require speed and 
reliability of data delivery. The current transport model is 
based on the TCP protocol, which guarantees delivery of data, 
but brings significant cost in communications. If a part of an 
object is not delivered due to loss in networks, the object will 
not be delivered to the customer, while this lost part is not re- 
transmitted and delivered successfully. This problem is known 
as "TCP Head of Line Blocking" (HOL). The transfer of 
multimedia pages in networks based on WAN technologies 
such as VSAT, 3G, GPRS and others is accompanied by a 
significant delay in the range of 100ms to several seconds. 

Multi-stream transmission on the transport level is the 
ability of the transport protocols to support different data 
streams. For each stream an independently maintained order 
of delivery of packets is organized. The Stream Control 
Transmission Protocol (SCTP) [1] is a standardized reliable 
transport protocol providing multi-stream transmission. 
Within a SCTP association (a term indicating the session 
transport level) can be transmitted independent HTTP 
responses [2]. 

The use of SCTP as a transport level protocol for HTTP can 
solve many of the problems of the current model of exchange 
of multimedia documents in WAN infrastructures. Since 
multimedia documents are composed of objects of different 
type and size, the multi-stream transmission allows sending 
them in partially order rather than in strictly order, and may 
contribute to a better user perception when loading the page. 
At the same time, the transport is carried out within one SCTP 
association, so all streams use a common mechanism for flow 
control, which reduces the overhead on the transport level. 

The big problem of the implementation, however, is 
expressed in the difficulty in modifying existing web servers 
and clients. Currently known is only one open source 
development of such a server, which is based on the Apache 
implementation [3, 4, 5]. The project involves adapting the 
server core - APR (Apache Portable Runtime) to support 
SCTP, and modification of the browser Firefox. 
Unfortunately, this project currently is discontinued for 
financial reasons. 

This paper presents a different approach - using existing 
software solutions (HTTP servers and clients) operating on 
TCP protocol, and transmission of data over WAN networks 
through SCTP protocol. The motivation is driven by the fact 
that the server and the client are in local networks, 
characterized by a high bandwidth. These networks are 
connected to the WAN technologies that have low (in 
magnitude) bandwidth. With this approach we can use the full 
multi-streaming capabilities of the SCTP protocol. The paper 
presents some features of an implementation of TCP / SCTP 
proxy server and experimental study of its performance. 

II. FEATURES OF SCTP PROTOCOL 

The SCTP protocol is standardized by IETF. It offers 
features similar to TCP - reliable session-oriented transport 
which guarantees order of data delivery. In addition, SCTP 
provides new functionalities. Unlike TCP, which is oriented to 
byte-transmissions, SCTP is message oriented. The session is 
called "association". Creating an association requires 
negotiation in 4 stages (4-way handshaking), where data can 
be included in the third and fourth negotiation message and 
sent when the association has already been validated. For 
protection against certain types of DoS attacks, in the process 
of negotiation is built the mechanism of cookies. 

Ones of the benefits of SCTP are multi-stream transmission 
(multi-streaming) and maintenance of multiple addresses per 
host (multi-homing). By the multi-streaming the transmitted 
within an association data can be divided into several separate 
streams, each maintains its own sequence of delivery. For 
each stream can be configured ordered or random delivery. 
Lost packets from one stream do not affect the other streams. 
This allows elimination of the HOL problem. But because the 
transmission is organized within an association, all streams 
are subject to common flow control mechanism of data 
exchange and network congestion. 

The support of multiple addresses allows each endpoint of 
the SCTP association to have multiple IP addresses. To make 
this, peers share a list with these addresses during the process 
of negotiation. Each peer uses a single port number, with 
respect to these addresses. Only one of them is active and is 
used for the exchange, while the others provide redundancy in 
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case of failure of the active IP address. This feature of the 
protocol provides high reliability of the communication by 
maintaining multiple routes. 

III. THE PROXY ARCHITECTURE 

In computer networks, a proxy server is a server (a 
computer system or application program) that acts as an 
intermediary for the client applications which require 
resources or services from other servers. The client connects 
to the proxy server and requires some resource, such as a file, 
connection or web page, available from a different server. The 
proxy server checks the request in accordance with rules for 
filtering. For example, it may filter traffic by IP address or 
protocol. If the request is permitted, the proxy server provides 
the requested resource by connecting to the relevant server 
(which actually provides the service), stating the service on 
behalf of clients. The proxy server can also change the client 
requests or server responses, and sometimes it may serve the 
request without contacting to another server. In this case we 
are talking about so-called “caching query” to a remote server. 

A. Proxy Dual Stack 

The main idea of the proposed approach is that the 
presented TCP / SCTP proxy will work as an interface 
between TCP and SCTP protocols, allowing web browsers 
and servers to take advantage of the capabilities of the SCTP, 
without having to change their code. Because the goal of the 
current implementation is studying of the capabilities of the 
approach, the structure of the proxy server is made simple, 
providing only basic functionality necessary to conduct the 
study. 

 

 

Fig. 1. Proxy dual stack 
 
The functionality of the proxy server is implemented on a 

dual stack model (Fig. 1). The dual stack uses two transport 
protocols - TCP and SCTP, thus allows easy integration of the 
proxy server in the TCP / IP infrastructures. When a TCP 
request is received from a client (web browser), the proxy acts 
as a TCP server. When it forwards this request to another 
SCTP proxy, it operates as a SCTP client. Similarly, upon 
receiving of a reply from a TCP server (web server), the proxy 
acts as a TCP client, and upon returning the response to a 
SCTP proxy it operates as a SCTP server. The Proxy Core 
component implements the base functionality of the proxy 
server. 

 
 

B. The Proxy Architecture 

The internal structure of the proxy server consists of 4 
different modules (Fig. 2). 

 

 

Fig. 2. Architecture of the proxy server 
 

The communication management module (CMM) supports 
information to determine the correct socket to which the 
received packet is forwarded. In the current implementation a 
static configuration of the IP address and port number of the 
destination is done. It is planned in future versions of the 
proxy server dynamically to determine the IP address and to 
maintain associations with multiple servers based on SCTP 
(this version supports only one). 

The communication module transfers data between TCP 
and SCTP management modules. To do this, it uses a buffer 
with a fixed size, which is set to be equal to the maximum 
length of user data in a package. The received data is stored in 
this buffer, and then read from it before the actual forwarding. 

The TCP session management module is based on Linux 
system library. It includes the following features: 
• Establishing and closing the session. 
• Confirmation and avoiding traffic congestion - 

mechanisms by which a messages loss is detected and 
the flow of data is controlled. 

• Validation of data - checksum is used to check whether 
the data were corrupted during transfer. 

• Sorted delivery - the data are possible to arrive in 
stirred sequence. This feature cares for data to be 
properly ordered. 

• Fragmentation - when transferred data are 
overwhelming they break into multiple fragments on 
sending and then assembled upon receiving. 

The SCTP session management module uses the 
sctplib-1.0.11 library (RFC4960) [6]. The base functionality 
includes: 
• Sorted delivery within a stream - for each individual 

stream the module monitors that data arrive in order. 
Loss of data in a stream does not affect the other 
streams. 

• Establishing and closing association - includes 
mechanisms for creating, normal closing and 
interruption of association. 

• Packaging data - in a single SCTP message few 
fragments of data can be packed. 
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• Fragmentation of customer data. 
• Confirmation of data delivery and avoiding traffic 

congestion. 
• Validation of data. 
 
The Request Processing Module determines the length of 

transferred resource – the first response that a web server 
sends after receiving a request for a resource, consists in the 
HTTP Entity header “Content-Length” the length of the 
requested resource. The proxy server retrieves this length, 
updates it on sending of any part of the resource, and thus 
determines when the end of the transfer of the current object 
has come. 

The transfer of data between TCP and SCTP dual stack 
uses buffer with a fixed size, which is set to be equal to the 
maximum length of user data in one package. The received 
data is stored in this buffer, and on sending, they are read 
from the buffer. 

C. Managing Sockets and Streams 

To support parallel processing of multiple requests, there is 
a need for an internal data structures to maintain associations 
between TCP sockets and SCTP streams. Implementation is 
based on structure iface, which associates a TCP socket with a 
stream number (Fig. 3).  

 

 

Fig. 3. TCP-SCTP association data structure 
 
The elements of this structure form a queue of requests. 

Newly queries are inserted at the end of the queue. An item 
from the queue is retrieved as follow: getting the first element 
corresponding to the required number of stream. 

Upon receiving a TCP request, the proxy server accepts a 
socket, using the system call accept (). CMM allocates an 
element of the structure iface and stores into them the returned 
from accept() socket identifier. 

Selecting a SCTP stream on which the request must be sent 
is made according Eq. 1. 

 NOS prev mod)1( +=   (1) 

,where 
S - number of needed output stream; 
Oprev- number of previously used output stream; 
N - maximum count of streams. 

 
It is implemented a mechanism to reject / retain new 

requests if all streams are in use. This mechanism is used to 
avoid the problem with streams overlapping, because this may 

destroy the correct operations of the server. In addition, this 
can be used as a control mechanism that manages the 
maximum number of parallel transmitted objects. 
The new arrived request is stamped as newly, which then 
affects how to process it upon receiving of a SCTP reply. 
Finally, the request is read from the socket into a buffer and 
sent to the next proxy server through the selected SCTP 
stream. 

 Upon receiving the SCTP reply, CMM performs a linear 
search from the beginning of the queue, up to the first element 
whose stream number matches the number of stream from 
which data were arrived. The item is removed from the queue 
and stored in a temporary position. From this item is obtained 
the identifier of the socket on which the request was sent. 
Next, SCTP data are extracted and sent by the corresponding 
TCP socket. 

If the request is stamped as newly, the SCTP reply will 
contain the length of the resource to be transferred and proxy 
derive it and stored in the temporary variable. Otherwise, from 
the remaining length of transmitted resource (that has been 
identified at the moment of first inserting of the request in the 
queue) the CMM subtracts the number of bytes that have just 
been sent. If there are still data to send, the temporary variable 
is inserted back into the queue, because the request shall not 
be considered for newcomers. Otherwise, the TCP socket is 
closed and the memory allocated by the temporary variable is 
freed. 

IV. EXPERIMENTAL STUDY AND RESULTS 
The purpose of the experimental research is to study the 

behavior of the two transport protocols in network 
infrastructures, based on WAN technologies. These types of 
technologies provide bandwidth in order of magnitude, 
smaller than the technologies used for LANs. This is an 
important factor that globally influences the response time of 
web servers. 

The analysis of the performance of the proposed approach 
is made on network infrastructure representing slow WAN 
connections as shown on Fig. 4. The test environment 
includes Cisco routers 2901, VLAN Cisco Catalyst 2960 
switches, PCs HP Desktop 500B CPU Intel Core Duo E5800 
3,2 GHz with 2G RAM. The web server platform is based on 
Slackware Linux 2.6 and gcc 4.4.3. As a client is used 
Windows 7 OS and browser Google Chrome 28.0.1500. 

 

 
Fig. 4. The test environment 
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Between routers serial links based on protocol HDLC are 
built. By their configuration with different speeds is simulated 
a WAN transmission media with different bandwidth. 
Experiments were carried out in two directions: 
• direct communication between web client and server 

using TCP protocol (Fig. 4-a); 
• indirect communication between web client and server 

through TCP / SCTP proxy (Fig. 4-b). 

The links between client, proxies and routers are with speed 
of 100Mb, thus simulates typical LAN infrastructures. 

Two test groups were performed - transferring files and 
loading web pages. Experiments were performed at various 
speeds of the serial links between routers - 64000 bps, 115200 
bps and 128000 bps. The client downloads a multimedia page 
of fixed size, which contains various objects located on the 
same server and a file with size of 2 Mb. Certain 
measurements are made and average download speeds of data 
are recorded. 

Figure 5 shows the obtained results. 

 

 

Fig. 5. The obtained results 
 

The test with loading a webpage using SCTP protocol has 
better response times. This is due to the common flow control 
mechanism of SCTP, which reduces the amount of used 
control information, in comparison with TCP protocol, 
especially when multiple resources are transmitted in parallel. 
Page loading is carried out within a single SCTP session 
(unlike TCP, where for each resource a new session is 
created).  

When downloading a single file, the mechanism for 
controlling the SCTP streams is not efficient, because it uses 
only one stream. In contrast, the TCP protocol needs only one 
session for the file transfer. This introduces negligible delay 
compared to a scenario where multiple resources are 
transferred.  

In addition may be noted that both protocols provide 
reliable delivery of data without loss of information. 

V. CONCLUSION 

The paper presents an approach for improving performance 
of downloading multimedia web pages through slow WAN 
connections. The proposed approach is based on using 
existing software solutions (HTTP servers and clients) 
operating on TCP protocol, and transmission of data over 
WAN networks through SCTP protocol. The paper presents 
some aspects of the implementation of developed TCP / SCTP 
web proxy server. Several experimental tests are performed. 
The obtained results show that the proposed approach is fully 
functional and applicable for transferring multimedia data 
over the networks with low bandwidth. 

Goal of future work is to develop a multithreaded 
architecture of the proxy server. This will allow it to serve 
simultaneously multiple clients. Another future work is to add 
capabilities for data caching and traffic filtering. 
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An Approach ofQoS by Admission Control of VoIP over 
WLANs 
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Abstract –Call Admission Control (CAC) is one of the key 
strategies to achieve satisfactory QoS for VoIP over WLANs. 
There are presented experiments with real VoIP network with 
cable and WiFi and simulations with NS3 for adaptive CAC 
scheme, which would provide better performance with respect to 
real applied solutions. The results are analyzed. 
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I. INTRODUCTION 

Voice over IP (VoIP) over Wireless LAN is getting great 
attention from the industry and the products, implementing 
different technology for VoIP over WLAN deployment, 
which are rapidly emerging.Nowadays, network services are 
proposed to customers in an environment of strong 
competition, so with the advent of WiMAX for longer range 
Wi-Fi communications, wireless phone companies (cellular 
carriers) are gearing up to offer hybrid phones that will use 
VoIP over Wi-Fi when a Wi-Fi network is available and 
switch to cellular when one is not. So VoIP over wireless 
encompasses different aspects, depending on the context. The 
cost of services is important when companies make decision 
which technology they will use and VoIP is less expensive 
then cellular phones. Therefore, VoIP is a real-time 
application, making it particularly sensitive to packet loss that 
can be caused in a wireless network by weak signals, range 
limitations, and interference from other devices that use the 
same frequency.To support VoIP wireless network it must be 
reliable because users expect more dependability from their 
phone systems than from their computers. They expect a dial 
tone every time, no dropped calls, and high voice quality. 

II. RELATED WORK 

Many researchesare related with the availability of the 
network services and how to keep them in their planned 
quality.IEEE 802.11e standard [6] introduces Quality of 
Service (QoS) supported in Wireless LANs (WLANs). The 
enhanced distributed channel access (EDCA) is a key 
component of this standard and in [2] it is proposed a model 
for the VoIP capacity of an EDCA WLAN, which decouples 
the problem of estimating stations performance and that of 
evaluating channel congestion, because it models the 

dynamics of the sending queues.  
Because of the sensitivity of VoIP applications to any 

disruption or delay, competing with data transmissions on the 
same wireless network can cause degradation of voice quality. 
It's important to implement QoS features to ensure that VoIP 
packets get priority. 

CAC is recognized as one of the key strategies to achieve 
satisfactory QoS support for VoIP over IEEE 802.11 WLANs. 
Most of the CAC solutions for VoIP over WLAN are 
centralized, and the few distributed CAC schemes proposed so 
far do not account for issues such as the loss of channel time 
due to medium contention and the coexistence of VoIP traffic 
with background traffic such as TCP data flows. In [4] it is 
described a distributed CAC scheme which aims at addressing 
these issues by leveraging on channel monitoring techniques, 
thus being readily implementable in today's consumer devices.  

In ATICAC (Adaptive Transmitting Interval Call 
Admission Control) strategy, proposed in [7], base station 
adaptively changes the transmitting interval of the active 
stations to prevent the network from saturation by controlling 
the average collision probability of the network. 

In this paper is shown an analysis of the maximum number 
of VoIP calls in real WLAN and areproposedsimulation 
results for an ATICAC to enhance VoIP calls in WLAN. 

III. ANALYTICAL STUDY OF VOIP OVER WLAN 

For the purposes of the approach it is accepted that the total 
number of active full-duplex VoIP calls within the network is 
n. In addition, to simplify the analysis it is assumed that a full 
duplex VoIP call consists of two half duplex links between 
active stations and base station. It is assumed that VoIP traffic 
is equally distributed among the 2n active stations. 

Let T is a period, in which Tsucis the average time of a 
successful transmission,Tcolis the average time between 
collisions of packets and Tidleis the average period of time in 
anticipation of a denial in a given time interval. This is 
obtained in (1). 

𝑇𝑇 = 𝑇𝑇𝑠𝑠𝑠𝑠𝑠𝑠 + 𝑇𝑇𝑐𝑐𝑐𝑐𝑐𝑐 + 𝑇𝑇𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖    (1) 

Unlike a wired network, the actual available bandwidth 
(Bavl)in wireless network is lower than the average bandwidth 
(Bavg), due to collisions and the expectation of denial (backoff 
idle). Available bandwidth is calculated with formulae (2). 

𝐵𝐵𝑎𝑎𝑎𝑎𝑎𝑎 = 𝑇𝑇𝑠𝑠𝑠𝑠𝑠𝑠
𝑇𝑇

.𝐵𝐵𝑎𝑎𝑎𝑎𝑎𝑎 = 𝑇𝑇𝑠𝑠𝑠𝑠𝑠𝑠
𝑇𝑇𝑠𝑠𝑠𝑠𝑠𝑠 +𝑇𝑇𝑐𝑐𝑐𝑐𝑐𝑐 +𝑇𝑇𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖

.𝐵𝐵𝑎𝑎𝑎𝑎𝑎𝑎   (2) 

Let Pidle is the probability of idle time slot of the refusal, 
Psuc is probability for one successful transmission and Pcol is 
the probability of at least two transmissions during the same 
time slot denial. According to the IEEE 802 standard [5] and 
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[1] the probability of transmission in each active session at 
any period T, yielding the following equations: 

𝑃𝑃𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 = (1 − 𝑡𝑡)2𝑛𝑛    (3) 

𝑃𝑃𝑠𝑠𝑠𝑠𝑠𝑠 = 2𝑛𝑛𝑛𝑛(1 − 𝑡𝑡)2𝑛𝑛−1   (4) 

𝑃𝑃𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 = 1 − 𝑃𝑃𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 − 𝑃𝑃𝑠𝑠𝑠𝑠𝑠𝑠 = 

= 1 − (1 − 𝑡𝑡)2𝑛𝑛 − 2𝑛𝑛𝑛𝑛(1 − 𝑡𝑡)2𝑛𝑛−1 (5) 

According to study [1]: 

𝑡𝑡 = 2(1−2𝑝𝑝)
(1−2𝑝𝑝)(𝑊𝑊+1)+𝑝𝑝𝑝𝑝 (1−(2𝑝𝑝)𝑚𝑚 )

  (6) 

Where p is conditional collision probability (when collision 
occurs if a packet starts transmitting over the link) and W is 
CWmin. 

The measure of QoS in VoIP network with G729a is based 
on [3] 

𝑅𝑅 = 94.2 − 0.024𝑑𝑑 − 11 − 40 log(1 + 10𝑒𝑒) − 

−0.11(𝑑𝑑 − 177.3)𝐻𝐻(𝑑𝑑 − 177.3)  (8) 

𝑑𝑑 = 𝑑𝑑𝑐𝑐𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜 + 𝑑𝑑𝑗𝑗𝑗𝑗𝑗𝑗𝑗𝑗𝑗𝑗𝑗𝑗𝑗𝑗𝑗𝑗𝑗𝑗𝑗𝑗𝑗𝑗𝑗𝑗 + 𝑑𝑑𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛  (9) 

𝑒𝑒 = 𝑒𝑒𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛 + (1 − 𝑒𝑒𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛 )𝑒𝑒𝑗𝑗𝑗𝑗𝑗𝑗𝑗𝑗𝑗𝑗𝑗𝑗  (10) 

𝐻𝐻(𝑥𝑥) = �1 𝑖𝑖𝑖𝑖 𝑥𝑥 > 0
0 𝑖𝑖𝑖𝑖 𝑥𝑥 ≤ 0

�   (11) 

whereR-score for QoS, d- delay, e- total loss, H(x) – 
Heaviside function. 

If R is more than 70, QoS is acceptable. In next experiments 
this value is used to assess QoS of real network and QoS of 
simulation network. 

IV. EXPERIMENTS 

A. Real Experimental Networks 

For the purposes of the study are made experiments with 
real VoIP network over cable and Wi-Fi network. The first 
experiment is with HybSys3000(WirelessIP3000), which is on 
the market from 2006. One main disadvantage is that this 
system works with IEEE 802.11b standard.  

 

Fig.1.Experimental Network Diagram for Hitachi Cable 
WirelessIP-3000 SIP Telephone  

The second experiment is with Trixbox (Asterisk PBX) 
basic appliance, because it is open platform for business 
telephony.  Tests are provided in small software company 
“VBS”, which have head office in Sofia and branch office in 
Varna and costumers all over the country. Diagram of VoIP 
network is presented on Fig. 1. 

The compliance testing focused on verifying QoS for voice 
traffic while low priority background traffic was competing 
for bandwidth. The WirelessIP-3000 was verified to roam 
successfully between access points on the same network 
(Layer 2 roaming) and between access points on a different 
network (Layer 3roaming) while maintaining voice calls. 
Security schema WPA2-AES 802.1X-PEAP with Certificates 
and codec G.729AB was tested.  

B. Results from Real Experimental Networks 

When the SSID of the wireless LAN client is set to ‘ANY 
connection’, any wireless LAN access point can be connected 
to. However, access points that reject LAN clients set to 
‘ANY connection’ cannot be connected to. The jitter size that 
can be tolerated in fulfilling the required quality of 
conversation differs according to the jitter buffer of the 
receiving device. The role of the jitter buffer is to store the 
arriving VoIP packets in the buffer and adjust the latency 
inthe arrival times of packets prior to sending to end user.If 
the jitter buffer is made bigger, the jitter certainly becomes 
less, but if the size is made too big, intolerable delays in 
conversation is forced onto the end users. The results showed 
that calls were maintained for durations over one minute 
without degradation to voice quality. The telephony features 
verified to operate correctly included 
attended/unattendedtransfer, conference call participation, 
conference call add/drop, multiple call appearances, caller ID 
operation, call forwarding unconditional, call forwarding on 
busy, call forwarding clear.  

The maximum number of VoIP calls (N) depends on the bit 
rate of codec and the available bandwidth. The payload rate of 
voice data for each stationis very low (for G.729a is 8kbps), 
the required bandwidth to transmit these data payload is very 
large, in comparison with the period Tsuc. If Tp is the time to 
send payload information, it is calculated that: 

𝑇𝑇𝑝𝑝 =
𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆  𝑜𝑜𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓 .𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹  𝑝𝑝𝑝𝑝 𝑟𝑟𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝

𝑅𝑅𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑
  (12) 

Where Rdata is the bit rate for data packets (2Mbps). 
Based on experiments with real equipment Bavlof a network 

in the saturate status is 0.9 times of the maximum Bavla 
network can provide. Then calculation of the number of calls 
is: 

𝑁𝑁 =
𝐵𝐵𝑎𝑎𝑎𝑎𝑎𝑎

0.9
2.𝐵𝐵𝑟𝑟𝑟𝑟𝑟𝑟

   (13) 

According to (13) the more VoIP calls are allowed in the 
network -the lower the required bandwidth (Breq) is, whilst 
larger number of frames per packet means larger delay. If the 
number of frames per packet is too large, it will not satisfy the 
quality of VoIP.  In Table 1 is presented maximum number of 
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calls. Third column presents calculated results, based on 
formulae (13). Next columns present measured maximum 
number of success calls in real VoIP network. 

TABLE I 
MAXIMUM NUMBER OF VOIP CALLS FOR G. 729А 

Frames 
per 

packet 

Required 
bandwidth 

(kbps) 

Analytical 
Number of 

calls 

Number of 
calls in 

HybSys3000 

Number of 
calls in 
Trixbox 

1  144.4  5.9251  5.8300 5.8000 
2  76.2  10.4945  10.5000 10.4000 
3 35.28  20.9946  20.9900 20.9000 
4 27.48  26.1102  26.1100 26.1000 
5 23.15  30.4697  30.4700 30.4000 
 
To be possible to calculate R, the delay d and the total loss 

emust be measured. On Fig. 2 and Fig. 3 are presented these 
parameters for both networks. Because of the fact that 
experiments are based on the same network and same codec, 
the difference in the delay depends only onthe jitter buffer of 
the receiving device. Based on these results the score for QoS 
(R) is calculated by formulae (8) and it is average 72.596 for 
HybSys3000 and 72.553 for Trixbox. This means, that QoS is 
acceptable, but if network delay is less than 130ms, average 
loss will be less than 2.5%. 

 

 
Fig. 2.Average Delay in msfor Hitachi Cable WirelessIP-3000 SIP 

Telephone and TrixBox 
 

 

 

Fig. 3.Average Loss in Percentsfor Hitachi Cable WirelessIP-3000 
SIP Telephone and TrixBox 

 

A. Experimental Results from Simulation of Adaptive Interval 

Forthepurposeoftheexperimentit is used ATICAC 
algorithm, which is presented in [7]. This algorithm is 
implemented in VoIP module in Network Simulator 3 to be 
possible to compare with experimental results from real VoIP 
networks. In the simulation network, traffic generator creates 
sequence of calls every 2 seconds with transmitting interval 
20ms. Data traffic in the same network is constant with the 
rate of 50kbps. 

On Fig. 4 is presented the maximum number of calls, which 
depends on different CWmin with the same data rate of 2M. It 
is clear to see that the maximum number of success call 
supported increases with the increase of transmitting interval, 
but the change of CWmintakes little effect on the maximum 
number of calls in VoIP network. This is dueto the fact, that 
when CWmingrows up, it provides more backoff timer 
selections. 

 

 

Fig. 4.Maximum number of success calls with data rate of 2M 
 

Next step is presenting statistics for network QoS when 
number of calls is increased – with ATICAC and with normal 
CAC.To be possible to calculate R, the delay d and the total 
loss rate emust be measured. On Fig. 5 and Fig. 6 are 
presented these parameters for simulated networks with 
normal CAC and with ATICAC. When network is with 
ATICAC, it reduces voice traffic blocking probability. 

 

 
Fig. 5.Average Delay in the Simulated Network  
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Experiments are based on the same network and same 
codec. Based on these results the score for QoS (R) is 
calculated by formulae (8) and it is average 71.974 for 
network with normal CAC (In real experiments it is 72.596 or 
72.553) and 74.413 for network with ATICAC. This means, 
that QoS is acceptable for both networks, but if network delay 
is less than 120ms, average loss will be less than 5% for 
network with normal CAC and for network with ATICAC 
loss rate is close to 0% when network delay is up to 160ms. 

 

Fig. 6.Average Loss Rate in the Simulated Network 
 

This affects on QoS and parameter R for network with 
ATICAC is a little bit bigger than parameter R for network 
with normal CAC and QoS is better than network with normal 
CAC. This means that network with ATICAC will support 
more VoIP calls than network with normal CAC. 

V. CONCLUSION AND FUTURE WORK 

VoIP wireless network must be reliable because users 
expect a dial tone every time, no dropped calls, and high voice 
quality.In this paper is presented study how VoIP over WLAN 
can support more VoIP calls with same quality. 

There have beenexperimental studiesof two market 
decisions.It is presented analytical model and criteria for 
network QoS. Based on this analytical model and data from 
real VoIP over WLAN it is made simulation and the results 
are presented. Because of the high collision probability,QoS 
of VoIP calls over WLAN is decreased when too many calls 
join the network in the same time. The results for QoS show 
that with ATICAC loss rate in network is less than other 
decisions, it improves VoIP over WLAN by carefully 

exploring the tradeoff of voice delay and the number of calls 
through adaptive transmitting interval.  

In this study is presented a calculation of the complex 
parameter for QoS for each experimental or simulated 
network and it is better for network with ATICAC, but it is 
close to the existing decisions on the market.  

There are a number of avenues for future work, e.g., similar 
studies in data rate of 10M, to verify the conclusions, which 
are presented in this study about data rate of 2M; examine 
cases in which traffic in the system is of low arrival rate and 
short dispatch time, in order to monitor the effect on the 
likelihood of ATICAC immobilization of data traffic; through 
simulation will track average loss rate, average delay, 
maximum number of success calls for a different amount of 
system capacity, earmarked for data traffic. In addition, the 
results will be compared with the simulation of the strategy in 
which only data traffic is restricted to the same capacity. The 
aim is to find the maximum voice traffic arrival rate, which 
the system can support with certain voice traffic blocking 
probability.  
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An Exact Interactive Method for Dolving Multiple 
Objective Integer Problems 

Vassil Guliashki1 and Leoneed Kirilov2

Abstract – An interactive population-based method is 
presented in the paper. It is designed to solve multiple objective 
convex integer optimization problems. A heuristic procedure is 
used to speed up the search process. The method finds exact non-
dominated solutions. The properties of this method are proven 
theoretically. 

Keywords – Exact methods, interactive population-based 
approach, multiple-objective optimization. 

 

I. INTRODUCTION 

The evolutionary multi-objective optimization (EMOO) is a 
popular field for research and development of methods, which 
perform well on a wide spectrum of problems [3, 7, 8]. The 
Evolutionary Optimization (EO) methods apply an approach, 
in which the iterations are performed on a set of solutions 
(called population). The shortcoming, when a population of 
solutions is used, is the increase of computational cost and of 
the memory needed for the execution of one iteration. To 
overcome this shortcoming the research efforts are focused in 
the following two directions: 

    – speeding up the moving of the whole population, 
keeping the dispersal in the same time with the aim the whole 
non-dominated set to be investigated. 

    – speeding up the choice of one compromise solution by 
the DM moving quickly the population to solutions, which are 
interesting (desired) and acceptable for him/her. 

In the development of the method, presented in this paper, 
the authors applied the second approach. 

The problem considered in this paper belongs to the class of 
NP-hard optimization problems [6]. There does not exist an 
exact algorithm, which is able to solve these problems in time, 
depending polynomially on the problem input data length or 
on the problem size.  

II. PRELIMINARY CONSIDERATIONS 

The integer multi-objective convex optimization problem 
can be stated as follows: 

         Min   f(x) = [f1(x), f2(x), …, fk(x)]T                 (1) 
subject to:  gj(x) ≤ 0,            j = 1,2,..., m;          (2) 

    xi
(L) ≤ xi ≤ xi

(U),  i = 1,2,…, n;          (3) 
    x ∈ Zn,             (4) 

where gj(x), j = 1,2,…, m; are convex functions and fi(x),  
i = 1,2,…, k; are convex functions; xi

(L) and xi
(U) , i = 1, 2,…, n  

are the known lower and upper bound of the variable xi  
respectively.  

The solution x∈Zn denotes a vector of n decision variables: 
x = (x1, x2,…, xn)T. The constraints (2)-(4) constitute a feasible 
decision domain V ⊂ Zn. 

S = f(V) = { s = f(x), x∈V}  is a k-dimensional objectives’ 
region, S ⊂ Rk. 

We shall use the term “solution” as a vector of variables in 
the decision space and the term “point” as a vector of the 
criteria values in the objectives’ space.  

Definition: A solution x(1) is said to dominate the solution 
x(2), if the following two conditions are true: 

1. The solution x(1) is not worse than x(2) in all the 
objectives. Thus, the solutions are compared based on their 
objective function values. 

2. The solution x(1) is strictly better than x(2) in at least one 
objective. 

All the points which are not dominated by any other point s 
∈ S, are called Pareto-optimal points. They constitute together 
the Pareto-optimal front [1, 3] in the objectives’ space. 

There are two basic approaches for solving the problem (1)-
(4): The first one is to choose one "compromise / final" non-
dominated solution among many others. Person called 
Decision Maker (DM) evaluates the solutions obtained during 
the search process. A number of methods realizing this 
approach exist [1, 2, 3, 8]. The second approach is to find the 
whole set of non-dominated points (efficient frontier). This 
problem is solved completely only for linear case [4, 5].  

Evolutionary methods seems to be very suitable to apply 
the second approach, namely to find an approximation for the 
whole non-dominated set (see for example [1, 10]). 

On the other hand, if the population cardinality is too large 
this leads to computational difficulties, such like calculation 
time, dispersion of the population, large memory used etc. 

Here an evolutionary method is proposed, which applies the 
first approach. It performs with limited population, but large 
enough to approximate locally the efficient frontier driven by 
the DM's preferences. The process is repeated until a final 
solution is found. Thus we exploit the advantages of EO 
approach to generate a good approximation of efficient 
frontier. Note that when using traditional scalarizing methods 
for MO problems the question arises – how to support the DM 
in setting his/her preferences. Some of those methods use 
trade-off, other use search in a reference direction, or generate 
a number of additional points [12, 13, 15, 16, 17]. The aim of 
the method proposed here is to support the DM in the 
presenting his/her preferences as reference points. 

The most popular EO algorithms for mulicriterial problems 
are NSGA, NSGA-II, SPEA, SPEA2, but they have some 
disadvantages (see [18]): 
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2, 1113 Sofia, Bulgaria, E-mail: vggul@yahoo.com  
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1)  The non-dominated sorting of NSGA-II algorithm 
requires population, twice  larger  in size  in comparison to the 
other evolutionary algorithms, like SPEA and SPEA2. 

2) The number of objectives as a convergence factor is 
considered in [18]. The results showed that the performance 
of NSGA-II and SPEA2 deteriorates substantially as the 
number of objectives increases, but SPEA 2 seems to have 
better performance than NSGA-II in higher dimensional 
objective spaces [19]. NSGA-II, for example doesn’t have 
good convergence for problems with six or more objectives. 

To overcome the above mentioned disadvantages and to 
increase the efficiency of the proposed method in finding out 
Pareto-optimal solutions, which are close to the DM’s 
preferences, here are proposed the following improvements: 

• We use a heuristic procedure to accelerate the moving 
the whole population towards the Pareto front. It is 
similar to those, described in [9]. In this way we 
improve the speed performance of the method. 

• We include an interaction step, where the DM sets a 
reference point f r in the objectives’ space like in [14]. 
Our method suggests several reference points to DM, 
who has the possibility periodically to choose one of 
them or to input another one in dependence of his/her 
preferences, to change his/her preferences and to 
replace the former reference point by a new one. This 
step ensures the convergence of the proposed method 
to a desired non-dominated solution. 

III. THE NEW EXACT INTERACTIVE METHOD 

We use an internal population P of N solutions and an 
explicitly defined external population Pe. The population Pe 
contains the best k non-dominated solutions found during the 
search (k is the number of objectives in (1)). 

We propose a heuristic procedure to move quickly the 
internal population to the Pareto-optimal front. For this 
purpose we calculate the direction y = Ce – Ci, where Ce is 
the weight center of Pe and Ci is the weight center of last 10% 
of solutions in P, relevant to the points with worst objectives 
values. The points in P are ordered in an ascending order 
according to the number of solutions in P, dominated by each 
point. The y vector is directed to the Pareto-optimal front, 
because the members of Pe dominate all members of P. Then 
we move the population as close as possible to the Pareto-
optimal front (the movement of the population in the solution 
space is limited by the boundaries of the feasible domain, 
defined by the system (2)-(3)). We perform consecutive steps 
calculating solution x’ = x + α.y , where α is the step length. In 
both cases: 1) when x’ violates any constraint in the system 
(2)-(3) and 2) when the current step in y – direction leads to 
deteriorating the sum of criteria values, the corresponding 
feasible solution is calculated using the Golden section 
method. In this way a line search along the segment xx’ is 
performed and the found solution is rounded off to an integer 
solution. 

There are two possibilities in regard to the location of 
Pareto-optimal front in the solution space: 

1) The Pareto-optimal front is located on the boundary of 
the feasible domain. 

2) The Pareto-optimal front is located inside the feasible 
domain. 

We present below the scheme of heuristic procedure for 
moving the solutions of population to reach the Pareto-
optimal front in both cases: 

 

Scheme of the new moving heuristic procedure MHP 

Step 1. Calculate the function  
1

( ) ( )
k

i
i

x xη η
=

= ∑  ,   

where  ηi(x) = ( ) ( ),max ,max ,min( ) /i i i if f x f f− − . Here 
,maxif  and 

,minif are the maximal and the minimal objective value, 

and ( )if x is current value for the i-th objective, i = 1,…, k.  
 

Step 2. Find the maximal value x* of the function 
( )xη over the rays defined by each population solution 

belonging to Pe and the vector y.  The Golden section method 
is used for this calculation in both cases: 1) when violating a 
constraint of system (2)-(3) occurs or 2) when the sum of 
criteria values gets worse.  
 

The above heuristic is based on the following prerequisites: 
1) The direction y is an improving direction by its 

construction. This means that between every two different 
solutions x1 and x2 lying on a ray y→ with starting solution Ce 
the following relations are satisfied: f(x1) ≤ f(x2) or f(x1) ≥  
f(x2), but the solutions x1 and x2 are not incomparable. 

2) The function ( )xη  obtains its maximum at a point which 
is located on the Pareto optimal front. 

3)  0 ≤  ( )i xη ≤ 1, for i= 1, …, k. 
4) 1 ≤  ( )xη ≤ k where k is the number of objectives. 
 

The following results are proven:  
   Lemma 1: 0 ≤  ( )i xη ≤ 1, for all i= 1, …, k. 

   Proof:   It follows from the construction of ( )i xη for all  i= 
1, …, k.   □ 

   Lemma 2: The function values of 
1

( ) ( )
k

i
i

x xη η
=

= ∑ are within 

interval [1, k] for convex multiple objective problems. 
   Proof: 
   It follows from the construction of ( )xη  and from the 
properties of efficient frontier of convex multiple objective 
problems.  □ 

   Theorem 1: The function 
1

( ) ( )
k

i
i

x xη η
=

= ∑ is monotonously 

increasing function over Ωd = d ∩ X, where d is a direction in 
the space of decision variables such that f(d) = {  f1(d), f2(d), 
…, fk(d) } intersects the efficient frontier in f(X) ⊂ Rk.    
   Proof:    It   follows   from   the  convexity  of   the   separate 
objectives, the convexity of vector function f(x) = { f1(x), f2(x), 
…, fk(x)}. □ 
   Remark: Such directions we will call directions of 
improving. 
   Corrolary:   The  maximum  of  the  function  ( )xη ,  where 
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1
( ) ( )

k

i
i

x xη η
=

= ∑ ,  belongs  to  the  efficient  frontier  over  each 

improving direction. 
   Theorem 2: The directions used in the heuristic are the 
directions of improving. 
   Proof: It follows from the construction of the direction d in 
the heuristic procedure. Namely if we assume the 
contradiction that the direction is not improving, i.e. there 
exists two points x(1) and x(2) from d such that: 
   1) x(2) = x(1) + ρ.d(1), where ρ is positive number, d(1) is the 
defining vector along the direction d with ||d(1)|| = 1. 
   2) (2) (1)( ) ( )x xη η≤  
But this  contradicts  to the way  of construction  of improving 
directions ("upper - right" for the "max" optimization 
problems) in the heuristic procedure. 

A hybrid method is presented in [11]. The basic differences 
in comparison to the method presented here are as follows: 
   1) The population ranking here is not based on a 
scalarization fitness function. Instead the Euclidean distance 
to the reference point is used. 
   2) The improving direction is determined in a different way. 
Namely, here it is defined as the difference between the 
weight centers corresponding to the best 10% and to the worst 
10% of solutions in the current population. 

Scheme of the proposed exact interactive method 
Step 1. Set the iteration counter h = 0. Generate N + k 

uniform distributed solutions’ vectors around the Chebyshev 
center Ch of the feasible domain by using a deviation of ±δ, 
where δ is a % of the corresponding component variation (for 
example, δmax = ±5%). Use N of them to create the initial 
population Ph and k of them to create the external popul. Pe.  

Step 2. Perform the heuristic procedure MHP to move Ph  
towards the Pareto-optimal front.  

Step 3. Arrange the solutions in Ph according to their 
Euclidean distance to a candidate reference point f r set by 
DM. Compute the weight centers Cbest and Cworst 
correspondingly of first 10% and of last 10% of solutions in 
Ph, relevant to the reordered points. (Another possibility is, 
DM to make a choice of up to 5 best solutions and up to 5 
worst solutions in Ph. Then Cbest and Cworst are calculated 
correspondingly.) Form the moving direction d = Cbest – Cworst.  
Compute a series of solutions t l = Cbest + l*d, l = 1,2,…; and 
present the corresponding points f(t l) to the DM as possible 
reference points. The DM chooses one of them or sets another 
one candidate ref. point, according to his/her preferences.  

Step 4. Form a direction with an origin – Chebyshev 
center Ch and an end – the reference solution xr, corres-
ponding to f r. Then move this reference solution as close as 
possible to the Pareto-optimal front (reaching the boundaries 
of the system (2)-(3) if necessary) along this direction by 
using the Golden section method for line search as in the 
heuristic procedure MHP. The solution xr* is obtained. Let us 
denote the corresponding reference point by f r*.  

Step 5. Compute the weight center Ci of population Ph 
and the vector d r with an origin Ci and an end – the solution, 
corresponding to f r*. Move the population Ph with a step size 
1 along this direction:   {Pnew} = {Ph} + 1.d r.  

Step 6.  Some solutions in the Pnew may be infeasible. 
For each infeasible solution xi in Pnew perform the procedure 
in Step 4 along xiCh to move it to the feasible domain. For 
each feasible solution perform also the procedure in  Step 4  to 
move it as close as possible to the Pareto-optimal front. 

Step 7. Arrange all the points corresponding to the 
solutions in Pnew according to their Euclidean distance to the 
reference point f r*. The first ten points are shown to the DM 
and if he/she is satisfied by one of them, go to Step 8, 
otherwise set h=h+1, Ph=Pnew, and go to Step 3.  

Step 8. End.  

IV. ILLUSTRATIVE EXAMPLE 

We consider the following problem: 
     Min    f1 = 1/(x1+1), 
     Min    f2 = 1/(x2+1), 

subject to:    x1
2 + 100x2

2  ≤ 106;   
            0  ≤  x1  ≤  1000;        
            0  ≤   x2   ≤  100;  
            x1, x2 ∈ Z. 

 
The search process of one iteration is presented on Fig.1. 

 
 
                     Fig. 1. Performance of one iteration 

 
Legend: 

 *  –  initial population P0;  □  – members of Pe0 
 ∆  – weight centers Ci and Ce   x  – solutions t j at Step 3 
+  –  Ph at the end of  Step 2;    – ref. solution xr* 
o  – members of  final population 
 

  We denote values si
r =  si.103. The initial internal 

population at Step 1 is:  x1 = (500; 50), s1
r = (1.996; 19.608), 

x2 = (506; 29), s2
r = (1.972; 33.333), x3 = (482; 30), s3

r = 
(2.070; 32.258), x4 = (493; 52), s4

r = (2.024; 18.868), x5 = 
(477; 41), s5

r = (2.092; 23.810), x6 = (485; 35), s6
r = (2.058; 

27.778), x7 = (504; 40), s7
r = (1.980; 24.390), x8 = (487; 41), 

s8
r = (2.049; 23.810), x9 = (488; 27), s9

r = (2.045; 35.714), x10 
=(479; 36), s10

r =(2.083; 27.027);. Its weight center is Ci = 
(497; 28). The initial external population is x1=(508; 43), 
s1

r=(1.9646; 22.7272), x2=(489; 54), s2
r=(2.0408; 18.1818);. 

Its weight center is Ce = (498.5; 48.5). Worst solutions are x2 
and x9. Ci = (497; 28). The direction y at Step 2 is y = [1.5; 
20.5]. The obtained weight centers at Step 3 are: Cbest = 
(492.5; 87) and – Cworst = (496; 86).  Direction d = (–3.5; 1).  
The following solutions: t1=(489; 88), t2=(485; 89), t3=(481; 
90) are computed at Step 3. The corrected reference solution 
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and the reference point calculated at Step 4 are xr= (435; 90),  
f r = (2.2936; 10.989). At Step 5 the weight center Ci = (493.5; 
86.6). The final population after the first iteration is as 
follows: x1 = x2 = x7 = (455; 89), s1

r = s2
r = s7

r = (2.1930; 
11.1111), x3 = x4 = x8 = x9 = x10 = (435; 90), s3

r = s4
r = s8

r = s9
r 

= s10
r = (2.2936; 10.989), x5 = (433; 90), s5

r = (2.3041; 
10.989), x6 = (442; 89), s6

r = (2.2573; 11.1111);        
  The DM is satisfied with the found solution x3 and the 

procedure terminates. 
  For comparison at the same starting conditions the 

obtained population after the first SPEA iteration is:  
  x1 = (500; 50), s1

r = (1.996; 19.608), x2 = (506; 29), s2
r = 

(1.972; 33.333), x3 = (482; 30), s3
r = (2.070; 32.258), x4 = 

(493; 52), s4
r = (2.024; 18.868), x5 = (477; 41), s5

r = (2.092; 
23.810), x6 = (508; 54), s6

r = (1.964; 22.727), x7 = (504; 40), 
s7

r = (1.98; 24.39), x8 = (489; 43), s8
r = (2.04; 22.73), x9=(493; 

40), s9
r =(2.024; 24.39), x10 =(504; 52), s10

r =(1.980; 18.868); 

V. CONCLUSIONS 

The proposed exact interactive evolutionary method has the 
following advantages:  

It is an interactive method. The Decision Maker is 
supported in the choice of a suitable reference point, so that 
he/she can easily direct the search process to the desired 
region.  

The method does not generate an approximation of whole 
efficient frontier. The DM has the possibility to investigate 
different possibly small parts from efficient frontier according 
to his/her preferences.  

The method generates exact Pareto efficient solutions. The 
population movement to the Pareto frontier is realized by an 
accelerated heuristic procedure. 

Increasing the number of objectives does not affect the 
performance of the search procedure. 

The proposed method can be used for solving linear and 
nonlinear multiple objective optimization problems, having 
continuous or integer variables. 
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Lexico-Semantic Collaborative Learning Framework 
Martin Jovanović1 and Dejan Todosijević2 

Abstract – In this paper an e-learning framework based the 
DSi semantic e-learning approach and aimed at providing a 
distributed collaborative e-learning environment is described. 
This framework builds on the previous versions of the DSi (Drag 
and Drop Semantic Interface) versions and is designed as a 
platform for user-generated semantic content building coupled 
with a peer-assessment approach, keeping the users' interaction 
with the system at the lexical level in order to maintain simplicity 
and usability. The fundamental DSi approach, as well as the 
projected learning scenarios are given too.  
 

Keywords – E-learning, Semantic Web, Peer Assessment, 
Collaborative Learning. 

I. INTRODUCTION 

A. E-Learning and Semantic Web 

This paper describes a collaborative e-learning framework 
based on semantic markup and peer-reviewing elements, 
currently in development at the CIITLAB laboratory of the 
Computer Science Department at the Faculty of Electronic 
Engineering Niš. This framework is a follow-up to the 
previously developed versions of the DSi (Drag and Drop 
Semantic Interface) and builds up on their functionality and 
experience gained. As a tool aimed primarily at e-learning, the 
framework is developed with specific goals in mind: a readily 
available, dynamic learning material [1] with just-in-time 
availability of semantic resources for learning acceleration. 
Still vaguely defined, e-learning should include on-demand, 
real time delivery of custom-tailored and comprehensive, 
dynamically created learning material and should provide 
connection between learners and experts and encourage 
development of learning communities [2]. With this in mind, 
the collaborative upgrade to the DSi framework targets 
learning communities and aims at providing the framework 
for communication between community members in a formal 
(and semantic) way. Moreover, desired dynamic nature of e-
learning systems requires granulation of learning material into 
smaller parts that enable aggregation. The proposed system 
follows this guideline by separation of textual and semantic 
learning material tiers. 

The concept of learning material granulation and on-
demand aggregation into individualized lessons and courses 
supports the ideas of cost-effective [2] accelerated dynamic e-
learning scenarios, but requires means of learning objects 
annotation (markup) by means of metadata [3] and 
sequencing/aggregation rules. Through numerous initiatives 

such as IEEE-LOM [4], IMS [5] or ADL [6], a close relation 
of this approach with Semantic web surfaced. Furthermore, 
Semantic web offered numerous standardized tools for 
expressing semantics, such as ontologies [7] and ontology-
expressing languages (RDF [8] and OWL [9] - powered with 
formal semantics and reasoning-ready). The reasoning power 
coupled with semantic markup allows for content granulation 
and aggregation in a standardized way, making the e-learning 
to Semantic Web coupling a natural outcome. Formal 
semantics also provided a framework for student modeling, 
while the concept of autonomous software agents enriched the 
tutoring systems with a new level of autonomy, using 
pedagogical agents to implement both required material 
sequencing and the chosen pedagogical approach. The 
specific modes of usage of Semantic Web tools in e-learning 
varies from semantic annotation of learning resources on the 
local learning platform [10] and representing various domains 
of knowledge in a semantically structured ways, [11] to   
automated reasoning on the learning material presentation and 
personalization [12] to the application of autonomous 
pedagogical agents. [13] The framework proposed in this 
paper uses Semantic Web technology to add a semantic layer 
to the textual learning material in order to make it active for 
querying, while the semantics are restricted to lexical level. 
This approach will be described in detail in the next chapter. 

A. Collaborative Learning Paradigm 

Further to the application of Semantic Web, the proposed 
system introduces elements of collaborative learning. This 
approach is somewhat difficult to define, as most learning 
scenarios, even if they include only using other learners' 
forum posts, can be viewed as collaborative. The main 
problem in this area is the "measurement" of each participant's 
quantitative role in the learning process. [14] Variables such 
as the number of participants must also be taken in account; 
while some authors focus on small numbers of learners [15], 
others consider various ranges, from classes to large 
communities of over a hundred participants. [14] The 
activities in collaborative learning are same as those in any 
standard one-person learning situations, so what differentiates 
collaborative from standard learning are the activities 
exclusive for groups, primarily interactions between 
participants. This interactions often include some group-
specific forms of learning, such as disputes on the topic, 
giving arguments, explaining to others etc. An e-learning 
system can then be labelled as "collaborative" if it provides an 
infrastructure for such interactions in a guided way. Though 
putting too heavy restrictions on interactions and making them 
very formal can remove the "spontaneous" component of 
collaboration, [14] allowing too much freedom in interactions 
can cause an opposite effect: learners feel disoriented and 
"loose". [16] The system proposed in this paper tends to 
balance between these two extremes by providing a 
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combination of well-defined structure for interactions, but 
within which a solid amount of freedom in expression is 
allowed. The negative result of this approach is that semantics 
are expressed only on a word-level (in the lexical domain), but 
this compromise was found acceptable given the 
aforementioned constraints. 

II. DSI EVOLUTION 

A. DSi 1.0  

In order to describe the proposed system, it is necessary to 
mention its predecessors, upon which the system is built. The 
initial idea of the DSi framework is providing a semantic 
layer, that contains relations between notions in the lesson 
text. These relations are defined manually and are expressed 
in the spoken language. The notions (the relations are 
between) are the words in the text – so this approach is on the 
lexical level. The relations in the semantic layer are expressed 
with the Semantic Web's RDF language and must be entered 
manually (preferably using some ontology-building tool such 
as Stanford Protégé) [17]. 

From the user's perspective, after logging in to the system 
the textual learning material is shown. The material can 
follow any sequencing algorithm and apart from the text any 
elements can be shown on the page – the DSi 1.0 framework 
is applicable only to the text/HTML, therefore the user 
experience will be described on a textual example (Fig. 1). 

 

 
Fig. 1. The lesson loaded 

 
In a general case, in the semantic layer relations will not be 

defined between all the words in the text, but rather between a 
subset of words. As a hint, words between which relations are 
defined are marked by color (gray). These words have the 
ability to be dragged and dropped on with a mouse. When the 
mouse pointer hovers above any of the grayed words it 
changes to the crosshair (drag) shape, indicating that the 
object beneath (the word) is draggable. In this example, it is 
the word "Grinder", which is dragged and dropped onto the 
heading "NLP", as shown in Fig.  2. When the word "Grinder" 
is released, the RDF layer, containing the relation(s) between 
"Grinder" and "NLP" is queried and all the relations found are 
shown to the learner. In this example, only one relation is 
found: "is_cofounder_of" (indicating that John Grinder is a 
cofounder of Neuro-Linguistic Programming. This is shown 
in Fig. 3. 

 

 
Fig. 2.  Dragging and dropping the word 

 

 
Fig. 3. The relation returned 

 
Upon the page load, a JavaScript functions traverses the 

RDF and finds all the words that relations are defined for. 
Then it assigns the drag-drop capability to each of them in the 
text. Upon drop event, the pair of words (dragged and 
dropped-onto) are passed to the JavaScript function that 
traverses the RDF tree and returns any relations between these 
two words. This relation is then shown below the text. This 
initial DSi version was described in detail in [18]. 

B. DSi 1.5 

Though functional, the version 1.0 suffered several design 
flaws. Firstly, the entire contents, both textual and semantic, 
was housed on the client. This was acceptable for a demo, 
proof-of-concept application, but was inappropriate for any 
real-world use, primarily due to no protection for the semantic 
data (which can be a corporate secret or a copyrighted 
material). Secondly, all the words that took part in RDF 
relations were marked (greyed out) as a hint to what is 
draggable. Nevertheless, there is no hint to which words the 
given word is related to. This can lead to multiple drag-
misses, because dropping on another draggable word, in 
general, doesn't guarantee that the relations between the 
specific two words exist. Again, this is acceptable as a proof 
of concept, but can be discouraging for a real world learner. 

These primary flaws have been corrected in the version 1.5. 
The front end is similar to the 1.0, as shown in Fig. 4. The 
only significant difference in the user experience is that when 
a word is chosen and dragged, the subset of droppable words 
that are related to this word is additionally marked (by 
underline, bold, color or any other emphasis). This way the 
learner knows where they can drop the dragged word without 
getting the "no relations" response from the system. This is 
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shown in Fig. 5. Other than this, only the changes in color 
exist. 

 

 
Fig. 4. DSi 1.5 frontend 

 

 
Fig. 5. DSi 1.5 drag action and additional highlighting 

 
Under the hood, the main difference is that both the text 

and the RDF semantics are stored on the server. All the 
interactions are similar to 1.0, only instead of querying the 
client via JavaScript, the data is fetched from the server via 
AJAX. This way any sensitive information is kept on the 
server and only the portion needed for learning is pulled to the 
client. 

C. DSi 2.0 

The version 2.0 introduces a new dimension – a Web 2.0 
component. [19] This is achieved by setting all words in the 
text draggable (and droppable). This way a learner can drag an 
arbitrary word, whether or not there are any relations defined 
for it. On the drop event, any found relations are displayed, 
but the user is presented with an option to enter their own 
relation. This turns the DSi 1 (which can be viewed as a 
semantic "reader") into what can be viewed as a semantic 
"editor". This is shown in Fig. 6. 
 

 
Fig. 6. DSi 2.0 – entering new relation 

 
The primary benefit of this approach is the elimination of 

ontology editing tools or manual RDF editing. Up to the 
version 1.5 domain experts in charge of semantic layer needed 
to be IT savvy to edit it, which is a high expectation. With the 
version 2.0, anyone with the domain knowledge can build the 
semantic layer by virtue of dragging and dropping. This is not 

restricted to e-learning: such visual approach can be used as 
front end for building general-purpose ontologies. However, it 
opens the door for collaborative semantics building. 

III. DSI 2.0 COLLABORATIVE 

The DSi 2.0 Collaborative e-learning framework, currently 
in development at the CIITLAB laboratory of the Computer 
Science Department, Faculty of Electronic Engineering Niš, is 
a framework aimed at providing an infrastructure for 
collaborative and constructivist learning through collaborative 
building of the semantic layer. 

The initial user experience is similar to one of the DSi 2.0, 
as shown in Figure 2.0. The crucial difference is the feature of 
assessment at the level of relations contributed by peers. Each 
student has the ability to, further than proposing their own 
relation between two notions (words), assess the relations 
proposed by their peers. 

The user experience of this feature is designed as the 
ubiquitous 1 to 5 star rating, as shown in Fig. 7. 

 

 
Fig. 7. DSi 2.0 Collaborative user experience 

 
Along with every existing relations, the contributor's 

nickname is shown, as well as the relation's current rating – as 
rated by other peers. The first learner (djolle1) has a four-star 
rating for the "is a central part of" relations, while the second 
learner (Marija S) has a two-star rating for the relation "is 
inside". The current learner gives a five-star rating to the first 
one and two stars to the second, and contributes a new relation 
– "is a part of". This relation will further be rated by other 
peers. Enter a new relation is not mandatory – a learner can 
only assess relations entered by others. 

The goal of this approach is a collaborative sorting of user-
generated material, with best semantic elements surfacing to 
the top in an emergent fashion – as in any complex system. 
[20] In that sense, some changes must be introduced to the 
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semantic document. A standard way of representing relations 
in the RDF document (from the version 1.0) has the following 
form: 
 
<rdf:Description rdf:ID="processor"> 
  <is_a_part_of rdf:resource="computer" /> 

</rdf:Description> 
 
When the learner adds a new relation, it will appear as a 

new statement. Alternatively, the predicate can be added to an 
existing statement: 
 
<rdf:Description rdf:ID="processor"> 
 <is_a_part_of rdf:resource="computer" /> 

   <is_inside rdf:resource="computer" /> 
</rdf:Description> 
 

Collaborative approach needs to keep track of three more 
parameters: 

- relation contributor, 
- current relation rating and 
- current number of peer ratings of the relation. 
Not only do these parameters need to be recorded, but also 

they must be tracked within the relation context; lexically 
same relation can occur between different pairs of words – 
and carry different semantics (this different relevance, 
accuracy and/or peer acceptance rate). Due to this restriction, 
in the framework proposed in this paper the accompanying 
data is stored within the predicate tag, in form of additional 
attributes (following the situation in Figure 8): 
 
<rdf:Description rdf:ID="processor"> 
 <is_a_central_part_of 
     rdf:resource="computer" 
     dsi:contributor="djolle1" 
     dsi:current_rate="4" 
     dsi:current_peers="7" 
 /> 

</rdf:Description> 
 

Additional attributes are nested in the predicate's tag and 
assigned to the "dsi" namespace. This way they can not refer 
to any "is a central part of" relation between other two words. 

IV. CONCLUSION 

This paper describes a collaborative e-learning framework 
based on learner-generated and peer-assessed document 
semantics defined at the lexical (single-word) level. It is a 
follow-up to the existing semantic-based e-learning 
framework. Firstly, the previous versions of the system are 
described – as a foundation for the system proposed and the 
key differences from the previous versions are highlighted. On 
the completion of the system it will be tested in the university 
learning environment. Further research will include prompting 
peers on each new entered relation to increase involvement, 
finer granulation of assessment (accuracy, relevance...) and 
free-form commenting on peers' relations, while the current 
research branch heads towards semi-automated reasoning 
based on properties of relations (transitivity). [21] 
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Definition of Transposition Base Opening System With 
the Algorithm of Machine Learning 

Vladan Vučković

 
Abstract – This paper presents the new algorithm of 

incremental automatic machine learning of the opening moves in 
chess. As the framework for this purposes, a new format of 
opening transposition database in defined. The essential 
algorithms of transposition database and conversion to the 
middle-code are also presented. All of this theoretical results and 
novelties are successfully implemented and verified in authors' 
chess application Axon and Achilles. 
 

Keywords – Theory of logic games; Computer chess; 
Algorithms; Opening databases; Machine learning 

 

I.  INTRODUCTION 

    In the course of working with transposition base openings, 
the main problems that arise are insetting with the opening 
base to the main program [1],[2] . The use of standard base 
openings, or bases that are generated by other programs, can 
lead to instability at the game in the opening up and losing of 
important paces in the game [3], [4]. This effect is known 
from earlier even, in the initial versions opening bases, when 
grandmaster parties were used to build a base [5] . Programs 
played the stored opening moves, but at the moment of 
leaving the base, they wandered in the game plan, because 
they did not know the basic ideas and principles from 
particular opening systems. Not understanding the purpose of 
the particular moves in the opening,if often happened that 
there had been unnecessory maneuvering  of cerfain figures, 
or multiple playing with moves in the same opening, which 
according to the principles of the game of chess is considered 
wrong. Simply put, in the situation of the lack of knowledge 
of the general principles of opening line, the program was 
trying to optimize the position of its figures according to its 
evaluation function. By using methods of incremental learning 
(temporal learning), it is possible to conceive of several 
methods of automatic learning of various parameters of a 
chess games, including the openings [6],[7],[8],[9],[10]. 
    This paper has following structure. After Introduction, we 
will define Opening Tablebases and present basic algorithm. 
In the next section we will show the original application and 
procedure for incremental machine learning. 

II. OPENING TABLEBASES - DEFINITION 

    Exploring this field, the author has come to significant 
results in the definition,application and implementation of a 
special type of base opening, which are directly coupled and 
involved in the program system Axon [11],[16],[17],[22]. The 
first step was to define an efficient base model with he 
possibility of the fast access to individual items in the opening 
table [12],[13]. The author has designed a new type of base 
opening named OpenX , which in addition to the basic 
position of the table contains an index and a main table that 
significantly accelerates access to some areas of base [22]. 
 
The idea could be pointed in this way: 
 

 Having at disposal direct control over all resources of 
transposition tables, it was possible to develop a 
specific type of procedure that allow machine 
learning, thus the automatic synthesis of new 
knowledge in transposition table without the use of 
expert knowledge or human influence for setup of 
knowledge [14] . 

 
    This principle represents a significant advance because the 
construction of new knowledge in the table opening is very 
efficient, especially in varieties of machine learning from 
PGN game against other computers .  

A. The Basic Algorithm 

    However , we will explain the format of the tables showing 
the types and data structures , using the programming 
language Pascal [15],[16]: 
 
type 
      oaxmitype = record  {Base data type} 
           move:word;   {Move definition} 
          value:word;   {Move value} 
      end; 
      oaxtype = record 
           eco:string[3];      { ECO code of opening} 
           {.} 
           on_move:Boolean; {Move side} 
           manual:Boolean;     {Manuel tuning} 
           {.} 
           position:array [0..31] of byte; {Position definition}  
           omi:array [1..10] of oaxmitype;   {Moves and Weights} 
           {.} 
           version:longint;     {Type;Program version} 
           depth:byte;          {Depth} 

1Vladan Vuckovic is with the Faculty of Electronic Engineering, ul. 
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           move:integer;        {Best move} 
           evaluation:integer;  {Searcher evaluation} 
           {.} 
           name:string[64]; {Variant name} 
           next:longint;        {Pointer to the next position} 
      end; 
 
The basic structure of the data that are defined and different types 
of use are: 
 
var 
      OAX,DAX:oaxtype;  {Working and support position} 
      index:longint;  {Index} 
      openbase:Boolean; {Base is active} 
 
      oaxidx:file of longint; {Index file} 
      oaxdat,maxdat,ecodat: file of oaxtype;{Main base definition} 
 
      opendir : string[32];  {Working base directory, mainly C:/axon/} 

III. BASIC PROCEDURES AND APPLICATIONS 

    The basic definition of the base contains 232516 positions 
from all varieties of opening. Positions are located in primary 
OAX.DAT file which has 354 Kb and index file capacity of 
16,384 Kb. The following figure shows the visual appearance 
of the application OpenX, which is a database server for all 
types of Axon programs which have a standard interface to 
the database OAX: 

 

 
 
Fig.1. The visual appearance of the application which is the OpenX 

server for the Axon software. 
 
    The application OpenX has all basic and a variety of 
advanced features (Fig.1.). For instance, it is possible to 
automatically and manually tune all move weights in every 
trasposited position. Also, every position could be analyzed 
with build-in chess engine Axon. This special feature enables 
that the opening base in perfectly manually tuned to the 
engine. 
    Next figure shows a portion of OpenX application that 
implements features that are related to machine learning 
(Fig.2.): 

 
 

Fig.2. The figure shows the options of machine learning. 

A. The procedure of Machine Learning from PGN 

    Scenario of machine learning can be shown in the following 
steps:  
 

 The first phase is the implementation of automatic 
playing the game using a standard graphical 
environment [18],[19]. Played games and along with 
the results are stored internally in the level GUI.  

 By using of OpenX applications games which played 
game are analyzed at the level of PGN files [20],[21]. 
To  organize approach to automatic generator, 
program first converts PGN files to middle-file that 
contains all the essential information relevant for 
automated synthesis [23],[24]. For example, if the 
input has PGN file of the following form: 

[Event "Arena tournament"]   {No=1} 
[Site "PC15"] 
[Date "2006.02.21"] 
[Round "1"] 
[White "Axon"] 
[Black "Fruit_21"] 
[Result "1-0"] 
[ECO "C42"] 
[Opening "Petrov"] 
[Time "20:32:38"] 
[Variation "Damiano Variation"] 
[TimeControl "40/600:40/600:40/600"] 
[Termination "adjudication"] 
[PlyCount "117"] 
[WhiteType "program"] 
[BlackType "program"] 
 
1.e4 e5 {(e7e5 Nb1c3 Ng8f6 Ng1f3 Nb8c6 Bf1b5 Bf8b4 d2d3 00 
Bb5xc6 d7xc6 Nf3xe5 
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Qd8d4 Ne5c4 Bb4xc3+ b2xc3 Qd4xc3+ Bc1d2) -0.15/13 33} 2.Nf3 
Nf6 {(Ng8f6 Nb1c3 Nb8c6 
Bf1c4 Bf8c5 00 00 d2d3 d7d6 Bc1g5 Bc8e6 Nc3d5) -0.16/12 15} 
3.Nxe5 Qe7 {(Qd8e7 Ne5f3 
Qe7xe4+ Bf1e2 Nb8c6 Nb1c3 Qe4b4 Nc3b5 Qb4a5 00 a7a6 Nb5d4 
Nf6e4) -0.38/12 23} 4.Nf3 
{(Ne5f3) 0.30/14 29} Qxe4+ {(Qe7xe4+ Bf1e2 Bf8e7 Nb1c3 Qe4f5 00 
00 d2d4 Nb8c6 Be2d3 
Qf5g4 h2h3 Qg4e6) -0.49/12 24} 5.Be2 {(Bf1e2) 0.40/16 1} Be7 
{(Bf8e7 d2d4 00 Nb1c3 
Qe4f5 00 Nb8c6 Be2d3 Qf5h5 Bc1f4 Nf6d5 Nc3xd5 Qh5xd5) -
0.62/12 19} 6.Nc3 {(Nb1c3) 
0.40/14 12} Qb4 {(Qe4b4 00 00 d2d4 d7d5 Nc3b5 Qb4a5 Bc1d2 
Qa5b6 Rf1e1 Nb8c6 Be2d3) 
-0.64/13 15} 6.O-O {(00) 0.40/14 15} d5 {(d7d5 d2d4 00 Nc3b5 
Qb4a5 Qd1e1 Qa5b6 Be2d3 
Nb8c6 Bc1f4 Nf6e4 Nb5xc7) -0.70/13 14} 8.d4 {(d2d4) 0.40/13 10} 
O-O {(00 Nc3b5 Qb4a5 
Bc1d2 Qa5b6 a2a4 a7a5 Bd2f4 Nb8a6 Rf1e1 Nf6e4 Nf3e5) -0.60/12 
23} 9.Re1 {(Rf1e1) 
0.40/14 15} Qb6 {(Qb4b6 Be2b5 Be7b4 Qd1d3 Bc8d7 Bb5xd7 
Nb8xd7 Bc1f4 Rf8e8 Nf3g5 Bb4xc3 
b2xc3) -0.42/11 13} 10.Ne5 {(Nf3e5) 0.40/13 15} Re8 {(Rf8e8 Be2d3 
Be7d6 Nc3b5 Bd6xe5 
Re1xe5 Re8xe5 d4xe5 Nf6g4 Qd1f3 Nb8c6 Bc1f4 Nc6xe5 Bf4xe5 
Ng4xe5 Qf3xd5 Ne5xd3 Qd5xd3) 
__________________________________________________ 
The converted file will use the following structure: 
 
E2E4     <=>    P ** E4             (e4 ,  Axon=W)     (1) 
E7E5     <=>    P ** E5             (e5 ,  Axon=W)     (2) 
G1F3     <=>    N ** F3             (Nf3 ,  Axon=W)     (3) 
G8F6     <=>    N ** F6             (Nf6 ,  Axon=W)     (4) 
F3E5     <=>    N ** E5             (Nxe5 ,  Axon=W)     (5) 
D8E7     <=>    Q ** E7             (Qe7 ,  Axon=W)     (6) 
E5F3     <=>    N ** F3             (Nf3,  Axon=W)     (7) 
E7E4     <=>    Q ** E4             (Qxe4+ ,  Axon=W)     (8) 
F1E2     <=>    B ** E2             (Be2 ,  Axon=W)     (9) 
F8E7     <=>    B ** E7             (Be7 ,  Axon=W)     (10) 
B1C3     <=>    N ** C3             (Nc3 ,  Axon=W)     (11) 
E4B4     <=>    Q ** B4             (Qb4 ,  Axon=W)     (12) 
E1G1     <=>    K E1 G1             (O-O ,  Axon=W)     (13) 
D7D5     <=>    P ** D5             (d5 ,  Axon=W)     (14) 
D2D4     <=>    P ** D4             (d4 ,  Axon=W)     (15) 
E8G8     <=>    K E8 G8             (O-O ,  Axon=W)     (16) 
F1E1     <=>    R ** E1             (Re1 ,  Axon=W)     (17) 
B4B6     <=>    Q ** B6             (Qb6 ,  Axon=W)     (18) 
F3E5     <=>    N ** E5             (Ne5 ,  Axon=W)     (19) 
F8E8     <=>    R ** E8             (Re8 ,  Axon=W)     (20) 
E2D3     <=>    B ** D3             (Bd3 ,  Axon=W)     (21) 
B8D7     <=>    N B* D7             (Nbd7 ,  Axon=W)     (22) 
C3A4     <=>    N ** A4             (Na4 ,  Axon=W)     (23) 
    Procedure that transforms PGN to this middle-code is in 
fact  the lexical analyzer of PGN files. It is the integral part of 
OpenX procedure.  

 

A. Realization of the procedure of Machine Learning 

    In the third stage, based on the compressed list that is 
displayed, the algorithm performs the setting of the trees in 
the transposition base opening [22],[25]. The moves in the 
variants that Axon does not prefer, and those who lead to the 
lost game, are become weaker. In the case that the current 
depth of the opening in the base is not sufficient, program 
performs the synthesis of new nodes. In this way, the system 
itself works automatically, using the basic knowledge of the 
game against an opponent, learns and adjusts its own base, 
adapting it to the game of opponents [22],[26]. If in the 
second iteration the position repeats, now with knowledge of 
the position of  learned database, it could played better. The 
results of ELO rating increases by 50-70 ELO points. The 
described process can be represented by the following 
diagram (Fig.3.): 

 
 

Fig.3. The principle of automatic reinforcement strength program 
using a synthetic base opening system. 

 
    Therefore, the principle of the creation is fully automated, 
synthetic opening base becomes a new useful method which 
introduces the idea of automated learning in a very useful way 
in the field of computer chess.  

IV. CONCLUSION 

    The basic method of new approach in machine learning in 
the area of synthetic opening base is presented in this paper 
[22]. We concentrated on novel idea and presented requested 
forms and methods for its realization. Apart from represented 
basic method, OPENX program contains a few more methods 
of machine learning which are less inportant. One of the 
methods of incremental of the depth of evaluation of each 
node in the base.  
    By using of incorporated program AXON I the system is 
able to automatically verify the evaluation of each node in the 
base by increasing the depth of verification for 1 in each 
phase. The system performs this process by analysing of 
transpositional base of opening. The the importance  of this as 
well as other systems of automatical learning should be 
verified  particular. The principle of synthetic base of opening 
was tested and very successfully applied in practical and 
tournament practice. 
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Models of Inductive Reasoning 
Milos Ilic1 and Vladimir Stankovic2 

Abstract – This paper gives a review of the existing models of 
inductive reasoning. Inductive reasoning is related to drawing 
conclusions that are not certain or logically valid, but still likely. 
It is used to make likely but not certain predictions about how 
people will behave in new situations. The computational models 
considered in this paper describe the basics of inductive 
reasoning, they implement and present how the models work, 
and give their positive and negative sides. 
 

Keywords – Inductive reasoning, Similarity Effects, Typicality 
Effects, Bayesian Model, Computational modeling. 

 

I. INTRODUCTION 

The practical problem of induction goes from childhood 
and does not disappear with adolescence. Adults face it every 
day whenever they make any attempt to predict an uncertain 
outcome. Inductive inference is a fundamental part of 
everyday life, and for cognitive scientists, a fundamental 
phenomenon of human learning and reasoning in need of 
computational explanation. Inductive reasoning is potentially 
an extremely large topic, especially because it is often defined 
as reasoning about problems that do not involve perfectly 
certain conclusions [1]. The class of problems that have 
perfectly certain conclusions is much more circumscribed, for 
example, it could be defined in terms of a set of logical rules 
about what conclusions must follow from a given set of 
premises. In comparison, the set of problems for which 
inductive reasoning applies is potentially “everything else,” 
and that is indeed a large and varied set.  

The paper is organized as follows. In section II we will get 
to know the basic effects of data in human inductive 
reasoning. We will present the Similarity Effects, Typicality 
Effects and Diversity Effects. The computational models of 
human inductive reasoning, based on these effects, will be 
presented in section III. Here we will compare some of the 
computational models, and give references for modifications 
of some of the basic models. 

II. BASIC EFFECTS OF DATA IN HUMAN INDUCTIVE 
REASONING 

A. Similarity Effects 

The idea that similarity should guide inductive reasoning 
has a distinguished history. Some scientists argued that “what 

happens once, will, under a sufficient degree of similarity of 
circumstances, happen again.” For example [1] if you want to 
buy a CD for your friend, if you know that she likes 1960s 
albums by Rolling Stones and does not like Celine Dion, the 
most promising strategy is no doubt to buy her a CD by a 
similar 1960s band rather than by someone else who sings like 
Celine Dion. Some research has contributed to the study of 
induction by describing structural relations between similarity 
and induction in a detailed mathematical form .What is crucial 
about these studies is the assumption that inductive reasoning 
can be accounted for in terms of a single measure of similarity 
[2]. Although these studies were successful at modeling 
induction by using just one kind of similarity, they did not 
attempt to describe reasoning about more than one kind of 
property. In the next section we will present a mathematical 
model that successfully derives its predictions from similarity 
measures obtained from other subjects, again pointing to the 
role of overall similarity in inductive reasoning. 

 B. Typicality Effects 

This phenomenon is closely tied to categorization research, 
in particular the idea that not all category members are equal, 
but instead some are more prototypical than others [1]. 
Returning to the buying a CD problem, if your friend likes 
albums by Rolling Stones, a prototypical 1960s guitar-based 
rock band, there would seem to be a lot of similar 1960s bands 
to choose from. On the other hand, if you know that she likes 
albums by Moody Blues, a much less typical 1960s band that 
recorded with a symphony orchestra, it would seem harder to 
choose another 1960s band that she would like – she might 
only like rock bands that use classical music. There was an 
additional effect of typicality beyond what might be predicted 
based only on similarity. Intuitively, if a typical mammal, 
such as a horse, has a disease, then perhaps all mammals have 
it, that is, the property applies to the super-ordinate category. 
On the other hand, if mice have a disease, it might be 
restricted to a subcategory of mammals, such as rodents. In 
sum, the typicality effect is another robust phenomenon that 
must be addressed by the models of inductive reasoning. 

C. Diversity Effects 

The diversity effect is somewhat more elusive than 
similarity or typicality, but it, too, has a distinguished history. 
The diversity effect is also well illustrated in the example of 
buying a CD. If your friend actually likes both Rolling Stones 
and Celine Dion, then you might infer that she has broad 
tastes in music, and it would be safe to buy her one of many 
styles of music. On the other hand, if you know she likes 
Rolling Stones and The Who, another guitar-based 1960s 
band, you might infer that her musical tastes are fairly narrow 
after all, and you should not stray too far from similar bands. 
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Technology, Cirila i Metodija 1, 18400 Prokuplje, Serbia, E-mail: 
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2 Vladimir Stankovic is with the Faculty of Electronic Engineering 
at the University of Nis, Aleksandra Medvedeva 14, 18000 Nis, 
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III. COMPUTATIONAL MODELS 

A. Similarity-coverage model 

The similarity-coverage model (SCM) presented in [3] is 
perhaps the best known mathematical model of property 
induction. It predicts the strength of inductive arguments as a 
linear combination of two factors, the similarity of the 
conclusion to the premises and the extent to which the 
premises “cover” the smallest super-ordinate taxonomic 
category including both the premises and the conclusion [4]. 
For single-premise arguments, coverage more or less reduces 
to typicality, but for multiple-premise arguments, coverage 
gives something closer to a measure of diversity. Coverage is 
most easily explained with examples: 

Mice have property X.                                                       (1) 
----------------------------- 
All mammals have property X. 
 
Horses have property X.                                                    (2) 
---------------------------------- 
All mammals have property X. 
 
Hippos have property X.                                                    (3) 
Rhinos have property X. 
---------------------------------- 
All mammals have property X. 
For arguments (1) and (2), the lowest level super-ordinate 

that includes all the categories is mammal. Coverage is 
assessed in terms of the average similarity of the premise 
category to the members of the super-ordinate. To the extent 
that horses are more typical mammals than mice and therefore 
more similar to other kinds of mammals, argument (2) will 
have greater coverage than argument (1). This is how the 
model addresses typicality effects. When assessing similarity 
between members of the super-ordinate category and the 
multiple premises, only the maximum similarity for any one 
premise category is considered. So for argument (3), very 
large mammals tend to be similar to both hippos and rhinos, 
and small mammals tend not to be similar to hippos and 
rhinos. So including rhinos as a premise category does not add 
much information beyond just having hippos as a premise 
category alone. The model in [3] can be written out more 
formally, as shown in Eq. 1: 
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Here, α refers to the relative influence of the similarity 
component (ranging from 0 to 1) and (1−α) is the influence of 
the coverage component. This equation applies when there are 
n premise categories P and one conclusion category C. When 
the premise and conclusion categories are all at the same 
taxonomic level (e.g. robins, blue-jays; sparrows), then SIM 
returns the maximum of the pairwise similarities between 
each Pi and C. When the conclusion category is at a higher 
taxonomic level than the premise categories then SIM is 
applied recursively to known c that are members of C and 
averaged over these c. Generally speaking, this model 

addresses a wide variety of structural phenomena in inductive 
reasoning and is particularly impressive in how it puts 
together information from multiple premises, because of the 
powerful combination of similarity and coverage components. 
Although the model does incorporate some information about 
categories and similarity, it does not address background 
knowledge effects, such as the differential use of similarity 
and properties in [2], exceptions to diversity in [5], or, more 
generally, any use of causal knowledge or causal reasoning. 
Some new research, described in [16], uses this model. 

B. Feature-based model 

The feature-based model in [6] computes inductive strength 
as a normalized measure of feature overlap between the 
conclusion and the example categories. The author in [6] 
presents a quantitative comparison with the SCM: the results 
are not conclusive, but suggest that the model does not predict 
human judgments as accurately as the SCM. The model, 
however, predicts some qualitative phenomena that the SCM 
can not explain. More recently, authors in [7] have presented a 
feature-based approach to semantic cognition that uses a feed 
forward connectionist network with two hidden layers. This 
connectionist approach is more ambitious than any of the 
others we describe, and the authors apply their model to a 
diverse set of semantic phenomena. One of the applications is 
a property induction task where the model makes sensible 
qualitative predictions, but there has been no demonstration so 
far that the model provides good quantitative fits to human 
judgments. From our perspective, both feature-based models 
share the limitations of the SCM. Despite the range of 
applications in [7], it is not clear how either model can be 
extended to handle causal settings or other inductive contexts 
that draw on sophisticated domain knowledge. The models 
also include components that have been given no convincing 
justification. The model in [6] uses mathematical measure of 
feature overlap, but it is not clear why this should be the right 
measure to use. The authors in [7] provide no principled 
explanation for the architecture of their network or their 
strategy for computing the strength of inductive arguments, 
and their model appears to rely on several free parameters. 
The model relies on similarity effects since training and 
testing using similar input vectors will lead to strong outputs 
during testing. Input vectors and outputs are connected with 
an activation function witch is described in [1] as follows: 
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In this function n is a set of given premise categories p with 
a conclusion category C. W represents a vector corresponding 
to the already-trained weights in the network after the premise 
categories have been learned. C is a vector corresponding to 
the future representation of the conclusion category. The dot 
product between W and C is computed, yielding a value 
corresponding to the similarity between the premise categories 
and the conclusion category. For example [1] donkeys and 
mules would have many features in common, and there would 
be a fairly high, positive dot product between the two vectors. 
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On the other hand, donkeys and ostriches would have fewer 
features in common and would give a lower dot product, 
perhaps close to zero. Finally, the activation is scaled in the 
denominator, by the squared length of the vector C, essentially 
a measure of the number of known features of C. If C 
corresponds to a well-known category, such as dogs, it will be 
relatively difficult to draw a new conclusion. If C corresponds 
to a poorly known category, such as ocelots, it will be easier 
to draw new conclusions about the category. The model 
described in [6], like the model described in [3], can account 
for many structural phenomena in inductive reasoning, but it 
does not address background knowledge effects and does not 
use knowledge about properties, which guides towards the use 
of similarity or information about causality. 

C. Bayesian model 

According to the Bayesian model described in [1,8], 
evaluating an inductive argument is conceived of as learning 
about a property, in particular, learning for which categories 
the property is true or false. The Bayesian model treats the 
premise or premises in an inductive argument as evidence, 
which is used to revise beliefs about the prior hypotheses 
according to Bayes’ theorem. Once these beliefs have been 
revised, then the plausibility of the conclusion is estimated. 
The Bayes’ theorem is shown in Eq. 3. 
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In applying Bayes’ theorem in Eq. 3, the premise is treated 
as the data, D. The prior degree of belief in each hypothesis is 
indicated by P(Hi). The task is to estimate P(Hi | D), that is, 
the posterior degree of belief in each hypothesis given the 
data. The Bayesian model addresses many of the key 
phenomena in inductive reasoning. For example, the model 
predicts the similarity effect because novel properties would 
be assumed to follow the same distributions as familiar 
properties. The Bayesian model also addresses typicality 
effects under the assumption that according to prior beliefs, 
atypical categories would have a number of idiosyncratic 
features. In comparison, prior beliefs about typical categories 
would indicate that they have many features in common with 
other categories. The Bayesian model, unlike the previous, 
also addresses diversity effects with a rationale similar to that 
for typicality effects. This is good because if we take for 
example an argument with two similar premise categories, 
such as hippos and rhinos, this could bring a lot of 
idiosyncratic properties that are true just for large mammals. 
In a same way a novel property of hippos and rhinos might 
seem idiosyncratic as well. In contrast, an argument with two 
diverse premise categories, such as hippos and hamsters, 
could not bring to mind familiar idiosyncratic properties that 
are true of just these two animals. Instead, the prior 
hypotheses would be derived from known properties that are 
true for all mammals or all animals. In other way some of the 
authors in [8] showed that the Bayesian model addresses 
about the same range of structural phenomena in inductive 

reasoning as the similarity-coverage model and the feature-
based model. A modification of the Bayesian model is given 
in [4]. The framework in [4] adopts a Bayesian approach 
similar to [8], but emphasizes the importance of modeling the 
form and the origins of appropriate priors. This framework 
includes two components: a Bayesian engine for inductive 
inference, and a language for specifying relevant aspects of 
domain theories and using those theories to generate prior 
probability distributions for the Bayesian inference engine. 
The Bayesian engine reflects domain-general norms of 
rational statistical inference and remains the same regardless 
of the inductive context. Different domain theories may be 
appropriate in different inductive contexts, but they can often 
be formalized as instances of a single unifying scheme: a 
probabilistic process, such as diffusion, drift or transmission, 
defined over a structured representation of the relevant 
relations between categories, such as taxonomic or ecological 
relations. More about this framework can be found in [4]. 

D. Models based on support vector machine 

These models deal with one kind of inductive reasoning 
argument such as: 

The person likes wine. 
The person doesn’t like beer. 
---------------------------------------  
The person likes champagne. 
In this type of argument, its strength depends mainly on the 

entities in each sentence since these sentences share the same 
basic predicate. The study in [9] examines the impact of risk 
contexts on inductive reasoning. The previous models 
discussed the context-dependency of inductive reasoning 
argument and they have only addressed the issue with 
identical entity sets and by changing the predicate. They claim 
that the information required for similarity computation 
differs for different predicates, that is, different semantic 
contexts. This model however, reports that identical 
arguments are rated differently in different situational 
contexts. Findings from this model indicate that people 
modify the same similarity information necessary to rate 
argument strengths according to the given situational context, 
which results in different ratings. Inductive reasoning in risk 
contexts is best explained by a category-based model based on 
a Support Vector Machine (SVM) which adjusts the 
similarities for positive premise entities, negative premise 
entities, and conclusion entities. The processes of inductive 
reasoning addressed in this study are assumed to involve a 
kind of similarity-based temporal categorization that utilizes 
stable semantic knowledge. For example, the temporal 
category that “Mr. A likes” can be formed from positive and 
negative premise entities (e. g. “Mr. A likes steak”, “Mr. A 
doesn’t like Japanese noodle” → “steak” and “Japanese 
noodle”) and applied in making estimations about the 
likelihood of the conclusions (e. g., “Mr. A likes pork → 
highly likely) based on the similarity of “pork” with “steak” 
and the dissimilarity with “Japanese noodle”. This model is 
based on three assumptions [10]: internal representation 
assumptions, retrieval assumptions, and response selection 
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assumptions. The internal representation assumption explains 
the way in which the stimuli and the contrasting categories are 
represented. The entities of premises and conclusions are 
assumed to be prototypes in a knowledge space. The retrieval 
assumption provides a description of the information that 
must be collected before a response can be made. In this 
model the similarities between the premise and conclusion 
entities are described by a nonlinear function of simple 
Euclidean distances. Kernel functions are assumed to be the 
nonlinear similarity functions between the premise and the 
conclusion entities. Thus, these proposed models show that 
people can temporally discriminate natural language concepts 
within a complex semantic structure according to various 
combinations of positive and negative premise entities. More 
about this can be found in [11]. The response selection 
assumption provides a description about how people select a 
response after all the relevant information has been collected. 
In this model, participants’ responses are assumed to be 
influenced by the desire to optimize response utility, that is, to 
choose a response that might not lead to score decreases. 
Since score decreases might cause the low evaluation of the 
participants’ ability, people try to avoid such a score 
decreasing risk by adjusting the relevant information collected 
for the task response. The response decision is assumed to be 
based on similarity estimations which are themselves biased 
by “situational” contexts that lead to the participant’s risk 
aversion strategies. Two kinds of models based on SVM are 
proposed in [9,12]. The first model processes feature-based 
representations, while the other processes category-based 
representations. The likelihood of a conclusion including 
entity is represented by the following discrimination function 
constructed from an SVM, based on Gaussian kernel 
functions: 
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Depending on which model is used, dj+ and dj−  have 
different representations. In feature-based version of models 
these parameters are functions for word distance based on the 
feature words [13,14]. These words are denoted with Ak. In the 
category-based version of models these are word-distance 
functions based on the latent classes (Ck). In these models the 
mechanism underlying the risk context effects in inductive 
reasoning is explained by similarity adjustment based on risk 
aversion strategies toward social evaluation context. SVM was 
also used in [15], where we can find an extended use of the 
induction models based on SVM. 

IV. CONCLUSION 

In this paper we gave a review of the basic models of 
inductive reasoning. The effects of data in human inductive 
reasoning, presented in the paper, present a key element of all 
the models of inductive reasoning. These effects connect the 

psychology of human reasoning and the computational models 
for inductive reasoning. All models in this paper are based on 
some effect or on multiple effects, and that was the reason we 
included exactly those models. Some of the models present a 
basis for more complex research in this field, and may be used 
like a good start for gaining new, upgraded models. In that 
sense a possible continuation of this work might be a 
computer implementation of some of the considered models 
of inductive reasoning. 

REFERENCES 

[1] R. Sun, “The Cambridge Handbook of Computational 
Psychology,” Cambridge University Press, New York, 2008. 

[2] M. Weber, D. Osherson, “Category-based induction from 
similarity of neural activation,” Cognitive, Affective, & 
Behavioral Neuroscience, Volume 14, Issue 1, pp 24-36, 2014. 

[3] K.  Holyoak, H. Seung Lee, H. Lu, “Analogical and Category-
Based Inference: A Theoretical Integration With Bayesian 
Causal Models,” Journal of Experimental Psychology: General, 
Vol. 139, No. 4, pp.702–727, 2010. 

[4] J. Tenenbaum, C. Kemp, P. Shafto, “Theory-based Bayesian 
models of inductive reasoning,” Massachusetts Institute of 
Technology. 

[5] L. Medin, D. Coley, G. Storms, K. Hayes, “A relevance theory 
of induction,” Psychonomic Bulletin & Review, 10, pp. 517–
532, 2003. 

[6] O. Griffiths, B. Hayes, B. Newell, “Feature-based versus 
category-based induction with uncertain Categories,” Journal of 
Experimental Psychology, Vol. 38 Issue 3, p576, 2012. 

[7] T. Rogers, L. McClelland, “Semantic cognition: A parallel 
distributed processing approach,” Cambridge, MA:MIT Press, 
2004. 

[8] J. Tenenbaum, T. Griffiths, C. Kemp, “Theory-based Bayesian 
models of inductive learning and reasoning,” TRENDS in 
Cognitive Sciences, Volume 10 No.7, pp. 309-318, 2006. 

[9] K. Sakamoto, M. Nakagawa, “Risk Context Effects in Inductive 
Reasoning: An Experimental and Computational Modeling 
Study,” Tokyo Institute of Technology, 2-21-1 Ookayama, 
Meguroku, Tokyo, Japan,  pp. 425-438, 2007. 

[10] G. Ashby, T. Maddox, “Relations between prototype, exemplar, 
and decision bound models of categorization,” Journal of 
Mathematical Psychology 37, pp. 372–400, 1993. 

[11] K. Sakamoto, M. Nakagawa, “The Effects of negative premise 
on Inductive reasoning: A psychological experiment and 
computational modeling study,” Proceedings of the Twenty-
Eighth Annual Conference of the Cognitive Science Society, pp. 
2081–2086, 2006. 

[12] B. Hayes, K. Fritz, E. Heit, “The relationship between memory 
and inductive reasoning: Does it develop?,” Developmental 
Psychology, Volume 49, Num 5, pp.848-860, 2013. 

[13] D. Ifenthaler, N. Seel, “Model-based reasoning,” Computers & 
Education An International Journal, Volume 64, pp. 131–142, 
May 2013. 

[14] B. Hayes, E. Heit, “How similar are recognition memory and 
inductive reasoning?” Memory & Cognition, Volume 41, Issue 
5, pp. 781-795,2013 

[15] A. Bharadwaj, S. Minz, “Inductive-Analytical Learning based 
Stepwise Support Vector Machine (SVM) Model,” International 
Journal of Soft Computing and Engineering (IJSCE), Volume 4, 
Issue-ICCIN-2K14, 2014. 

[16] D. Heussen, W. Voorspoels, G. Storms, “Can similarity-based 
models of induction handle negative evidence?,” Cognitive 
Science Society, pp. 2033—2038, 2010. 

60 



 

Prediction of the Stock Market Trend Using LS-SVMs 
Based on Technical Indicators  

Ivana Marković1, Jelena Stanković2, Miloš Stojanović3 and Miloš Božić4 

Abstract – The paper proposes a trend prediction model for 
the BELEX15 stock market index using the Least Squares 
Support Vector Machines (LS-SVMs) for classification. The 
feature selection was based on the analysis of technical 
indicators. The test results indicate that the suggested model is 
suitable for short-term prediction of changes in the stock market 
trend index. 
 

Key words – Stock market trend prediction; The least squares 
support vector machines (LS-SVMs); Classification. 

 

I. INTRODUCTION 

Mining the stock market tendency is a challenging task, 
taking into consideration the fact that the financial market is a 
complex, evolving and dynamic system whose behavior is 
pronouncedly non-linear [1].  

Predicting the direction of the movement of the price of 
financial instruments is a current area in academic research 
where the algorithms for machine learning have proven to be 
quite effective. In [2] it was indicated that the Least Squares 
Support Vector Machines (LS-SVMs), and SVMs - Support 
Vector Machines outperform other machine learning methods, 
since in theory they do not require any previous a priori 
assumptions regarding data properties. Moreover, they 
guarantee the global optimal solution. Although some 
researchers have suggested that there is evidence that stock 
prices are not purely random, the general consensus still is 
that their behavior is approximately close to the random walk 
process. Degrees of accuracy of an approximate 60% hit rate 
in predictions are often considered satisfactory results for 
stock market trend prediction. [3]  

The value of the Belex15 index determines the price of the 
most liquid stocks which are traded on the regulated market of 
the Belgrade Stock Exchange. The index is not itself a trading 
commodity, its role is to measure the changes in the price of 
the stock which is being traded using the continuous trading 
method and which previously satisfied the criteria for 
participating in the index basket. 

According to [4] one of the most widely adopted economic 
methods for trend prediction applied at world stock markets is 
a technical analysis. Considering the fact that the basic 
assumption of the technical analysis is that the market 
discounts all the relevant information, the aim of the technical 
analysis is to use an analysis of price movement and the 
volume of trading in securities to create a basis for the 
prediction of future price changes of financial instruments. 
The key role in the prediction of the price trend is played by 
technical indicators, which can be divided into the following 
groups: trending indicators, volume indicators and oscillators. 
Trending indicators identify and monitor the securities trends, 
while the Volume indicators are based on the change in the 
volume of trading in securities and complete the information 
which is offered by the trending indicators in forming trading 
strategies. Oscillating indicators or oscillators are the leading 
indicators which generate early warning signals of changes in 
the securities trend and determine the strength of the current 
trend, as well as the moment when a change in the trend 
occurs.  

In this study the trending indicators and oscillators will be 
used as prediction features in forming the LS-SVM model for 
predicting the value trend of the Belex15 index. The study 
included only those predictive features for which strong 
evidence of a causal relationship with return series could be 
determined. Furthermore, the study also included the 
statistically determined lagged returns as input features. The 
problem of predicting the direction of the change in value of 
the stock index is then modeled as a problem of a binary 
classification. The proposed model represents an improvement 
of the model outlined in [5]. 

The rest of the study is organized as follows: the second 
part of the paper presents the theoretical basis of the LS–SVM 
method of binary classification. The third section describes 
the proposed prediction model, while the results of the testing 
are shown in section four. In section five some of the 
conclusions and ideas for further research are presented.  

II. THE BASIC THEORY OF LEAST SQUARES 
SUPPORT VECTOR MACHINES FOR BINARY 

CLASSIFICATION 

The Least Squares Support Vector Machines, proposed by 
Suykens in [6], includes a set of linear equations which are 
solved instead of a Quadratic Programming (QP) for classical 
SVMs. Therefore, LS-SVMs are more time-efficient than 
standard SVMs. 

Let’s study a training group of a total of N examples T= 
{xi,yi} 1

N
i=

. In the learning phase, the model is formed based on 
the known training data (x1, y1), (x2, y2), …, (xN, yN), where xi 
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are the input vectors, and yi are the labels of binary classes 
that were assigned to them. Each input vector consists of 
numeric features, while yi ∈ {−1,+1}.  

According to [6] LS-SVMs for binary classification were 
defined as follows:  

 ∑
=

+=
N

k
k

T
LSebw

eCwwebwJ
1

2
2
1

2
1

,,
),,(min  (1)    

with the equality conditions:
  

 
Nkebxwy kk

T
k ,...,1,1])([ =−=+ϕ  (2)  

where ϕ  is a non-linear function that maps input vectors in 
some higher dimensional feature space. The weight vector of 
the hyper plane is marked by a w, while b is the scalar shift, 
that is, weight threshold. The variable ek represents the 
allowed errors of classification, while the parameter C 
controls the process, that is, the relationship between the 
complexity of the model and the accepted error of 
classification. After solving the optimization problem defined 
by (1) and (2), a solution can be found in [6], the function of 
the separation of LS-SVM classifications is defined as:  
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where kα  represent the support vectors (Lagrange 

multipliers), and b is a constant. ( , )kK x x  represents the 
Kernel function, which is defined by the scalar product 
between x and xk. In this study, the RBF kernel was used, 
defined by:  
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When training the LS-SVM model it is necessary to 
determine the value of parameter C, as well as the parameters 
of the selected kernel, in this case the width σ. One of the ways 
to determine these parameters is the k fold Cross – Validation 
procedure in combination with a Grid – Search. More about 
parameter selection techniques can be found in [7].  

III. FEATURE SELECTION 

The selection of input features is crucial for defining an 
accurate prediction model. An arbitrary application of a large 
number of explanatory features to LS-SVMs could lead to low 
prediction accuracy. Carefully monitoring data on the other 
hand would lead to higher method accuracy. This process is of 
great importance but there is no general rule that can be 
followed. Table I shows selected list of the technical indicator 
based on their frequent use in the literature [1-4].  

 

 

TABLE I 
THE LIST OF TECHNICAL INDICATORS 

Indicators Formula 
Closing price  CPt, t= 1,2, ... N 
Lowest price  LPN-Lowest price in the past N days 
Highest price HPN-Highest price in the past 

Ndays 
Logarithmic return rt=logCPt – logCPt-1 
Trend indicators 
Moving Average  ∑=

=
t

i tCPNMA
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Exponential 
Moving Average 
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Moving Average 
Convergence 
Divergence 

MACDt = EMA12 –EMA 26 
Signal Line = Simple 9-day moving 
average of MACD 

Momentum  MoMt=CPt /CPt-n ,  
Rate of Change ROCt=((CPt-CPt-n)/CPt-n)*100,  
Stochastic 
Oscillator 

%K =100*((C−LP14)/(HP14 − LP14)) 
%D = average of the last three %K  

 
Different technical indicators are analyzed, and the most 

suitable ones are chosen for the model. First, because the 
response variable predict the stock market trend (either an 
increase or decrease), the explanatory features need to 
measure changes as well. In effect, observing feature changes 
over time is more significant for prediction than the absolute 
value of each feature. 

Second, it is necessary to evaluate the level of importance 
of each individual indicator. Feature evaluation is used to 
measure the relative importance and weights of stock 
indicators. The sensitivity analysis is the process which 
determines whether an input variable influences the output of 
the method or not. There are several ways to determine this, 
but basically the input variable can be omitted if there are no 
noticeable changes between running the model with and 
without it. 

Trend indicators. On the basis of the aforementioned 
criteria, from the group of trend indicators, the EMA was 
selected. It assigns greater significance to the more recent 
changes in prices and enables the calculation of an almost 
infinite number of steps (for example EMA150, EMA250) 
which additionally recommends it for modeling time series. 
The EMA can smooth the price data and filters out the noise. 
In [5] it was shown that the analysis of the value trend of the 
stock index and securities over shorter intervals (5 to 25 days) 
results in indicators which appropriately measure the 
sensitivity of the change in value, and thus the selected period 
for calculating the EMA transformation was the previous 10 
days. 
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Oscillating indicators. In the group of technical indicators 
of oscillations which are usually used to create predictive 
models according to [8] MACD and RVI, give better results in 
optimizing the investment strategies on emerging markets. 
The analysis of sensitivity has confirmed that the MACD has 
a greater significance, and it will thus be used in this study. As 
was shown in Table I, MACD is obtained through a 
combination of three movement averages. The standard 
combination of movement averages which determine the 
MACD is 12-26-9, where the first line is obtained as the 
difference between the 12-period EMA and 26-period EMA, 
and the other line, which represents the signal line, 
approximates a 9-period EMA of the first line. Figure 1 shows 
the modeling of the time series using the MACD indicators. It 
can clearly be seen that the abovementioned transformation 
contributes to the stationarity of the series, which additionally 
increases the effectiveness of the algorithm of machine 
learning.  

Fig. 1. The relation between the MACD and the stock price 
 
Time series characteristics. Taking into consideration the 

time series recency effect in building time series models, that 
is, that using data in time closer to the forecasted data 
produces better models, a statistical analysis of the 
autocorrelations was carried out on logarithmic returns so as 
to determine which variables have the strongest influence on 
the prediction of trends of change in the value of the index. 
The obtained values of the autocorrelation coefficients 
indicate that the values of the autocorrelation function 
decrease significantly during the first three steps and that the 
first and second previous value of the logarithmic return 
prevail. That is why the values of the logarithmic returns were 
added for the first and second previous value.  

Trend modeling: The variable to be predicted are the 
future trends of the stock market. The attribute which serves 
as a label for the class is a categorical variable used to indicate 
the movement direction of the Belex15 index over time t. If 
the logarithmic return over time t is larger than zero, the 
indicator is 1. Otherwise, the indicator is −1. The continuously 
compounded rate of return (rt) is computed as shown in Table 
I. Figure 2 shows the changes in trend in the period between 
January and March 2013.  

Fig. 2. Trend fluctuations 
 
It can be determined that in reality the market price trend 

does not constantly follow a straight line; it is volatile, and the 
line fluctuates up and down repeatedly. On the basis of 
pervious analysis the following prediction model was created:  

 ),,,( 111021 −−−−−= ttttt MACDEMArrSVMLSy  (5)  

The model was formed based on four input features and the 
original data are scaled using min-max normalization: 
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where min F and max F are the minimum and maximum 
values of the feature F and fi is the variable in the ith row. In 
order to form the model, LS-SVMlab [9] was used.  

IV. EXPERIMENTAL RESULTS 

The study relied on data taken from the website of the 
Belgrade Stock Exchange (www.belex.rs). The available data 
were divided into two groups. The first group consisted of 
1811 records required for the training model, from October 
26, 2005 to December 31, 2012. For the second group of data, 
from January 3, 2013 to October 1, 2013, a total of 187 days 
of trading were selected.  

As a general measure for the evaluation of the prediction 
effect it is used the Hit Ratio (HR) which was calculated on 
the basis of the number of properly classified results within 
the test group:  
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Where PO is the prediction output of the i trading day, AVi 
is the actual value for the i training day and PIi is the 
predicted value for the i trading day and m is the number of 
data in the test group [10].  

Table II represents the hit-rate of the proposed model based 
on temporal sequences which correspond the real frameworks 
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of trading on the Belgrade stock exchange, the weekly, 
biweekly, monthly and quarter work regime The table also 
shows the results obtained using the random walk model 
(RW) as a benchmark. The RW uses the current value to 
predict the future value, assuming that the latter in the 
following period (yt+1) will be equal to the current value (yt).  

TABLE II 
A COMPARISON OF THE MODELS 

Time sequence RW LS-SVM 
0-5 0.6000 0.6000 
0-10 0.8000 0.8000 
0-20 0.7000 0.7000 
0-40 0.6000 0.6500 
0-60 0.6000 0.6500 
0-80 0.6125 0.6375 
0-100 0.6100 0.6600 
0-120 0.6083 0.6750 
0-140 0.5714 0.6500 
0-160 0.5438 0.6063 
0-180 0.5389 0.6000 
0-187 0.5348 0.5829 

 
It can be noted that in the first trading month, the rate of the 

hits is identical for both models, which is in favor of the 
previously noted strong correlation in the available data series. 
The longer the time period, the more dominant the prediction 
based on LS-SVMs.  

The hit rate of the proposed predictor at the level of the 
entire set of the group is 0.5828 and represents an increase of 
approximately 2% in comparison to the model proposed in [5] 
which did not include the selection of technical indicators of 
oscillations. The number of days follows an increasing trend 
in the training set is 886, while in the decreasing trend it is 
939. The ratio of increasing/ decreasing trading days in the 
training and test data set is approximately the same. At the 
level of the test group the hit rate in records with an increasing 
change in trend is 0.591 (58/98), while the hit rate in the days 
with a decreasing change in the trend is 0.573 (51/87). The 
calculated hit rates in the borderline cases remain within the 
range of the previously defined values of the predictors and 
indicate their stable characteristics.  

The obtained values of the hit rates are within the expected 
range of precision and are comparable to the results obtained 
in other studies [1], [3], [10].  

The computation speed for model training and the time 
needed to obtain the predictions is approximately 100 
seconds, thus the model is able to provide a response to the 
dynamic changes in the stock market movements.  

V. CONCLUSION 

Most studies in this field deal with the prediction of market 
indices and the price of financial instruments on developed 
markets. It is important to note that the studied prediction rate 
of the price index in this study belongs to the emerging market 

of the Republic of Serbia, and that it led to competitive 
results.  

In the remainder of the paper we could define several 
directions of study which could lead to an improvement in the 
model precision. The first could be to adjust the model 
parameters by means of a more sensitive and comprehensive 
parameter setting. In the second, based on technical indicators, 
further studies could offer an improvement through the 
introduction of macroeconomic indicators, including foreign 
exchange rates. In addition, there is the possibility of 
designing a hybrid prediction model, where the outputs from 
more models would be combined in a final model 

Since the prediction of the movement of stock market 
indices plays an important role in the development of effective 
market trading strategies, it is important to point out that every 
increase in precision is considered an exceptional contribution 
since it leads to an increase in the return and the decrease in 
the risk involved in trading. Finally, it would be beneficial to 
test the proposed model for profitability using the currently 
available tools and trading strategies in economic sciences.  

REFERENCES 

[1] W. Huang; Y. Nakamori and SY. Wang, “Forecasting stock 
market movement direction with support vector machine,” 
Computers & Operations Research vol. 32, no. 10, pp. 2513–
2522, 2005. 

[2] O. Phichhang and H. Wang, “Prediction of Stock Market Index 
Movement by Ten Data Mining Techniques” Modern Applied 
Science, vol. 3, no. 12, pp. 28-42, 2009.  

[3] S. Lahmiri, “A Comparison of PNN and SVM for Stock Market 
Trend Prediction using Economic and Technical Information”, 
International Journal of Computer Applications, vol. 29, no.3, 
2011. 

[4] V. Chsherbakov, „ Efficiency of Use of Technical Analysis: 
Evidences from Russian Stock Market”, Ekonomika a 
management , vol. 4, 2010. 

[5] I. Marković, J. Stanković, M. Stojanović. M. Božić, 
“Predviđanje promene trenda vrednosti berzanskog indeksa 
Belex15 pomoću LS-SVM klasifikatora”, simpozijum 
INFOTEH Jahorina 2014 

[6] J. Suykens and J. Vandewalle, “Least Squares Support Vector 
Machines”, Neural processing letters, vol. 9, no. 3, pp. 293-300, 
1999. 

[7] M. Božić, Z. Stajić, M. Stojanović, “Kratkoročno predviđanje 
električnog opterećenja primenom metoda podržavajućih 
vektora”, Infoteh Jahorina, vol. 10, pp. 326-329, 2010. 

[8] D. Eric, G. Andjelic, S. Redzepagic, “Application of MACD 
and RVI indicators as functions of investment strategy 
optimization on the financial market”, Proceedings of the 
Faculty of Economics of Rijeka, vol.27, no. 1, pp. 171-196, 
2009. 

[9] K. De Brabanter, P. Karsmakers, F. Ojeda, C. Alzate, J. De 
Brabanter, K. Pelckmans, B. De Moor, J. Vandewalle, J.A.K. 
Suykens “LS-SVMlab Toolbox User’s Guide”, ESAT-SISTA 
Technical Report 10-146, 2011, 
http://www.esat.kuleuven.be/sista/lssvmlab/ 

[10] L. Yuling, H. Guo and J. Hu, “An SVM-based Approach for 
Stock Market Trend Prediction”, Neural Networks (IJCNN), 
IEEE Press, pp. 1-7, 2013. 

64 

http://www.esat.kuleuven.be/sista/lssvmlab/


 
 
 
 
 
 
 
 
 

Session CIT I: 
 
 

 
 
 
 

COMPUTER SYSTEMS AND 
INTERNET TECHNOLOGIES I 



 



 

Evaluation of Application Level Mechanism for Reliable 
Smart Objects Communications  

Ivaylo Atanasov1, Martin Ivanov2, Evelina Pencheva1 

Abstract – In this paper an application level mechanism for 
reliable message transfer in communications between smart 
objects in internet is proposed. The mechanism is based on 
transaction processing. Analytical relationships are derived and 
the performance of transaction processing is evaluated. 
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I. INTRODUCTION 

Smart objects are able to communicate with the physical 
world by performing limited forms of computations as well as 
to communicate with the outside world and other smart 
objects [1]. Communications between smart objects in web 
are conceptualized in the term “Internet of things” (IoT) [2]. 
The usage of Internet protocols for interconnecting smart 
objects is driven by the challenges of smart object networks 
[3]. 

Interoperability is an essential requirement for the smart 
object networks and it suits very well to the Internet protocols, 
which run over link layers with different characteristics. The 
Internet Protocol (IP) provides interoperability with existing 
networks, applications, and protocols, and consequently, the 
IP-enabled smart objects can interoperate with large number 
of servers, computers, and devices. 

It is expected for the smart objects networks to evolve in 
time, allowing future applications to take full advantage of the 
technology. The Internet architecture allows application layer 
protocols to evolve independently of the underlying network 
protocols.  

Smart objects may use different wireless and wired 
communication technologies. Because of its layered 
architecture IP allows diversity of communication 
technologies [4]. 

As a pervasive technology, smart objects networks need to 
feature scalability and the Internet architectures have been 
proven regarding scalability. 

For smart object there is not standard transport protocol. IP-
enabled smart objects may communicate with other systems 
and devices that run IP, making use of different transport 
protocols.  

For smart objects networks Transmission Control Protocol 
(TCP) provides reliable transport and thus reducing the 

application complexity. TCP is a complex protocol and has 
performance problems for high throughput data. If high 
throughput requirements are not important for smart object, 
some of the TCP mechanisms such as sliding window 
algorithm and congestion control are not necessary. TCP 
headers are large, but a compression may be used. Many TCP 
solutions for smart objects are designed for resource 
constraints, such as the delayed ACK mechanism.   

User Datagram Protocol (UDP) provides a best-effort 
datagram delivery service i.e. the underlying IP network does 
its best to deliver the datagrams, but there is no guarantee that 
the datagrams are delivered at the destination. UDP has a very 
low overhead for both header size and protocol logic. This 
means that both the packet transmission and reception 
consume less energy which is in favor of the application layer 
data. UDP is well suited to traffic with low reliability 
demands, e.g. for smart objects that report data periodically 
within a system for home automation or eco monitoring. Since 
data are sent periodically, a casual packet lost is not critical as 
the new reading will be sent soon enough anyway.  

For smart objects, any of UDP or TCP may be used and the 
application requirements determine the choice of transport 
protocol [5], [6].  

In this paper, we present a simple application level 
mechanism for reliable smart objects communication that is 
based on transaction. The application protocol consists of 
application logic and transaction processing functionality. The 
transaction processing provides reliable message transfer by 
the use of retransmissions. We derive analytical dependences 
and evaluate the proposed mechanism performance. 

II. APPLICATION LEVEL MECHANISM FOR 
TRANSACTION PROCESSING 

The application logic may be described as a set of fairly 
independent processes with a loosely coupling between them. 
The processes communicate by exchange of messages. Any 
exchange of messages is organized in requests and responses. 
A request with all the responses associated with it forms a 
transaction. In the transaction-oriented approach, protocol 
requests flow from clients to a server, and the responses flow 
the opposite way. The reliable transmission of protocol 
messages within the transaction is provides by a 
retransmission mechanism. The transaction processing filters 
retransmissions in the receiving end in order to prevent the 
application logic from multiple message receptions.  

The transactions implement a two-way handshake. 
Requests are retransmitted by the client transactions at 
specified intervals (Timer Tre-req) if a response has not been 
received. The duration of the whole transaction is limited 
(Timer Treq). The server transaction will retransmit responses 
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if a new request arrives. Once a response has been sent by the 
server transaction, it will still wait for server transaction timer 
Tre-res expiry to see if it receives a new retransmission of the 
request, which would indicate that the response has not 
arrived successfully. When the client transactions receives a 
response it terminates any additional response retransmissions 
related to the request are disgarded. There are two queues at 
the client transaction side: Requestqueue is used to store the 
requests, and Timerqueue is used to store the retransmission 
timers. 

Fig. 1 shows the queuing dynamics of the client transaction. 
The application logic sends original requests which are 
forwarded to Requestqueue. At the same time, the client 
transaction starts the timer Treq which limits the duration of 
the whole transaction. The request retransmission timer Tre-req 
is also set. If no response is received and the timer Tre-req 
expires, then the client transaction retransmits the request and 
fires the timer Tre-req again. If a response is received, the client 
transaction resets both timers Treq and Tre-req, forwards the 
response to the application logic.  
 

  
 

Fig. 1. Queuing dynamics at the client transaction 
 

Fig.2 shows the queuing dynamics at the server transaction. 
A received request is forwarded to the application logic. A 
response sent by the application logic is put into the response 
queue (Responsequeue) for transmission to the client side. If a 
retransmitted request is received, the respective response is 
put into the Responsequeue for retransmission. 

 

 
 

Fig. 2. Queuing dynamics at the server transaction 

III. PROBABILISTIC TRANSACTION EVALUATION  

Successful transaction is the transaction for which both the 
request and the response have arrived successfully.  

Fig.3 shows the trellis diagram of the transaction states 
where Ploss is the probability of message loss (request or 
response). In Fig.3, S0 is the initial state and the state S3 
corresponds to the case where two consecutive request 
transmissions failed, and the third one leads to a successful 
response. 

 
 

Fig. 3. Trellis diagram of transaction states limited to 3 requests 
transmissions 
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Fig. 4. Probability of successful transactions with just k request 
transmissions as a function of probability of message loss 

 
Fig.5 shows the dependence of the probability of successful 

client transaction as a function of the probability of the loss of 
messages. In the figure, case (a), (b) and (c) correspond to the 
values of N = 5, 4, 3 in (2), case (d) and (e) show the 
difference in the probability of a successful transaction, 
respectively, for N = 5 and 43, and for N = 4 and 3.  

Fig.5 highlights the values of probability of successful 
transaction for message loss probability of 0.3, respectively 
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Fig. 5. Dependence of the overall probability of a successful 
transaction as a function of probability of message loss 

 
Accordingly, the difference between the probabilities for 5 

and 4 requests transmissions is 0.03331, and the difference 
between the probabilities for 4 and 3 requests transmissions is 
0.05032. 

One of the parameters to assess the effectiveness of the 
proposed mechanism for transaction processing, is its latency. 

Let d denotes the delay in message transmission (request or 
response). If the first request transmission is unsuccessful, the 
request is retransmitted after expiry of timer T1. If the k -th 
request transmission is unsuccessful, the request is 
retransmitted after expiry of timer Tk. 

The delay introduced to reach a state of successful 
transactions with k request transmissions is: 
 kк Td += .2δ  .  (3) 

If the retransmission timer has a constant value of T, then 
 ТкTk ).1( −=  .  (4) 
and the delay introduced to reach a state of successful 
transactions with k number of request transmissions is: 
 Tкdк )1(.2 −+=δ  .  (5) 

The probability estimation of the average latency of 
successful transaction in exactly k requests transmissions is 
expressed as follows: 
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Let fix the delay in the network d = 50 ms, and the value of 
the retransmission timer is T = 800 ms. 

The family of curves for k = 1.. 6, shown in Fig.6, present 
the probability estimation of the average latency of successful 
transaction in exactly k requests transmissions. 

 

 
 
 
The family of curves for N = 4 ..7, shown in Fig.7, present 

the probability estimation of the average latency of successful 
transaction where possible request transmissions in a 
transaction are N and the value of the request retransmission 
timer is constant.  

The family of curves, shown in Fig.8, present the 
probability estimation of the average latency of successful 
transaction, where N = 4 and the value of the retransmission 
timer T varies from 300 ms to 800 ms. 

 

. 
 
 
 

 
If the request retransmissions take place due to congestion 

in the network, then it makes sense for the request 
retransmission timer to increase at each retransmission. 

In case of network congestion, the increase of the 
retransmission timer value for each subsequent retransmission 
would increase the probability of a successful transaction.  

Let us denote by I(s) a function that has value 1 if s is true, 
or the value 0 otherwise. If the value of the request 
retransmission timer T doubles with each successive request 
retransmission, then the probability estimation of the latency 
of successful transaction with N possible transmission of the 
requests is: 

 

(а) )5,(
loss

P
T

P  

(b) )4,(
loss

P
T

P  

(c) )3,(
loss

P
T

P  

(d) )5,(
loss

P
T

P -

)4(PP  

 
 

 

loss
P  

 

),( N
loss

P
T

P  

),,( TdPlossк∆  

k=1 

k=2 k=3 k=4 
k=5 k=6 

loss
P  

 
 

Fig. 6. Probability estimation of the average latency of 
successful transaction for exactly k requests 

transmissions (d = 50 ms, T = 800 ms) 
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The value of the request retransmission timer can be 
limited. The smaller upper threshold of the retransmission 
timer leads to transaction behavior that resembles the constant 
value of the retransmission timer. The bigger upper threshold 
of the retransmission timer leads to transaction behavior that 
is similar to the behavior of non-limited value of the 
retransmission timer. 

Let us denote by L the maximum value of the request 
retransmission timer. Then ),,( LTkΦ  represents a function 
defined in the following manner: 

                          0 , where 1≤k  
  ),,( LTkΦ =   kT 2. , where k is such that LТ k ≤2.         (9) 
                          L, otherwise. 

Then the probability estimation of successful transaction 
latency with a doubling of the retransmission timer for any 
subsequent transmission up to a maximum value L is given by 
the following: 
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Fig.9 and Fig.10 show a comparison of the probability 
estimation of the successful transaction latency for the case of 
a constant value of the retransmission timer for the query (a), 
the case of a exponential increase of the retransmission timer 
value without limitation on the maximum value (b), and the 
case (c) with maximum value of upper requests retransmission 
timer L respectively of 1500 ms and 3000 ms. In the figures, 
the fixed number of request retransmissions N is 6. 

IV. CONCLUSION 

In this paper an application level mechanism for reliable 
message transfer in internet-based communications between 
smart objects is proposed. The mechanism is based on 

transactions and its performance is evaluated. The results 
show that when determining the threshold for the maximum 
value of the request retransmission timer, a compromise 
between a shorter duration of successful transaction with a 
focus on request retransmissions in fixed intervals and greater 
probability of successful transaction with exponential increase 
of time for request retransmission might be sought. 
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An Approach to Design Web Services for Remote Entity 
Management 
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Abstract – In this paper an approach to design web services for 
device management in Machine-to-Machine applications is 
studied. Based on the requirements analysis, functional 
abstraction for fault and performance management, and 
configuration management is synthesized. Typical use case 
scenarios are modeled and web service interfaces are described. 
 

Keywords – Machine-to-Machine communications, Service 
Oriented Architecture, fault and performance management, 
configuration management 
 

I. INTRODUCTION 

Machine-to-Machine (M2M) communications connecting 
smart objects using Internet Protocols proved to be the next 
successful step in Internet evolution.  With the growth of 
M2M devices, it is expected that the M2M communications 
will change the network traffic profile in near future [1]. 

Remote entity management encompasses complex 
operations that are quite orthogonal to the M2M application 
business logic [2]. ETSI defines M2M service capability (SC) 
as a function that is to be shared by different applications. 
Remote entity management (xREM) M2M SC provides 
functions pertaining to general management, e.g. 
configuration management, diagnostics and monitoring   
management, software/firmware management, area network 
management and SC layer management [3].  

While the research is focused on software/firmware 
management [4], less attention is paid on the diagnostics and 
monitoring management and configuration management due 
to their specifics. Configuration management allows 
configuration of the device capabilities and features for 
supporting M2M services and applications. Diagnostics and 
monitoring management allows running specific diagnostics 
tests on a device and collecting the results or alerts, and this 
package is also called fault and performance management.  

Most of the existing solutions for device management [5], 
[6] usе advanced technologies such as TR 069 of the 
Broadband Forum and OMA Device Management (DM). 
Both protocols feature own specifics. For example, OMA DM 
is a protocol for management of mobile devices such as 
mobile phones and tablets that provide functions for software 
configuration and update, fault and performance management 
[7], [8]. The protocol requires session establishment for 
device management by sending a special short message to the 
device. TR 069 CWMP (CPE WAN Management Protocol) is 
a management protocol used in a cable environment and does 

not support short messaging, hence, forcing the device to 
create session management requires other mechanisms [9], 
[10]. CWMP is a protocol for remote management of end- 
user devices and as a bidirectional SOAP/HTTP based 
protocol, it provides the communication between customer 
premises equipment and auto configuration servers. It is also 
used as a protocol for remote management of home network 
devices and terminals, and there is a growing trend for the use 
in M2M communications.  

Because of its expressiveness, the technology of Web 
services is very suitable for M2M communications [11]. There 
are several ways to realize the concept of Web services. Some 
solutions are built on mechanisms, which require significant 
processing power and communication resources, while others 
are more lightweight. Devices with constrained resources 
need to use more simple mechanisms. REST 
(Representational State Transfer) is an architectural style that 
represents the simplified Web services. REST is a set of 
principles that provide greater extensibility of distributed 
systems and allow an increase in the number and variation of 
distributed applications due to the weak dependence of the 
components. The research focus in this paper is on REST-
based web services for remote entity management. We present 
an approach to design web services for remote entity 
management. 

The paper is structured as follows. Section II provides a 
mapping of Mobile telemetry functional architecture 
presented in [12] onto ETSI M2M System Architecture. In 
Section III, a functional abstraction of fault and performance 
management and configuration management is synthesized by 
identification of use case scenarios, interface class diagrams 
and state diagrams are described. The conclusion summarizes 
the authors’ contributions. 

II. MAPPING OF TELEMETRY FUNCTIONAL 
ARCHITECTURE ONTO ETSI M2M SYSTEM 

ARCHITECTURE 

The functional architecture of the Mobile telemetry system 
and the supported Service platform for ubiquitous access to 
measurements, presented in [12], may be mapped onto ETSI 
M2M System Architecture [3], as shown in Fig.1. The system 
consists of the following functional entities.  

The Mobile Agent (MA) is a smart object and it is 
responsible for the spatio-temporal measurements in the 
application area. The Control Unit (CU) is responsible for the 
control over multiple distributed MAs, and for the 
transmission of measurements provided by MAs to a 
centralized database through a proxy function. The Database 
server stores measurements data. The Proxy function provides 
access to the measurements database for authorized CUs when 

1The authors are with the Faculty of Telecommunications at 
Technical University of Sofia, 8 Kl. Ohridski Blvd, Sofia 1000, 
Bulgaria, E-mail: iia@tu-sofia.bg.   
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new measurements data have to be recorded. The AAA server 
provides authentication, authorization and accounting 
functions for MAs, CUs and 3rd party applications that try to 
access information about measurements data. The 
Measurements gateway provides the functions for secured 
service brokering function for 3rd party applications to access 
the measurements data. The Management Centre provides the 
following management functions: real-time access for 
administrative purposes; management of the Mobile telemetry 
system; user interface is required to configure the MA 
operation mode, to handle data in the AAA server, to manage 
the processes in Measurements gateway and Control units. 
The Application server hosts external applications that use 
accumulated measurements in the application domain. All the 
system entities share information to accomplish the common 
objective related to monitoring and ubiquitous access to 
measurements. The entities communicate through interfaces 
that are defined by Application Programming Interfaces – 
APIs or communication protocols.  

 

 
Fig. 1. Mobile telemetry functional architecture mapped onto 

ETSI M2M System Architecture 
 

The ETSI high level M2M system architecture provides 
end-to-end M2M system description, in which not all 
functions are standardized [3]. The ETSI M2M device 
performs M2M applications using M2M service capabilities 
and network functions. This element corresponds to the MA. 
MA is equipped with a wireless communication module, and 
receives direct access to the access network operator. The MA 
can be connected directly to the infrastructure of the 2G, 3G 

or 4G. Mobile agents perform procedures such as registration, 
authentication, authorization, management and configuration 
of network and applications domain.  

In the ETSI network and applications domain, M2M service 
capabilities are available for network applications and the 
operator core network. Core network provides connectivity 
functions, network services and management functions, and 
the AAA server is part of the core network. M2M service 
capabilities provide features that are available to network 
applications in a variety of open interfaces. M2M applications 
perform service logic and use M2M service capabilities 
through open interfaces. In the Mobile telemetry system, 
specific M2M applications are running in the Control unit, 
Proxy server, Database server, Database gateway and 
Application server. M2M management includes all functions 
necessary for management of M2M applications and M2M 
service capabilities. In the Mobile telemetry system, M2M 
management functions are performed by the Management 
center. More detail on ETSI M2M System Architecture may be 
found in [3]. 

In the Mobile telemetry system, the Database gateway 
interfaces may be implemented as SOAP-based Web services 
[13], while interfaces between the Control Unit and Mobile 
agent may be realized as REST-based Web services. The 
advantages of the proposed functional architecture of Mobile 
telemetry system in comparison with related works [14] [15] 
is not a subject of the paper and may be found in [12].  

III. FUNCTIONAL ABSTRACTION FOR REMOTE 
ENTITY MANAGEMENT 

The aim of fault and performance management is to take 
corrective measures to ensure service continuity. Fault and 
performance management applies to detecting faults 
pertaining to all software and hardware components of the 
device, as well as monitoring performance indicators. 
Configuration management applies to setting up different 
parameters of the device to allow its proper operation.  

Web Services for device management need to provide a 
high level of functional abstraction by defining a set of 
interfaces with operations and information abstraction by 
defining data structures. 

We define Integrity management interfaces to provide 
functions ensuring that both the device M2M application and 
network M2M application will not be overloaded by making 
excessive number of requests.  

Fig.2 shows a sequence diagram for the scenario of 
subscription, suspending and resuming notifications from 
device M2M application based on evaluation of local policy 
as a result of detection of load level change of the device 
M2M application.  

The network M2M application uses startLoadLevel-
Notifications(), suspendLoadLevelNotifications(), resume-
LoadLevelNotifications(), and stopLoadLevelNotifications() 
operations to manage its subscription to notifications about 
changes in device M2M application load level. The 
reportLoadLevel() operation is invoked by the device M2M 
application when a load change condition is detected, e.g. 
three load levels may be defined – normal (not congested or 
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overloaded), overloaded, and severely overloaded. The 
application uses this operation to report its current load level.  

The sequence diagram in Fig.3 shows how the network 
M2M application requests load statistics from a device M2M 
application. The queryLoadStatistics() operation is used to 
request the application to provide load statistics records.  

 

 
 

Fig. 2. Load Management: start/suspend/resume/stop notifications 
from device M2M application 

 

 
 
Fig. 3. Load Management: network application queries load statistics 

 
We define Availability management interfaces to exchange 

information that affects the integrity of the device M2M 
application and network M2M application.  

Fig.4 shows the scenario where the network M2M 
application decides to monitor the device M2M application, 
and therefore requests the device M2M application to start 
reporting periodically its availability status (startAvailStatus-
Reporting() operation). The device M2M application responds 
by reporting its availability status at specified intervals 
(reportStatus() operation). The network M2M application 
decides that it is satisfied with the device M2M application 
availability status and stops availability status reporting 
(stopAvailStatusReporting() operation). 

We define Fault management interfaces to exchange 
information about operational M2M application status. 

Fig.5 shows the scenario where the network M2M 
application has detected that the device M2M application has 
failed (probably by the use of availability reporting 

mechanism). The network M2M application informs the 
device Fault Manager by invoking the availStatusInd() 
operation.  

It is also possible for device M2M application to ask the 
network M2M application to do activity test by invoking 
activityTest() operation, e.g. due to the lack of respoces. The 
network M2M application does the activity test and sends the 
result to the network M2M application as shown in Fig.6. 

 

 
 

Fig. 4. Availability Status Management: start/report/stop availability 
status supervision of the device M2M application 

 

 
 

Fig. 5. Fault Management: indication that the device M2M 
application has failed 

 

 
 

Fig. 6. Fault Management: device M2M application requests network 
M2M application activity test 

 
Fig.7 shows the interface class diagram of interfaces 

supported by the device M2M application. Fig.8 shows the 
interface class diagram of interfaces supported by the network 
M2M application. 

 

 
 

Fig. 7. Interfaces supported by device M2M application 
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Fig. 8. Interfaces supported by network M2M application 

 
In REST-based architecture, communications are stateless, 

and each request can be handled independently from the 
others. However, a management application needs to maintain 
states of the remote entity in order to execute the processing 
logic. Fig. 9 shows the state transition diagram of the Device 
Load Manager. In Active state, load statistics information may 
be obtained. In Notification Suspended state, the load 
reporting is suspended due to e.g. a temporary load condition. 

 
Fig. 9. State transition diagram of the Device Load Manager 

 
Fig. 10 shows the state transition diagram for fault 

management. Active state is the normal state, which is fully 
functional and able to handle requests. In Faulty state, an 
internal problem is detected.  

 
Fig. 10. State transition diagram of the Device Fault Manager 
 

Among the others, configuration management includes 
configuration of device mode of operation. For mobile 
telemetry applications, the Mobile Agent may be configured 
to perform and report periodic measurements, triggered 
measurements and on demand measurements. Fig. 11 shows 
the class diagram of configuration management interfaces. 

 
Fig. 11. Interfaces for device’s operation mode configuration  

IV. CONCLUSION 

The paper presents functional mapping of Mobile telemetry 
system architecture onto ETSI M2M System architecture.  

The usage of Web services for Mobile Telemetry System is 
discussed. An approach to design web services for remote 
entity management in M2M communications is studied. The 
approach is based on synthesis of functional abstraction for 
fault, performance and configuration management. Functions 
for load management, availability status management, fault 
management, and operation mode configuration are identified. 
Sequence diagrams are used to model typical use case 
scenarios. Respectively, class diagrams describe the Web 
services interfaces and operations, and state diagrams model 
the management application’s view on the remote entity state 
that is managed. 

By using Web service for M2M applications, existing web-
service oriented business systems and knowledge can be 
applied to the growing field of smart object communications.   
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Web Services Deployment in Microsoft Azure Cloud 
Computing Platform 

Emanuela Srbinovska1 and Pece Mitrevski2 

Abstract – Data processing in the cloud is based on shared 
resources and services used by clients. Microsoft (Windows) 
Azure cloud computing platform can be taken as a considerable 
option as hosting environment for web services. In this paper we 
present how to use Azure for modern web service deployments, 
through a Windows 8.1 application that uses WCF web services 
deployed in Worker Role instance of a Cloud Service. 
 

Keywords – Cloud computing, Microsoft Azure, web service, 
deployment. 

 

I. INTRODUCTION 

Cloud as a concept is built on the basis of established IT 
trends that are intended to increase productivity, efficiency 
and scalability through dynamic utilization and virtualization 
of resources, improve accessibility and flexibility of services 
with maximum utilization of existing facilities, achieve higher 
performance using fewer resources, introduce globalization 
and standardization of services, achieve higher degree of 
control, improved monitoring processes and minimization of 
need for software licensing, and thus introduce low cost labor 
and reduce overall capital and infrastructure costs. 

Today, there is a wide spectrum of services available in the 
cloud, including collaborative and messaging solutions, 
storage solutions, identity management solutions, customer 
relationship management etc. Major vendors have also 
released cloud services based on their widely used on-
premises software products. Businesses generally consider 
moving their applications to the cloud for one or more of the 
following reasons: speed, scale and economics.  

Microsoft (Windows) Azure is a public cloud that is 
running on Microsoft data centers and offers a variety of 
services from provisioning and load balancing to health 
monitoring for continuous availability of services. At the core 
of the Azure platform is its ability to execute applications 
running in the cloud.  

Azure is one of the largest cloud computing platforms that 
offer different types of services in the cloud. The benefits of 
using Azure are significant for all participants. Service 
providers can expand their services in areas where they have 
existing infrastructure and add new services without major 
infrastructure investments. Software engineers can use Azure 
to create, configure and manage web applications and web 
services without major capital expenditures and prepare the 

resources needed quickly and efficiently. 
Microsoft has identified ten different solution categories 

where Azure can bring significant benefits to users: 
infrastructure, mobile, web, media, integration, identity and 
access management, big data, development and testing, data 
storage, backup and recovery, data manipulation and data 
management. 

Up until a few years ago web services were hosted in server 
clusters distributed across geographic regions and networks all 
over the world. Nowadays, hosting web services in the cloud 
becomes an extremely fast growing trend and widely accepted 
solution. Developers need not be concerned about 
overprovisioning for a service whose popularity does not meet 
their predictions, thus wasting costly resources, or 
underprovisioning for service that becomes widely popular, 
thus missing potential customers and revenue [1]. 

Azure currently provides four different models that 
comprise the compute services section of the Azure platform: 
Web Sites, Virtual Machines, Cloud Services and Mobile 
Services. All these features can either be used separately or 
combined together to build solutions that can meet specific 
needs. The number of different services available in Azure is 
expanded with new services continually being added and 
existing services enhanced as the Azure platform continues to 
develop and expand. 

Azure also provides improvements for hosting web services 
including keeping up at least three redundant and independent 
copies of the service that will ensure high level of availability 
as well as ability for scaling. According to the service 
demand, the idea in scaling up (vertical scaling) is to increase 
capacity of individual nodes through hardware improvements 
while scaling out (horizontal scaling) is intended to increase 
capacity by adding entire nodes. Scaling down is the reduction 
of capacities, performed if service load is lower than expected 
[2].   

II. DEPLOYING WEB SERVICES IN MICROSOFT 
AZURE 

Azure offers several ways for deployment and 
communication of web services using machines with variety 
of Windows and Linux configurations. Because Azure is a 
multiplatform environment, Azure SDK or suitable set of 
tools for appropriate development platform is needed. 
Therefore, Azure offers appropriate SDKs for several 
languages as well as different tools for corresponding 
development platforms that provide shared resources which 
can be used in all segments of application development 
lifecycle. At the end, this will contribute to final setting of 
software solutions into service in the cloud.  

1Emanuela Srbinovska is with the Faculty of Technical Sciences at 
University of St. Clement Ohridski, Ivo Lola Ribar, Bitola 7000, 
Republic of Macedonia, E-mail: emanuela.srbinovska@yahoo.com 

2Pece Mitrevski is with the Faculty of Technical Sciences at 
University of St. Clement Ohridski, Ivo Lola Ribar, Bitola 7000, 
Republic of Macedonia, E-mail: pece.mitrevski@uklo.edu.mk 
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Azure development tools are available for following 
platforms: .NET, Java, PHP, Node.js, Python, Ruby, mobile 
applications and media [3]. Azure packages for .NET include 
palette of integration tools for Microsoft Visual Studio. These 
tools are provided to enable development, packaging, 
operating and debugging of scalable web applications and 
web services on Microsoft Azure by using some of the .NET 
based programming languages.  

In this paper all steps and procedures are performed with 
the usage of Azure SDK for .NET and Visual Studio as a 
development tool. 

A. Deploying Web Services in Azure Web Site 

One option for deploying web services on Azure is within 
Azure Web Site. Azure Web Sites are flexible, scalable and 
secure platform components that can be used for building web 
applications that run client application and web services. 
Azure Web Sites own an easy usable self-service portal with a 
gallery of different templates for web solutions that can be 
used without having to create and update virtual machines, 
install and configure Internet Information Server (IIS) etc [4]. 

The procedure for hosting service on web site consists of 
several steps and in continuation we will review the procedure 
for hosting .NET based web service, developed in C# 
programming language. First, Azure web site needs to be 
created from Azure Management portal or from Azure 
management tool integrated in Visual Studio. Then, in the 
client project that will use the web service, ASP.NET web site 
should be added to serve as a host for web services. The 
references are added to the existing services in the solution 
project itself. The next step is to publish web service on 
previously created Web Site component within Azure. In Fig. 
1 all Visual Studio publishing settings for web deployment are 
presented: 
 

 

Fig. 1. Publish web service from Visual Studio solution on Azure 
Web Site 

B. Deploying Web Services in Azure Cloud Service 

Second option for deploying web services on Azure is by 
using Azure Cloud Services. Azure Cloud Services offer an 

opportunity to set up and work in the cloud application level 
where Azure takes care of all details including security, load 
balancing and monitoring. All these features in combination 
provide continuous availability of applications. In other 
words, Azure Cloud Services are containers of hosted 
applications and web services [5].  

From a security perspective, it is important to point out that 
any failure or error of a virtual machine does not cause the 
user to lose data and/or services, as they are stored in Azure 
database. If an error occurs, the controller sets the Azure 
services and hosted applications where necessary. In addition, 
if there is a need, Azure configures a new machine and all 
user files and hosted services are transferred to the new 
machine. Thus user data and machines are fully secured and 
there is no risk of data loss. 

Physically, Azure Cloud Services are sets of virtual 
machines. Virtual machines can belong to one of two different 
types: Web Role or Worker Role. A role instance is the virtual 
machine on which application code runs. Each role can have 
one or several instances that are defined in the Cloud Service 
configuration file (.csdef) which determines the service model 
for the application. The Cloud Service configuration file 
(.cscfg) specifies configuration settings for the service and its 
preconfigured roles, including the number of role instances. 
Finally, the service package file (.cspkg) contains the actual 
application code along with the cloud service definition file. 

Hence, Azure Cloud Service role that consists of 
application files and XML configuration files can be either a 
Web Role or a Worker Role.  

A Web Role is a cloud service running on Windows Server 
with preconfigured Internet Information Server (IIS) and is 
typically used for hosting front-end web applications or 
middleware tier service layers. Worker Role, on the other 
hand, is a cloud service running on Windows Server without 
Internet Information Server (IIS). Worker Roles offer host for 
applications that can run asynchronously and which are 
generally used to perform long running data processing tasks 
that are independent of user interaction.  

When setting up services in the Azure Cloud Service 
component user has more configuration options available and 
according to that, higher responsibility. Thus, the user can 
make the decision whether comparative would use a physical 
machine with or without IIS. Virtual machines of Web and 
Worker Roles use architecture based on Platform as a Service 
(PaaS) concept and can work with Windows Server 2012 R2, 
2012 or 2008. The user does not need to install or maintain 
operating system or anything else on the machine because all 
these functionalities are under the competence of Azure 
controller. 

Since the Web Role essentially provides features and 
functionalities to host front end web applications in the cloud, 
Microsoft Azure SDK comes with tools that let developers 
build, test and deploy web-based applications on Web Role. 

Hosting web service in a Web Role instance in the cloud is 
performed by IIS. The main endpoint for the service is located 
on main port, usually port 80, and the firewall must be open to 
that port. To configure Azure Cloud Service based on a Web 
Role, Web Role component should be added in the solution 
project. In Web Role project, there is a host with the proper 
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name, as well as additional project that looks like a classic 
ASP.NET web application with several additional references 
that are pointing to Azure. Then, ASP.NET web site should be 
added into solution. This web site will add references to 
existing services in the application. The next step is setting up 
a Cloud Service in Microsoft Azure. This can be done through 
Visual Studio or service can already be created and configured 
from Microsoft Azure Management portal. Once the service is 
configured it needs to be published. With publishing 
operation, a preconfigured virtual machine with installed 
operating system and IIS is created in the background, where 
web service is deployed and accessed by its clients. 

Although Web Role is ideal for hosting web applications, it 
does not provide features to execute long running tasks like 
business workflows or complex calculations with lengthy 
processing required. To decouple front-end and back-end 
operations, Azure Worker Role is available. The core function 
of the Worker Role is to process tasks that are considered too 
costly for the Web Role. Commonly, Web Role delegates 
processing to a Worker Role and focuses only on front end-
related activities, like hosting web sites that provide a user 
interface.  

Web services deployment in Worker Roles is more 
complex than deploying a web service in Web Role. Because 
of the absence of IIS, there are no fixed endpoints as in the 
Web Roles and therefore additional software using scripts 
should be installed. The user is required to create the 
endpoints for Azure, endpoints for the web service in the 
service code and configure service host. 

The first step is adding a new Worker Role project into 
solution. For the newly created role configuration settings in 
terms of instances, diagnosis and domain needs to be added. 
Then, appropriate endpoint port that will listen using the TCP 
protocol should be configured. When all configuration options 
for Worker Role are completed, the next step is the 
configuration of settings for the web service. Given that, 
service host needs to be set up to take the appropriate domain, 
as well as service endpoint and corresponding port. Next, the 
service needs to be published. Fig. 2 presents Windows 8.1 
application that uses web services deployed in Worker Role 
instance: net.tcp://checklocation.cloudapp.net:8081/mex. 

  

 

Fig. 2. Windows 8.1 application that uses WCF web services 
deployed in Worker Role instance of a Cloud Service 

Microsoft Azure Management Portal is often used for 
monitor the health and availability of applications running on 
Cloud Services. From Azure Management Portal, alerts can be 
configured so that user can be notified in real time in case of a 
service error or interruption. 

Within the Cloud Service published and running in Azure, 
there are many settings available in order to provide to 
examination and scaling of resources, increasing the number 
of service instances, scheduling service and many other 
options. These settings are presented in Fig. 3. 

 

 

Fig. 3. Web Role configuration settings from Azure Management 
Portal 

III. COMPARISON BETWEEN DIFFERENT 
DEPLOYMENT OPTIONS IN MICROSOFT AZURE 

Azure Web Sites and Cloud Services Web Roles rely on a 
Platform as a Service pattern. Even though both approaches 
offer scalable platform for web services, they provide 
different levels of abstraction. 

Web Site have a high degree of abstraction, because it 
basically provides IIS as the driver for the web services that 
are running in virtual machines. Virtual machines can be used 
by single user or shared by multiple users. If user asks for its 
own virtual machine instance, Microsoft Azure takes a virtual 
machine and only provisions the machine for the particular 
user.  

In such conditions users do not have direct access to any of 
the other layers except for the IIS server. Because of this 
design pattern, users do not create new virtual machines every 
time when a new Web Site instance is needed. Out of the box, 
Azure runs a pool of virtual machines dedicated for the Web 
Sites service. Each virtual machine is packed with multiple 
IIS instances and when a new Web Site is required by user, 
Azure allocates one of the IIS instances in one of the virtual 
machines to run hosted application or web service. When 
resource scaling is needed, Azure just replicates user 
applications and web services to additional IIS instances.  

Because Azure provides the platform at the IIS level, it can 
achieve much higher management and resource efficiency 
than if it provided the platform at the virtual machine level. 
Hence, Azure Web Sites come with low unit price for the 
services. 
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It is also worth mentioning that in their basis, Azure Web 
Sites are tremendous web application built on top of Cloud 
Services Web Role instances, in addition to many other 
components. 

Specifically, IIS from the Azure Web Sites, as the 
application server runtime, includes support for the most 
popular development frameworks. Application based on the 
abovementioned platforms can run within the Azure Web Site. 
For dedicated instances, user can upload an SSL certificate, 
choose IIS mode (32-bit or 64-bit) and map a custom domain 
name for the application or web service hosted on the Web 
Site.  

Additionally, Azure Web Sites offers a gallery of some of 
the most popular open source ASP.NET and PHP website 
templates including Django, WordPress, DotNetNuke, 
Orchard, Drupal and many more. User can simply select a 
template and Azure will quickly deploy selected template into 
website.  

Because of the specific operation model, Azure Web Site 
can scale almost instantly because it is not waiting on a new 
virtual operating system being provisioned and configured. 
Azure simply allocates additional IIS or virtual machine 
instances from an existing collection of offered resources and 
thus reduces the time needed for process completion.  

Additionally, Azure Web Site can integrate and work 
together with versioning and source control platforms, such as 
Team Foundation Server. Also, a user can connect to external 
databases through public ports exposed by the database server, 
but Microsoft Azure Web Sites cannot be provisioned inside a 
Virtual Private Network incorporated into Azure.  

To conclude, high cost efficiency with Azure Web Sites can 
be achieved if users do not necessary need full control and 
flexibility on the underlying resources. 

In comparison, the clearest usage of Azure Web Roles and 
Worker Roles in a multitenant application is in order to 
provide additional compute resources or reduce them on 
demand in the service of the tenants, with the notion that a 
single role instance serves multiple tenants [6].  

Each time when a user demands a Web Role instance, 
Azure sets up a new virtual machine with the Windows Server 
operating system and IIS installed and properly configured. 
Then, cloud application packages from the user are deployed 
into the new virtual machine. Thus, users have full access to 
the virtual machine operating system during the deployment 
process as well at the runtime. Also, a user can run scripts for 
installing additional components outside of the IIS as well as 
perform custom configurations, install certificates and caching 
mechanisms, set up ports for public or internal usage and 
perform other adjustments. 

Web Role IIS is configured with ASP.NET in a new 
instance, but the user is not limited to use just ASP.NET. 
Hence, one can install any other framework that leverages IIS 
and configure another web server along with the IIS. As long 
as Azure Fabric Controller can execute startup script without 
human intervention, the user can configure the virtual 
machines whenever it is needed.  

Users can also create new Web Role instances as part of a 
multitier application into Azure Virtual Network, spanning 
multiple Cloud Services, including virtual machines based on 

Infrastructure as a Service (IaaS). Each application tier can be 
configured with its own independent scalability settings 
according to the load. Remote Desktop Protocol (RDP) can be 
used for remote access into the virtual machines. Also, user 
can perform actions from the front-end of a cloud application 
inside of a network. 

All available Web Role flexibility comes at a higher cost. 
Also, every time when a user instantiates a new Web Role or 
scales up or down an existing one, new virtual machines are 
created and this action takes longer time than creating or 
scaling Azure Web Site. 

Worker Role, as previously mentioned, offers a clean 
Windows Server with no running services. Thus, the primary 
reason to use a Worker Role is when running background, 
long running processes or processes that need to run 
periodically to perform some action. Long running processes 
run outside of a web server because they cannot be limited by 
timeouts imposed by the server and should not rely on active 
connection with the client. Web applications can process 
requests that take a long time to a Worker Role process.  

In addition, a startup task can be used to install and 
configure application components and variety of services that 
user applications may need. This makes the Worker Role 
suitable when web server is other than IIS or framework is 
other than .NET. Azure applications are not restricted to the 
.NET Framework, but it is the only framework available by 
default. 

IV. CONCLUSION 

A detailed overview of different options for web services 
deployment in Azure as a cloud computing platform is given 
in this paper. Microsoft Azure offers a wide range of different 
options and services, including quick and easy creation, 
publishing and management of web services as well as all the 
other software solutions within the cloud. The deployment of 
web services in Azure can be performed in different ways 
using different options and settings from the service provider 
within the cloud, and the choice depends on the specific needs 
of the particular web services. 
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Parallelization of Machine Learning Methods by Using 
CUDA 

Goran Velkoski1, Monika Simjanoska2, Sasko Ristov3 and Marjan Gusev4 

Abstract – Image analysis, data mining, protein folding and 
gene sequencing are some examples of high-intensive 
bioinformatics applications that require high computing 
resources. In this paper we present a problem of computationally 
intensive methodology for microarray data analysis, whose 
performance needs to be improved by using high performance 
computing techniques. Parallelization is a key computing 
technique for reducing the time required for the analyses and the 
classification procedure. GPU provides great level of 
parallelization based on throughput of vast amount of data 
needed for machine learning problems. Therefore, we propose a 
model for machine learning problems parallelization based on 
GPU programming that will increase the speedup of several 
stages of the machine learning process.  
 

Keywords –CUDA, Bioinformatics, Parallelization 

I. INTRODUCTION 

Scientific computing involves the construction of 
mathematical models and numerical solution techniques to 
solve scientific and engineering problems that often require a 
huge number of computing resources to perform large scale 
experiments, or to cut down the computational complexity 
into a reasonable time frame [1]. The image analysis, data 
mining, protein folding and gene sequencing are important 
tools for biomedical researchers, and examples of high 
compute and resource intensive scientific applications [2]. 
When comparing the DNA sequencing throughput to the 
computer speed, sequencing wins at a rate of about 5-fold per 
year [3], while computer performance generally follows the 
Moore’s Law, doubling only every 18 or 24 months [4]. The 
exponential growth of biomedical data requires large storage 
databases and computing resources. However, the need for 
computing capacity in the biomedical applications varies 
dramatically for different stages, i.e. sometimes very big 
computing power with huge storage space is needed, whereas 

in the following stage these computationally expensive 
applications may not require as much computing power as in 
the previous steps [5]. 

Bioinformatics researchers are now confronted with 
analysis of ultra large-scale data sets, a problem that will only 
increase at an alarming rate in coming years [6]. Therefore, 
the parallelization seems to be a key computing technique for 
reducing the time required for the bioinformatics analyses. 

GPU is a powerful technology created for graphics 3D 
rendering towards meeting the need of the 3D gaming 
industry. Single-threaded processor performance is no longer 
scaling at historic rates. A GPU that is optimized for 
throughput delivers parallel performance much more 
efficiently than a CPU that is optimized for latency [7]. 

Nowadays a GPU has become an important part of today’s 
computing systems. The GPU’s rapid increase in both 
programmability and capability has spawned a research 
community that has successfully mapped a broad range of 
computationally demanding, complex problems to the GPU 
[8]. 

CUDA™ is a parallel computing platform and 
programming model invented by NVIDIA. It enables dramatic 
increases in computing performance by harnessing the power 
of the GPU [9]. CUDA provides several key abstractions, thus 
the GPU programming model has proven quite successful at 
programming multithreaded many code GPUs, to achieve 
high speedups for research codes and productive solutions. 
Therefore, hybrid CUDA OpenMP, and Message Passing 
Interface (MPI) programming approaches emerge in order to 
create GPU enabled clusters [10]. 

In this paper we present a CUDA GPU enabled 
parallelization method for a bioinformatics problem, i.e., a 
methodology for biomarkers detection and classification 
analysis of microarray gene expression data. We decided to 
use CUDA to parallelize this methodology since it is an 
example of computationally intensive problem whose demand 
for computing resources varies in different stages of the 
analyses. 

The rest of the paper is organized as follows. In Section II 
we give an overview of the latest literature for parallel 
solutions of bioinformatics problems. Our parallel machine 
learning (ML) approach is presented in Section III. The 
conclusion and our plans for future implementation of the 
analysis are discussed in Section IV. 

II. RELATED WORK 

In this section we briefly present the latest frameworks for 
distributed computing and parallelization solutions of 
bioinformatics problems. 
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Altekar et al. [11] present a parallel algorithm for 
Metropolis Coupled Markov Chain Monte Carlo method used 
in phylogeny. The proposed parallel algorithm retains the 
ability to explore multiple peaks in the posterior distribution 
of trees while maintaining a fast execution time. The 
algorithm has been implemented using two popular parallel 
programming models: message passing and shared memory. 
Performance results indicate nearly linear speed improvement 
in both programming models for small and large data sets. 

Multiple sequence alignment (MSA) is an important step in 
comparative sequence analyses. Katoh and Toh [12] 
parallelized the three calculation stages, all-to-all comparison, 
progressive alignment and iterative refinement, of the MAFFT 
MSA program. They implemented two natural parallelization 
strategies, best-first and simple hill-climbing. Based on 
comparisons of the objective scores and benchmark scores 
between the two approaches, they selected a simple hill 
climbing approach as the default. 

ClustalW [13] is a tool for aligning multiple protein or 
nucleotide sequences. The alignment is achieved via three 
steps: pairwise alignment, guide-tree generation and 
progressive alignment. 

Taylor [6] is giving an overview of the Hadoop - 
MapReduce framework and its current applications in 
bioinformatics. He concludes that Hadoop and the 
MapReduce programming paradigm already have a 
substantial base in the bioinformatics community, especially 
in the field of next-generation sequencing analysis. This is due 
to the cost-effectiveness of Hadoop based analysis on 
commodity Linux clusters, and in the cloud via data upload to 
cloud vendors who have implemented Hadoop/HBase; and 
due to the effectiveness and ease-of-use of the MapReduce 
method in parallelization of many data analysis algorithms. 

Considering CUDA, the parallel computing platform of our 
interest, we present the following applications. 

The Smith Waterman algorithm [14] for sequence 
alignment is one of the main tools of bioinformatics. It is used 
for sequence similarity searches and alignment of similar 
sequences. 

Ligowski and Rudnicki [15] present an efficient 
implementation of the Smith Waterman algorithm on the 
Nvidia GPU. The algorithm achieves more than 3.5 times 
higher per core performance than the previously published 
implementation of the Smith Waterman algorithm on GPU, 
reaching more than 70% of theoretical hardware performance. 

Markov clustering (MCL) [16] is becoming a key algorithm 
within bioinformatics for determining clusters in networks. 
However, with increasing vast amount of data on biological 
networks, performance and scalability issues are becoming a 
critical limiting factor in applications. Bustaman et al. [16] 
introduce a very fast MCL using CUDA to perform parallel 
sparse matrix-matrix computations and parallel sparse Markov 
matrix normalizations, which are at the heart of MCL. They 
utilized ELLPACK-R sparse format to allow the effective and 
fine-grain massively parallel processing to cope with the 
sparse nature of interaction networks data sets in 
bioinformatics applications. As the results show, CUDA MCL 
is significantly faster than the original MCL running on CPU. 

In context of microarray analysis studies, Shterev et al. [17] 
have developed a CUDA based implementation, permGPU 
that employs GPU in microarray association studies. They 
illustrate the performance and applicability of permGPU 
within the context of permutation resampling for a number of 
test statistics. An extensive simulation study demonstrates a 
dramatic increase in performance when using permGPU on an 
NVIDIA GTX 280 card compared to an optimized C/C++ 
solution running on a conventional Linux server. 

Zhang et al. [18] develop Parallel Multicategory Support 
Vector Machines (PMC-SVM) based on the sequential 
minimum optimization-type decomposition method for SVM 
(SMO-SVM). It was implemented in parallel using MPI and 
C++ libraries and executed on both shared memory 
supercomputer and Linux cluster for multicategory 
classification of microarray data. PMC-SVM has been 
analysed and evaluated using four microarray datasets with 
multiple diagnostic categories, such as different cancer types 
and normal tissue types. 

Salinas and Karmaker [19] have presented a set techniques 
used to analyse a microarray dataset by computing correlation 
coefficients between gene expression profiles and 
transcription factor expression profiles across tissues. Its goal 
is to find multiple transcription factors that bind together and 
have a target gene whose transcription is modulated. The 
technique involves hypothetical heteromeric transcription 
factor profiles whose expressions are estimated by taking 
minima for each tissue. A scoring function based on a 
comparison among the correlation coefficients is used to sort 
and prioritize combinations of genes and transcription factors. 
The higher scoring combinations are thought to be more likely 
to form transcription factor complexes for the gene. By using 
CUDA enabled NVIDIA GPUs to speed up the computations, 
they achieved speedups of about 6x. 

III. PARALLEL ML APPROACH 

In this section we discuss the ML approach, separate it in 
several sequential stages and determine the level of 
parallelization that can be employed on each of them. 

A. ML Process 

In general, the ML process can be abstracted in three 
distinct stages: Data Preprocessing, Data Modelling and Data 
Classification, as depicted in Figure 1. 

1) Data Preprocessing: The input data is usually retrieved 
from the publicly available databases, or gathered from 
experiments done by hospitals, research centers, 
meteorological stations, etc. The input data is raw and inclined 
to noise. Therefore, it must be preprocessed in order to be 
applicable in the methods for knowledge extraction. Since the 
raw data sets are often measured in gigabytes, the 
preprocessing process is considered to be the slowest part in 
the ML procedure. However, a sequential approach of 
preprocessing and independence in its steps are the features 
that can be easily parallelized. 
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2) Data Modelling: As soon as the data is preprocessed, it 
is ready to be an input in a series of methods for the purpose 
of creating a suitable model for further classification analysis. 
This part of the process can also benefit from the 

parallelization, since it can be slow and inefficient when being 
executed sequentially. 

3) Data Classification: The final goal is achieved when a 
reliable classifier is created. The testing procedure is usually 
less computation demanding than the training procedure; 
however, it depends on the type of classification method used 
and on the problem dimensionality. 

B. Bioinformatics ML Methodology 

In this section we present the computation intensive 
segments of our methodology for microarray analysis 
presented in [20]. 

The methodology is developed for two different 
microarrays technologies and as discussed in Section III-A 
can also be mainly separated in three parts: preprocessing, 
building a classification model and the classification process 
itself. 

1) Preprocessing: The preprocessing consists of few 
methods executed in the following order: Quantile 
Normalization (QN), Low Entropy Filter (LEF), T-test, False 
Discovery Rate (FDR) and Volcano Plot (VP). 

The QN is a gene expression normalization method for 
making two distributions identical in statistical properties. It 
can be easy parallelized since we normalize each column of 
the input matrix distinctively. 

LEF is a filter that removes the genes with low variability 
in their expression levels across the samples. It is based on the 
entropy computations of each gene (row) in the data matrix, 
and therefore, can also be parallelized. 

The T-test computes the value of a t-statistics for the 
difference between means of the two columns of data. 

FDR uses the p-values from the T-test in order to discover 
the false positive genes, i.e. the genes that were found to be 
significant when in reality there is no statistical significance. 
It is computed for each gene and the process can be 
parallelized. 

When applying the VP method, we consider that the 
number of genes has significantly decreased from thousands 
to hundreds and therefore, there is no need of parallelization. 

2) Building the classification model: In order to build the 
classification model, we perform hypothesis tests to determine 
the most probable distributions of the genes. This process can 
be parallelized since we perform tests for four types of 
distributions for each of the genes. During the testing, the 
parameters of the distributions are estimated by using the 
Maximum Likelihood Estimation (MLE) method, which are 
then used in the Chi-square goodness-of-fit test. The input of 
Chi-square goodness-of-fit is also a vector of the expression 
values of a given gene. 

3) Classification procedure: The classification method that 
we proposed is based on a calculation of the Bayesian 
posterior probability P (Ci| x ): 
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C. Parallel execution on CUDA GPU 

We already mentioned that large number of methods in the 
ML process can be parallelized. Since almost always the 
methods are without data dependency, we can easily partition 
the data and create full data parallelization. 

Because of the large number of multiple distinctive 
microarray data portions on which several distinctive 
operations are used as single instructions sequentially, we 
conclude that the GPU SIMD architectures might be an 
appropriate platform. 

In Figure 2 we present the parallelization procedure. For 
each of the above methods a distinctive kernel is created on 
the GPU. Each kernel is executed on optimal number of cores 
on GPU and each core gets a single vector data to work on. 

If the time needed for each core to do its job is tc, and Nv 
and Nc denote the number of vectors and the number of cores 
available correspondingly, then the time needed for a single 
method execution Tm is calculated by using the following 
equation: 

 

Fig. 1. Machine Learning Approach 

 

Fig. 2. Parallelization on GPU Architectures 

85 



 
c

cv
m N

tN
T

*
=   (2) 

In the best case scenario the number of vectors Nv will be 
equal to the number of cores Nc and therefore, Tm = tc, i.e., the 
time needed for a method execution equals the time needed 
for a single core to finish its task. 

Since no GPU provides unlimited number of cores, we can 
conclude that this is just an isolated case. Most commonly the 
CUDA enabled GPU devices are packed up with Nc =512, or 
Nc = 1024 cores. Therefore, the expected speedup S according 
to Gustafson’s law when executed on CUDA enabled GPU is: 

 c
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where Tms is the method execution time when implemented 
sequentially and Tmp is the method execution time executed in 
parallel. 

Since the GPU involves additional latency for data transfer 
and core utilization, we hypothesize that the speedup will not 
reach 512, or 1024 with fully utilized GPU; however, this will 
be part of our future work on the topic. 

In the end, each of the kernels will be executed sequentially 
and therefore the overall speedup will abide the speedup for 
each of the methods. 

IV. CONCLUSION 

In this paper we present a computation intensive 
bioinformatics methodology for biomarkers detection and 
classification analysis of microarray gene expression data. 
Our ML approach is comprised in three distinctive parts, 
where each part consists of one or more different methods. 
Considering the methods used in the methodology, we can 
conclude that the analyses are usually performed in context of 
genes, or patients, but never depend on both. 

We propose a parallelization procedure to reduce the time 
for execution of the distinct methods. Because of the nature of 
the problem we decided that a parallelization by using GPU 
computing may be convenient. Consequently, we discussed 
the advantages of using CUDA technology for parallelization. 

Based on CUDA GPU properties we modelled a kernel 
based solution for ML process theoretically. In our solution 
each kernel is an implementation of a single method. Since the 
methods are sequentially executed, the kernel execution is 
also sequential. 

As future work we will implement large variety of methods 
for ML by using CUDA and we will test if our CUDA 
implementations achieve the expected speedup level. 
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Data Mining Methodology for Web Users’ Demographic 
Data Prediction 

Vesna Gega Kumbaroska1 and Ilija Jolevski2 

Abstract –In this paper we present a data mining methodology 
used for web users’ demographic prediction. Nowadays, the 
usage of web is directed toward the user, so following that trend, 
using this methodology, demographic targeted web advertising 
and dynamic web content personalization will be improved. 
Demographic attributes of interest for our study are: gender and 
age.  The gender attribute is qualitative or discrete variable 
which contains two values: male and female. The age attribute is 
quantitative or continuous variable and it contains user’s age. 
This variable is discretized to these categories of ages: A – aged 
20 and younger, B – aged 21-30, C – aged 31-40, D – aged 41-50 
and E – aged 51 and older. Experiments are performed on a real 
data obtained from a web log file and a survey, including 
following classification algorithms: K-Nearest Neighbours, Naïve 
Bayes, Bayesian Network and Decision Trees as single classifiers, 
and, Bagging, Boosting and Random Forest as ensembles. Four 
evaluation measures are used to evaluate the performance of 
each classifier on the pre-processed version of the data set: 
Precision, Recall, F-Measure and ROC Area or Area Under 
Curve (AUC). Our comparative analysis is performed using F-
Measure and AUC on Female and B aged class attribute value, 
regarding the survey, where 62% of the visitors are women and 
73% of the visitors are aged between 21 and 30 years. The results 
show that with the both measures, for the Female class value 
prediction, K-Nearest Neighbours and Random Forest are most 
superior algorithms of all single classifiers and ensembles, 
respectively. For the B aged class value prediction, once again K-
Nearest Neighbours is most superior algorithms of all single 
classifiers and Bagging in combination with Naïve Bayes is 
preferred over all ensembles. 
 

Keywords –Classification, Prediction, Naïve Bayes, K-Nearest 
Neighbors, Decision Trees, Random Forest, ID3, Weka, 
Evaluation, Precision, Recall, F-Measure, AUC, ROC curve. 
 

I. INTRODUCTION 

On one hand, if a site contains personal data, it is not 
exposed in public in order to protect the right for privacy. On 
the other hand, some sites don’t contain functionality for 
storing and using personal data associated with a specific user. 
However, such information can play a main role in 
personalization/characterization of different web services, 
including targeted advertising [9], [12], in order to improve 

user experience, user engagement and user satisfaction [8], 
[14]. 

Obtaining demographic information is not easy procedure. 
Several proposed approaches exist[2], [4], [7], and [15]. One 
of the possible alternatives is to predict users’ demographics, 
such as gender and age, using a data mining methodology. In 
this paper we develop a case study for an entertainment site. 
The basic idea is to discover (one of several) classification 
algorithms that leads to best scores in demographic data 
prediction. For this purpose, first, we created a data set. One 
part of the data set was collected as a real web log file on the 
server side, where each visit during one week was recorded. 
Because the entertainment site does not support user profiles, 
a survey was inevitable to be performed in order to collect 
demographic data. The survey was offered to a group of daily 
visitors of this site during one week, where they were asked 
for several data, including their gender and age. The rest of 
the paper provides thorough explanation of the tasks 
performed, as follows. 

The second section refers to the methodology used. We 
start with our demographic prediction problem, and then we 
continue with the pre-processing task used for converting the 
data set into a cleaned version. At the end we give brief 
theoretical introduction of the classification algorithms chosen 
for experimenting. In the third section, we put special 
emphasis on the measures chosen for performance evaluation. 
Next, we present the results obtained and provide their 
comparative analysis. Finally, in the last section, we draw a 
conclusion and give some future research directions.   

II. METHODOLOGY 

Demographic attributes of interest for our study are: gender 
and age. In this section we introduce our methodology for 
demographic data prediction, including pre-processing task 
and classification algorithms used. 

Pre-processing 

Before the classification task has been performed, the pre-
processing task was undertaken. Modification and removing 
some attributes that were not important for our analysis were 
done using MS Visual C# script, which means converting the 
data set into cleaned version. The URL visited attribute 
contains information about the category, the subcategory and 
the ID of the article, thus we parsed it to these three attributes 
of interest. The gender attribute is qualitative or discrete 
variable which contains two values: male and female. This 
attribute was not changed. The age attribute is quantitative or 
continuous variable and it contains visitor’s age. This variable 
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was discretized using Weka1, the same software used for the 
classification task[1], [5].We ended up with these categories 
of ages: A – aged 20 and younger, B – aged 21-30, C – aged 
31-40, D – aged 41-50 and E – aged 51 and older. The final 
version of the data set contains five attributes: URL, category, 
subcategory, ID, gender/age. 

Classification 

As we mentioned before, for the classification task we used 
Weka open source data mining software [5]. We randomly 
split the already cleaned and modified data set into a training 
set which contains 2/3 and a testing set which contains 1/3 of 
the whole data set. Both in the training and testing phase we 
performed 10-fold cross validation. The classification 
algorithms employed during classification task are: Naïve 
Bayes, Bayesian Network, Ensembles, K-Nearest Neighbors, 
and Decision Trees[1], [13]. Brief theoretical background of 
these algorithms is given below. 

Naïve Bayes is simple probabilistic classifier based on 
Bayes Theorem, where it is assumed the attributes relationship 
is naïve, or the attributes are independent [13]. This is 
represented using the following equation, where A is related to 
attributes and Crefers to a class in the appropriate problem 
domain: 

𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐(𝐶𝐶 = 𝑐𝑐|𝐴𝐴1,𝐴𝐴2, … ,𝐴𝐴𝑛𝑛) = argmax𝑐𝑐 𝑝𝑝(𝐶𝐶 =
𝑐𝑐𝑖𝑖=1𝑛𝑛𝑝𝑝(𝐴𝐴𝑖𝑖=𝑎𝑎𝑖𝑖|𝐶𝐶=𝑐𝑐)  

Bayesian Network is used as a classifier using the inference 
algorithm in the following way[5], [12]: 

𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 (𝐶𝐶 = 𝑐𝑐|𝐴𝐴1,𝐴𝐴2, … ,𝐴𝐴𝑛𝑛)
= argmax

𝑐𝑐
�𝑝𝑝(𝑢𝑢|𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝(𝑢𝑢))
𝑢𝑢∈𝑈𝑈

 

Here, U is a set of known attributes represented as a 
network structure which is a direct acyclic graph over Uand 
contain probability tables. Bayesian network represents 
probability distribution 𝑃𝑃(𝑈𝑈) = ∏ 𝑝𝑝(𝑢𝑢|𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝(𝑢𝑢))𝑢𝑢∈𝑈𝑈 . 
Both, the Naïve Bayes and the Bayesian Network were used 
with their default settings in Weka. 

K-Nearest Neighbors is one of the most simple 
classification algorithms, which is an instance-based learning 
algorithm, or also known as a lazy learning algorithm [13]. 
The main functionality is to find K most similar samples 
(neighbors) to the test sample, where K is usually an odd 
integer, and the class is chosen using the majority rule. 
Different distance metrics can be used in order to measure the 
similarity, such as Euclidean distance metric. If the value for 
K is very small number it may be sensitive to noise. Contrary 
to this, if K is very large number it destroys locality. Thus, we 
were very careful with choosing the right value for K to be 3, 
following the rule: 𝐾𝐾 = �𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛 𝑜𝑜𝑜𝑜 𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎, where the 
number of attributes in our case is 5. 

The idea behind the ensemble classifiers is to learn and 
combine the predictions of multiple classifiers in order to 

1http://www.cs.waikato.ac.nz/ml/weka/ 

achieve better predictive performance. Producing a weighted 
vote with a collection of classifiers in an iterative way is 
implemented in the method called Boosting. The most 
common version of this method is Ada Boost [13].Averaging 
the prediction using the majority vote rule over a set of 
classifiers is implemented in the method called Bagging [10], 
[13]. We used the both methods with their default settings in 
Weka, in combination with Naïve Bayes algorithm. 

Decision Trees classifier is also one simple and widely used 
algorithm which uses a decision tree as a predictive model 
[13].The tree is constructed in a recursive top-down approach. 
The root and the leaves contain attribute conditions to separate 
the data and the terminal nodes represent class labels. There 
are several algorithms of this type, which select attributes 
based on different statistical measures. We decided to use 
Decision Trees based on the Information Gain Ratio or ID3 
measure, with its default settings in Weka. Also, there are 
techniques that combine more than one tree with a notation of 
ensemble, such as Random Forest [11], [13]. As we 
mentioned above, the result may either be an average or 
weighted average of all of the terminal nodes that are reached, 
or, a voting majority. Once again, we used Random Forest 
with its default settings in Weka. 

III. EVALUATION 

Evaluation Measures 

Four evaluation measures are used to evaluate the 
performance of each classifier on the preprocessed version of 
the data set: Precision, Recall, F-Measure, ROC Area or Area 
Under Curve (AUC) [13]. Precision is defined as a ratio of the 
number of records that are classified as true to the total 
number of records classified in the class (both true and false). 
Recall is defined as a ratio of the number of records that are 
classified as true to the total number of records that are 
correctly classified or belong in the class. Usually, there is an 
inverse relationship between Precision and Recall, when one 
goes up, the other goes down. Mostly, they are expressed in 
percentage. F-Measure is very useful measure, defined as a 
combination of Precision and Recall, as follows: 

𝐹𝐹 −𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀 = 2 ∗
𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃 ∗ 𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅
𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃 + 𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅

 

Finally, the ROC curve is created by plotting several pairs 
of True Positive Rate and False Positive Rate for different 
threshold values. There are several measures to express the 
ROC curve as a single number, such as the popular one AUC 
measure. It expresses the probability of a model correctly 
determining which out of two possible classes; is the one that 
is providing the most truthful match [13]. The values can 
range from 0.5 to 1 and higher values mean better model 
performance. 

We will use F-Measure, AUC and ROC curves to compare 
the performance scores of the classifiers used and to interpret 
their meaning.  
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Evaluation Results 

We picked to use Female class attribute value for which we 
describe the performance of the classifiers for the gender 
prediction. Maybe, this is not solely an intuitive 
(instinctive)decision, because if we look at the survey data 
collection, 62% of the visitors are women. 

We observe that, according to the F-Measure, K-Nearest 
Neighbors achieves best results (68.3%) compared to all 
single classifiers. Also, Bayesian Networkis slightly better 
(64.8%) than Naïve Bayes, which does not have low 
performance score (64.2%). Decision Trees demonstrate worst 
performance score (57.8%). Random Forest seems to show 
better performance (65.6%) versus the other ensembles. Also, 
Bagging (63.0%)) is preferred over Boosting (56.6%). Using 
the AUC measure, once again, K-Nearest Neighbors achieves 
best result (62.7%) compared to all single classifiers. We can 
see reversed situation here, Naïve Bayes (59.0%) is slightly 
better than Bayesian Network (57.9%). Decision Trees 
demonstrate worst performance score (57.8%) compared to all 
single classifiers. The performance ratio of the ensembles 
using AUC is very same as using F-Measure. All these 
comparisons arise from Table 1. and they are visually plotted 
in Fig.1. Also, AUC performances are depicted in the ROC 
curve analysis in Fig.2. 

TABLE I 
GENDER PREDICTION EVALUATION RESULTS 

 
 

 
Fig.1. Comparison of the performance of different classifiers for 

gender prediction 

 
Fig.2 ROC analysis of the performance of different classifiers for 

Gender Prediction 

According to the survey, 73% of the visitors are aged 
between 21 and 30 years. That is the reason we picked group 
B as a target class attribute value for which we describe the 
performance of the classifiers for the age prediction. 

We observe that, according to the F-Measure, K-Nearest 
Neighbors and Naïve Bayes achieves best results (64.6%) 
compared to all single classifiers. But, a bit higher recall value 
(100%) for K-Nearest Neighbors makes it better than Naïve 
Bayes (97.6%). Also, Bayesian Network is slightly better 
(62.2%) than Decision Trees which demonstrate worst 
performance score (57.1%). In this case, Random Forest 
seems to show worse performance (61.8%) versus the other 
ensembles. Bagging (64.6%) is preferred over Boosting 
(61.7%). Using the AUC measure, we can observe that Naïve 
Bayes achieves best performance (57.1%).Bayesian Network 
shows slightly decreased performance (56.1%), but it is better 
than K-Nearest Neighbors (54.9%). Once again it is proofed 
that Decision Trees are the worst classifier (47.6%). Random 
Forest is not good choice this time (45.9%) over the other 
ensembles. Bagging (56.2%) is once again preferred over 
Boosting (50.5%).  All these comparisons arise from Table 2. 
and they are visually plotted in Fig.3. Also, AUC 
performances are depicted in the ROC curve analysis in Fig.4. 

TABLE II 
AGE PREDICTION EVALUATION RESULTS 

 

 
Fig.3. Comparison of the performance of different classifiers for 

age prediction 

 
Fig.4. ROC analysis of the performance of different classifiers for 

Age Prediction 

Classification 
Algorithm

Precision Recall F-Measure Class

3NN 0.562 0.872 0.683 f
AdaBoost 0.538 0.596 0.566 f
Bagging 0.557 0.723 0.630 f

Bayes Net 0.586 0.723 0.648 f
ID3 0.500 0.684 0.578 f

Naïve Bayes 0.576 0.723 0.642 f
Random Forest 0.533 0.851 0.656 f

0.5900.610
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Algorithm

Precision Recall F-Measure Class

3NN 0.477 1.000 0.646 B
AdaBoost 0.474 0.881 0.617 B
Bagging 0.482 0.976 0.646 B

Bayes Net 0.481 0.881 0.622 B
ID3 0.452 0.778 0.571 B

Naïve Bayes 0.482 0.976 0.646 B
Random Forest 0.469 0.905 0.618 B
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IV. CONCLUSIONS 

This paper focuses on the data mining methodology used 
for web users’ demographic prediction [2], [4], [7], and 
[15].Nowadays, the usage of web is directed toward the user, 
so following that trend, this methodology will improve user 
satisfaction, user experience, sales on web, which mean 
remaining the visitors on the website longer, downloading 
more, and purchasing more products. Especially this approach 
will be useful in demographic targeted web advertising [9], 
[12] and dynamic web content personalization [17] based on 
demographic criteria.  

Experiments are performed on a real data including 
following classification algorithms: K-Nearest Neighbors, 
Naïve Bayes, Bayesian Network and Decision Trees as single 
classifiers [1], [13], and, Bagging [10], Boosting and Random 
Forest [11] as ensembles [13]. The evaluation results indicate 
that: i) Best results for Female class value prediction using 
both F-Measure and AUC measure are achieved withK-
Nearest Neighbors (K=3), (68.3% and 62.7 respectively), 
compared to all single classifiers. Also, Random Forest seems 
to show better performance (65.6%) versus the other 
ensembles.ii) Best results for B aged (21-30 aged) as a 
targeted class value, using F-Measure are achieved with K-
Nearest Neighbors (K=3)and Naïve Bayes (64.6%) compared 
to all single classifiers. Also, Naïve Bayes is preferred using 
the AUC measure. In this case, Bagging in combination with 
Naïve Bayes is preferred over the other ensembles (64.6% and 
56.2%) using F-Measure and AUC measure respectively. 

In future work we are interested in prediction additional 
demographic data, such as: marital status and education. Also, 
we plan to focus on demographic prediction inferred from 
users’ behavior patterns discovered from web log files [7], 
[16]. 
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Improved Deflection Routing Method for Bufferless 
Networks-on-Chip 

Igor Stojanovic1, Milica Jovanovic2, Sandra Djosic3 and Goran Djordjevic4 

Abstract – In conventional deflection routers, port-contention 
is resolved by misrouting packets. It leads to a significant 
performance loss at higher loads. To address this problem, we 
propose a simple link-control that allows a deflected packet to 
return back to its current router instead of being misrouted. 
Evaluations show that the proposed mechanism yields an 
improvement of 7 – 12% in network saturation throughput when 
coupled with recent bufferless deflection-based routers. 
 

Keywords – Network-On-Chip (NoC), Deflection routing, 
multi-core, loopback. 
 

I. INTRODUCTION 

With the constant growing complexity of modern System 
on Chip (SoC) architectures, the issue of interconnection 
becomes more important for overall system performances and 
efficiency. Incorporating multiple processors along with a 
wide range of IP (Intellectual Property) cores in a single SoC 
makes traditional bus-based interconnect architectures 
inefficient and difficult to use [1]. A network on-chip (NoC), 
based on traditional network routing, has been suggested as a 
scalable alternative [2]. With its scalability and regularity, 
NoC easy handles growing complexity, thus reducing both the 
design effort and time to market. It also offers significantly 
higher aggregated bandwidth and lower energy consumption 
compared to conventional bus-based systems, which makes 
NoC a competitive solution for using in low power SoC 
designs.   

A NoC consists of multiple routers interconnected with 
each other using point-to-point physical channels (links) to 
form a suitable network topology [3]. Each router is also 
connected to an IP core which serves as a source and sink of 
data. Most current NoC designs employ wormhole packet 
switching in combination with either deterministic or minimal 
adaptive routing policies. To gain higher throughput and avoid 
potential deadlock situations, wormhole routers relay on 
virtual channel flow control mechanism such that the input 

buffer is organized as several independent flit buffers 
allocated to different packets. Although in-router buffering 
improves the bandwidth efficiency, virtual channel buffers 
draw a significant fraction of NoC power and area, and can 
increase router latency. 

The need for power- and area-efficient on-chip interconnect 
infrastructure in modern many-core systems has recently 
initiated a new line of research in the field of NoC, which 
advocates the use of routers with minimum amount of internal 
storage [4-6]. In such bufferless NoCs, each flit of a packet is 
routed independently of every other flit, and deflection routing 
is used to avoid the need for in-router buffers. Since there is 
no buffers to store flits in transit, fits must pass through the 
router without waiting or stalling, and any port-contention 
between multiple arriving flits results in one flit being routed 
through the desired (i.e. productive) output port and others 
being deflected to another (i.e. non-productive) output ports. 
The high cost of buffers makes deflection routing attractive, 
especially for low-to-medium network loads. However, at 
high network load, the energy benefits of this bufferless 
scheme are offset by performance degradation [7]. This is 
because port-contentions occur more frequently, and each 
deflection sends a flit further from its destination causing 
unproductive network hops. 

In this work, we present a simple extension to the basic 
deflection routing scheme, which allows some deflected flits 
to be returned back to the current router, instead of being 
transferred to the next. By preventing, when possible, 
unnecessary link traversals, the proposed mechanism is able to 
improve the performance of deflection routing under higher 
network loads. It is orthogonal to other techniques for 
optimizing bufferless router design, such as insertion of a 
small central buffer [8] and improving port-allocation logic 
[5], and it can be applied to any bufferless deflection NoC 
provided that neighboring routers are connected by full-
duplex links (i.e., two unidirectional links). 

II. BUFFERLESS DEFLECTION ROUTING 

 The basic deflection routing scheme mandates that all flits 
that arrive to a router at the current routing cycle must be 
switched to output ports and sent out immediately in order to 
make room for the new set of incoming flits. Consider two 
neighbouring routers shown in Fig 1. If router A decides not to 
send flit fAB to router B, it could happen that in the next cycle 
it has to send out more flits than it has output ports, causing 
some of them to be dropped. Therefore, in a conventional 
bufferless deflection-based router design, neighbouring 
routers must exchange flits in every routing cycle, regardless 
of whether the flits make productive hops or not.  
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Fig. 1. Router-to-router connection with fixed full-duplex link. 
 
The deflection routing scheme can be implemented on any 

network topology with the same number of input and output 
ports per router. Although there are a number of network 
topologies satisfying this constraint, we consider 2D mesh 
topology, only. The reason is that the 2D mesh is the most 
commonly used topology in NoC design due to its simplicity, 
regularity, and scalability. 2D mesh topology is composed of 
routers with five bidirectional ports. A router uses four ports 
to connect with its neighboring nodes (two per dimension, one 
in each direction). The fifth port is used by the local IP core to 
inject/eject flits (the minimal routable units of packets) 
to/from the network, respectively. 

Eject Inject
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Fig. 2. Bufferless router organization. 

Fig. 2 shows the basic bufferless deflection router 
organization. Bufferless deflection routing has three stages: 
Eject, Inject, and Port Allocation and Switching (PAS) stage. 
The eject stage removes one of locally-addressed flit (if any) 
from the router and forwards it to the local IP core. The inject 
stage injects a new flit form the local IP core if one of four 
inputs does not have a flit present in a given cycle. The Port 
Allocation and Switching (PAS) stage first maps the set of 
input flits to the set of output ports (task of Switch Allocator). 
The flits mapping tries to assign productive port to each flit in 
order to get flit routed in productive direction (the shortest 
path to the destination). Note that the number of productive 
ports assigned to a flit in the 2D mesh NoC can be: 0 (flit is 
addressed to the local router), 1 (flit is already at one of the 
axes of its final destination) or 2 (otherwise). After output 
ports are allocated, the input flits are actually moved to output 
ports through the Switch Fabrics. Note that the PAS stage 
actually makes the differences between the various bufferless 
NoC designs. 

There are two representative bufferless router designs: 
BLESS [4] and CHIPPER [6]. BLESS router uses 4x4 
crossbar switch controlled by an allocator unit. Output port 

allocation is performed sequentially, using oldest-first priority 
scheme. The scheme achieves relatively low deflection rate, 
but with high penalty in terms of hardware cost and latency. 
On the other side, CHIPPER greatly simplifies router 
architecture by replacing global allocator and crossbar with a 
partial two-stage permutation network that is composed of 
four arbiter block. Each arbiter block comprises 2x2 crossbar 
switch and allocator unit. Compared to BLESS, CHIPPER has 
much simpler hardware but also worse network performances.  

There are several related works that try to improve 
deflection router design by offering a specific tradeoff 
between router complexity and performance. One prior work, 
AFC (Adaptive Flow Control) [9] proposes hybrid design that 
incorporates in-router flit buffers (as in buffered routers), but 
can switch it off under low network load and work as 
bufferless router. However it seems that under high network 
load, frequent buffer switching degrades network performance 
because buffers require noticeable time to switch on, which is 
followed by additional energy consumption.  

Another prior design, minimally-buffered deflection 
(MinBD) router uses deflection routing but incorporates small 
flit in-router buffer called side buffer. When a flit is deflected 
to an unproductive output port, it can be temporary stored in 
the side buffer avoiding leaving the router. This preserves 
unnecessarily flit misrouting. In the next cycle, flit stored in 
the side buffer enters the network, if there is a free input slot, 
and participates the new contention. 

III. DEFLECTION ROUTING WITH LOOP-BACK 

The proposed solution is based on the following 
observation: If two adjacent routers agree not to exchange 
their flits, the number of flits contained in either of the two 
routers in the next cycle will not exceed the number of their 
output ports. Moreover, the exchange of flits can be 
temporarily prohibited over any subset of full-duplex links in 
the network without exceeding the allowable number of flits 
in any router. To exploit this property, we replace the fixed 
full-duplex links with links that support two different 
operating modes: the exchange mode, and the loop-back mode 
(Fig. 3). 

 

Fig. 3. Router-to-router connection with two mode full-duplex link. 

 The exchange mode allows the flow of flits as in the 
conventional deflection routing. In the loop-back mode, flits 
form output ports on both sides of the link are returned back 
to the corresponding input ports of their current routers. 
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Fig. 4. Deflection overheads: a) Overhead due to flit misrouting; b) 
overhead due to flit loop-back. 

 
The loop-back feature allows a deflected flit to avoid 

misrouting (i.e. being moved one hop further form its 
destination), thus conserving cycles needed to reach its 
destination. In fact, the loop-back operation reduces the cost 
of deflection for one routing cycle, as exemplified in Figs. 4a 
and b. Both figures show the path of flit fAD from router A to 
its destination router D after it suffers deflection in router A 
toward router B. The path in Fig. 4a corresponds to the 
conventional deflection routing: once misrouted to router B, 
flit fAD needs two additional productive cycles to reach its 
destination – router D. On the other hand, if flit fAD is 
deflected-back to router A, it will be delivered to router D 
with one cycle of delay, as shown in Fig 4b. 

Although the loop-back operation can be beneficial for 
deflected flits, it may disturb the transfer of productive flits. 
To prevent this, we formulate the following flit-deflection 
rule: if at least one output port on either side of the link holds 
a productive flit, the link is configured in exchange mode; 
otherwise, the link is configured in loop-back mode. 
According to this rule, a deflected flit will be misrouted only 
if there is a productive flit on the opposite side of the link. 

IV. IMPLEMENTATION 

Figure 5 shows the hardware implementation of the two-
mode full-duplex link. At each side of the link, a simple link 
controller is appended, which regulates the transfer of flits 
between two routers. A flit is injected into the router via a 

two-input multiplexer, which passes either the flit coming 
from the output port of the same router (i.e. loop-back mode), 
or the flit sent by the opposite router (i.e. exchange mode). To 
implement the flit-deflection rule, each router’s output port 
need to be extended with a flag (denoted as p in Fig. 5) 
indicating the routing status of the flit that is present on that 
port. The flag p is set to ‘1’ if the corresponding output port is 
occupied by a flit and it is the productive port for the flit. 
Otherwise, if the output port does not hold a flit, or the flit is 
routed in a non-productive direction through that port, the 
value of p is ‘0’. The loop-back mode is selected only if both 
routers indicate non-productive routing status, i.e. the 
productivity flags of both routers are set to ‘0’. Note that in 
Fig. 3 the link controllers are shown as blocks separated from 
routers. In fact, they can be placed either outside or inside of 
the router, thus minimally impacting the regular router 
microarchitecture. 

 

 

Fig. 5. Implementation of two-mode full-duplex link. 

V. EVALUATION 

We have evaluated our proposed link control mechanism 
using an in-house cycle-accurate NoC simulator developed in 
SystemC. We have simulated two 2-D mesh NoCs with size 
of 8x8 nodes, which are built using a single-cycle flit-level 
models of two conventional bufferless deflection router 
architectures: BLESS [4], and CHIPPER [6]. These routers 
differ mainly in port allocation policy. BLESS router forwards 
incoming flits to output ports through a full 4x4 crossbar 
switch by giving higher priority to older flits. On the other 
hand, CHIPPER router employs a partial permutation network 
of four 2x2 crossbars and random flit priorities to accomplish 
the same task. The only design parameter varied between 
simulations is the flit-deflection rule, i.e. the link 
configuration with or without inserted link controllers. We 
have used synthetic traffic with flits addressed in uniformly 
random manner. Flits are generated and injected into the 
network following a Poisson distribution. In all our 
simulations, the flit injection rate (i.e. the average inter-arrival 
time of flits at injection port of each router) is swept from zero 
to network saturation. 
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Fig. 6. Performance of deflection NoCs with fixed and two-mode 
full-duplex router-to-router links: a) Misrouting ration vs. injection 

rate;  b) Average latency vs. injection rate 
 

To quantify how efficiently the link controllers suppress flit 
misrouting we introduce a metric, named misrouting ratio, 
which is defined as the total number of non-productive hops 
divided by the total number of hops taken by all the flits 
injected into the network. From Fig. 6a, we can observe that 
the proposed mechanism significantly reduces the misrouting 
ratio in both networks. The relative improvement is greater at 
low loads, since almost all flit deflections can be handled with 
the loop-back operation. As injection rate increases, it 
becomes more common that a link controller must exchange a 
deflected flit with the productive flit on the opposite side of 
the link, which increases the misrouting ratio. However, even 
at saturation load, link controllers reduce the misrouting ratio 
for 57% in BLESS-NoC, and for 51% in CHIPPER-NoC 
network. By avoiding some non-productive hops, the 
proposed link control mechanism is able to recover some 
performance loss due to deflections. From the Fig 6b, we can 
see that the proposed mechanism reduces the average flit 
latency, and improves the network throughput at high 
injection rates. As shown in Table 1, the proposed mechanism 
provides a 7% higher saturation throughput for BLESS-NoC, 
and 12% higher for CHIPPER-NoC network. 

TABLE I 
NOC THROUGHPUT COMPARISON 

BLESS BLESS with 
link controllers CHIPPER CHIPPER with 

link controllers 
0.327 0.351 0.242 0.271 

VI. CONCLUSION 

In this work we have introduced a link-control strategy for 
reducing overhead of flit deflection in bufferless networks-on-
chip. The results presented show that the router-to-router 
connection with two-mode full-duplex links improves 
network throughput with an area overhead of a two-input flit-
wide multiplexer per router’s input port. 
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Realization of Universal HW/SW Module for Integration 
of Medical Laboratory Devices into Medical Information 

System 
Aleksandar Milenković1, Dragan Janković2, Marija Stojković3, Aleksandar Veljanovski4 

and Petar Rajković5 

Abstract – This paper presents a proposal of the universal 
hardware-software module that enables the integration of 
laboratory equipment of a health care institution’s and medical 
information system (MIS). Emphasis is particularly given to the 
connection of the analyzers in biochemical laboratory of a health 
care institution with MIS, but proposed concept can be used for 
integration and other laboratory devices in health care facilities 
with MIS and beyond. The proposed solution is cheap and allows 
the integration of heterogeneous laboratory devices in MIS in a 
uniform way. The solution is based on XML messages that are 
generated from the proposed XSD schemas. The three XSD 
schemas were proposed: MessageRequest, 
MessageRequestToResponse and MessageResponse. 
Communication using XML messages, generated on the basis of 
the proposed schemas, is performed via a hardware proxy, in 
this case, carried out with minicomputer Raspberry Pi model B. 
The communication protocol for data exchange with biochemical 
analyzers were implemented as set of separated libraries (DLL) 
using C#.NET language and Mono framework. Adding a USB-to-
Serial converters and USB hub, the Raspberry Pi allows 
connection of a large number of analyzers via serial or Ethernet 
ports and their communication with MIS on the distance over a 
local network of health care institution. 
 

Keywords – Integration, Module, Hardware, Software, 
Laboratory, Analyzer, Analysis, MIS, XSD, XML, Raspberry Pi, 
Mono, C# .NET, LabIS. 
 

I. INTRODUCTION 

The great daily flow of patients with a large number of 
analyses performed on admitted patients in biochemical 
laboratories requires an enormous expenditure of human 

resources in the preparation of requests for specific analyses 
as well as for copying the results of the performed analyses 
from the analyzer into electronic patient record (EPR) and into 
a laboratory reports that is given to the each patient. In order 
to speed up the job by automatically acquisition analyses 
results from the analyzers, first of all it is necessary to connect 
biochemical analyzers with the medical information system 
(MIS). This way it is possible to prevent eventual errors that 
occurs when analyses results are reading from analyzers and 
then transfer (retype) to ЕPR [1, 2]. For example, in the 
Health Center Nis, daily, hundreds of patients perform several 
analyses in biochemical laboratory. A large flow of patients 
and a large number of the performed analyses have had 
influence to develop a hardware/software module, presented 
in this paper, in order to enable the automatic acquisition data 
from laboratory analyzers on the distance. This paper presents 
the application of the proposed hardware-software module just 
for connecting biochemical analyzers with MIS, but the 
concept can be used to connect other medical devices in a 
health care institution with MIS and beyond. 

In the market there are many different types of laboratory 
analyzers (biochemical, hematological, etc.), from different 
manufacturers, which implement various communication 
protocols for data exchange with external host. 
Communication protocols of the same device model and the 
same manufacturer often vary among revisions. In order to 
establish communication between medical information system 
(MIS) and numerous different analyzers by different 
manufacturers (as it is often the case) it is necessary to 
implement the communication protocol for each analyzer. The 
most analyzers exchange data via serial port, and 
communication is physically limited to a few meters in the 
laboratory rooms. On the market there are several wide usage 
hardware devices (port extenders) which can enable 
communication between analyzers and MIS on the distance 
with high price (e.g. few hundreds of dollars). We are tested 
LINDY Serial-To-Ethernet port extender [3]. This paper 
presents a proposal of the integration of medical information 
system and the analyzers on the distance by using XML 
messages that are generated on the proposed XSD schemas 
(MessageRequest, MessageRequestToResponse and 
MessageResponse) and hardware proxy. The XML messages 
are passed through the local area network (LAN) to the 
hardware proxy, then the hardware proxy parses received 
messages and translates that to messages "understandable" for 
the analyzer, collects results from analyzers based on the MIS 
request, and then creates XML messages based on the 
proposed XSD schemas and then sends that to the MIS. 

1Aleksandar Milenković is with the Faculty of Electronic 
Engineering at University of Niš, Aleksandra Medvedeva 14, 18000 
Niš, Serbia, E-mail: aleksandar.milenkovic@elfak.ni.ac.rs. 

2Dragan Janković is with the Faculty of Electronic Engineering at 
University of Niš, Aleksandra Medvedeva 14, 18000 Niš, Serbia,  
E-mail: dragan.jankovic@elfak.ni.ac.rs. 

3Marija Stojković is with the Faculty of Electronic Engineering at 
University f Niš, Aleksandra Medvedeva 14, 18000 Niš, Serbia,  
E-mail: marija.stojkovic@elfak.ni.ac.rs. 

4Aleksandar Veljanovski is with the Faculty of Electronic 
Engineering at University of Niš, Aleksandra Medvedeva 14, 18000 
Niš, Serbia, E-mail: aleksandar.veljanovski@elfak.ni.ac.rs. 

5Petar Rajković is with the Faculty of Electronic Engineering at 
University of Niš, Aleksandra Medvedeva 14, 18000 Niš, Serbia,  
E-mail: petar.rajkovic@elfak.ni.ac.rs. 

97 



 

Widespread and very popular minicomputer Raspberry Pi 
model B [4] was used as hardware proxy. This paper shows an 
example of the integration of MIS MEDIS.NET (licensed by 
the Ministry of Health of the Republic of Serbia for using in 
primary care health institutions) with biochemical analyzers. 
In order to increase speed of developing and testing and to 
become more independent from the real laboratory 
environment Lab Simulator was developed to simulate the 
biochemical analyzer Abbot Aeroset. It is enough to connect 
analyzers with serial ports on implemented hardware proxy, 
and then connect the hardware proxy to a local area network 
to be able to communicate with MIS. 

 

 
 

Fig. 1. XSD schema MessageRequest.xsd. 
 
This paper presents the inexpensive solution which is based 

on inexpensive hardware proxy and XML messages. The 
proposed solution enable to place only hardware proxy instead 
of full computer nearby analyzers that can exchange data with 
analyzers and MIS trough a local area network of the health 
care institutions. Communication protocol for each connected 
analyzer to hardware proxy is implemented as separated 
library (dll) and placed on hardware proxy. The similar low 
priced solution with open communication formats for data 
exchanging between MIS and analyzers proxy not exists on 
the market or this solutions are closed and much expensive for 
biochemical laboratories in the most health centers in the 
Republic of Serbia. One of them is Siemens solution [5]. 

After the introduction the proposal message formats for 
exchanging data between MIS and the analyzers are 
presented. Below this the integration of biochemical analyzers 
with a medical information system using HW/SW module is 
shown after which follows the conclusion. 

II. PROPOSAL OF MESSAGE FORMATS FOR DATA 
EXCHANGE BETWEEN ANALYZERS AND MIS 

The proposed communication between laboratory analyzers 
and MIS, in this case MEDIS.NET, is performed by sending 
XML messages that are created by using proposed XSD 
schemas [6]. There are three XSD schemas on which XML 
messages for data exchange are created: MessageRequest.xsd 

(Fig 1), MessageRequestToResponse.xsd (Fig 2) and 
MessageResponse.xsd (Fig 3). The MessageRequest.xsd is 
used to generate XML messages that are sent to the MIS while 
the MessageResponse.xsd is used to receive responses (XML 
messages) from MIS. MessageRequestToResponse.xsd is used 
to create requests (XML messages) on the basis of which it 
expects a response (XML messages) from analyzer that is 
created on the basis of the scheme MessageResponse.xsd. In 
order to communication be identical for all analyzers that are 
need to be connected to the MIS via a hardware proxy, it is 
necessary to fully comply with the proposed XSD schemas on 
which XML messages are generated. On this way data 
exchange between MIS and Raspberry Pi is separated and 
independent of implementation of communication protocol for 
each connected analyzer. 

A. Description of message format for sending the request to 
analyzer (MessageRequest.xsd) 

Element Datetime represents the time when the message 
was generated. The value of element Datetime is needed to 
save into format (YYYY-MM-DD HH:MM:SS). Element 
Priority describes the priority of the message that is sent. 
Possible values are (Normal - the default, High and Low). 
Given priority may not always be accepted. Element Patient 
refers to a patient whom analyses are done and he is closer 
determined with elements SID - Sample ID, LBO - 
identification number of the insured, JMBG - personal 
identification number, FirstName, and LastName. This is 
followed by an element Analyzer that is described with 
elements (ID, Description, Name, and Analyses). Each 
connected analyzer should have unique ID in order to be 
unambiguously determined in the whole system. Element 
Analyses is the list of analysis that needs to be performed on 
the certain analyzer for the certain patient. A list of the 
analyses contains at least one element, a single analysis. Each 
analysis, that needs to be performed on the analyzer, is 
uniquely defined by its code (element AnalysisCode) and 
described with priority (Priority element - Normal is the 
default value, other possible values are High and Low). The 
request that was sent to the analyzer can contain a list of 
diagnoses. Each diagnoses into diagnoses list is determined by 
the elements (ICD10Code, ICD10Name and Comment) and on 
the basis of internationally recognized ICD10 diagnoses code 
list. 

B. Description of message format for initiate response sending 
(MessageRequestToResponse.xsd) 

Elements DateTime, Priority and Patient are already 
described during describing XSD schema 
MessageRequest.xsd. Element Analyzer determines from 
which analyzers is necessary to take over the results of the 
analyses for the patient which is described with element 
Patient in XSD schema. If the list of analyzers is empty, 
wherein each analyzer are described with elements (ID, 
Description, Name and Analyses), the returning message will 
include analyses results, that they were performed on all 
analyzers which are connected to hardware proxy, and for a 
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certain Patient. If analyzers are specified in list of analyzers 
(at least one) then return message that contains the results of 
analyses from specified analyzers in list. The list of analyses 
can be empty. If forwarding list of analyses is empty, 
returning message will contain all analyses results that are 
performed on specific analyzer for certain patient. If it is 
specified at least one analysis, than as result, will receive only 
result of this analysis. It is possible to define a greater number 
of analyses to get the results from the analyzer in the returning 
message. The response on the sent request for getting results 
of analyses is XML message that is generated and based on 
XSD schema MessageResponse.xsd. 

 
 

Fig. 2. XSD schema MessageRequestToResponse.xsd. 
 

 
 

Fig. 3. XSD schema MessageResponse.xsd. 

C. Description of message format for receiving data from 
analyzer (MessageResponse.xsd) 

Elements DateTime and Patient are already described. 
Element Analyzer is a list of the analyzers from which results 
are taken by message that is initiated by sending a response 
(message generated and based on XSD schema 
MessageRequestToResponse.xsd). If the list of analyzers is 
empty that means that there are no analyses that were 
performed to the Patient on the analyzer described by 
elements (ID, Description, Name and Analyses). If there is at 
least one analyzer in list, in the list of analyses must be at least 
one analysis with the result. Result of analysis in the list of 
analyses is described with elements (AnalysisCode, Value and 
Note). AnalysisCode uniquely determines performed analysis 
on analyzer. Value contains the result of analysis and the type 
of this element is string. Element Note contains a description 

of the format in which result will be presented (the possible 
values are: integer, decimal and string). If result is a numeric 
value, the decimal point is presented as a dot (.). 

 
 

Fig. 4. Sequential diagram of communication between MIS and 
analyzer. 

The Fig 4. shows sequential diagram of communication of 
one analyzer and MIS that exchange data using minicomputer 
Raspberry Pi and XML messages based on proposal XSD 
schemas. 

III. INTEGRATION OF BIOCHEMICAL ANALYZERS 
AND MIS USING BY HW/SW MODULE 

Below is shown an example of integration biochemical 
analyzers based on the messages which are generated using 
the proposed XSD schemas. As hardware proxy, between MIS 
that sends requests and receives a messages with the results of 
the performed analyses and themselves, was used analyzers 
minicomputer Raspberry Pi model B. 

The Raspberry Pi is minicomputer the size of a credit card 
that is appeared in the market with the model B in February 
2012. It was originally developed for educational purposes as 
well as for connecting to a TVs receiver in order to create 
smart TVs. Version of the device labeled with B was extended 
with another USB port, Ethernet jack and it has 512 MB of 
RAM. The price of such devices is US$35. SD card is used as 
data storage. The recommended capacity of SD card is 2GB 
with less time for reading and writing data. On this hardware 
it is possible to runs different distributions of Linux: Raspbian 
"wheezy" (a derivative of Debian which is optimized for 
Raspberry Pi), Arch Linux, RISC OS and Android 4.0. We 
chose the first option (Raspbian "wheezy" Linux kernel 
3.6.11). 

In the market there are more Serial-to-Ethernet port 
extenders that allow you to connect multiple laboratory 
analyzers via serial ports and then to forward the traffic over 
the network to the remote computer in order to perform a 
necessary processing. We have been tried and tested the 
device LINDY [3]. The big problem with this device was its 
high price. The price of mentioned models on the official 
website of the manufacturer's is US$325. Variant with 4 serial 
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ports costs US$425, which leads to much more expensive 
solutions that is for many health care institutions in the 
Republic of Serbia practically unacceptable. 

 
 

Fig. 5. The physical appearance of Raspberry Pi model B [5]. 
 

 
 

Fig. 6. The communication diagram between analyzers, MIS and 
Raspberry Pi. 

 

In order to connect Raspberry Pi with biochemical analyzer 
via serial port, it is necessary to connect device with USB-to-
Serial convertor. To connect multiple analyzers with device it 
is necessary to get a USB hub (Fig 5.). The driver installation 
is not required on the Raspbian so USB-to-Serial converter 
was ready for use right away. It is only necessary to plug 
mentioned converter to the device. Converter in the system is 
identified as /dev/ttyUSB*, where * represents the order 
number of converter, which is a zero based index. We used a 
USB-to-Serial converter manufacturers Manhattan (type 
ld_pl2302_v0618) [7]. The software that executes on the 
Raspberry Pi is written in C# .NET wherein the Mono 
Framework is used [8]. 

The request for ordering analyses from analyzer and for 
initiate sending results of analyses from analyzer, are sent 
from the MIS (it sends XML messages that are created from 
XSD schemas MessageRequest and 
MessageRequestToResponse) to hardware proxy (Raspberry 
Pi). Then, the messages forward to the hardware proxy and to 
the appropriate DLL that implements a specific 
communication protocol for analyzer for those messages are 
intended. Then the XML messages are translated into 
"understandable" messages for certain connected analyzer to 
hardware proxy and then those forward to analyzer. Then 
analyzer sends results of the analyses to Raspberry Pi. The 
results are parsed and formatted into a standard format 
(universal regardless of which analyzer is performed based on 
XSD schema MessageResponse) and then they are sent to the 
MIS. The results of the analyses are stored into the MIS 
database. It is not necessarily to initiates communication by 
MIS. All messages received from the laboratory analyzers are 
processed on the Raspberry Pi and then analyses results 

forwarded to the MIS via XML messages that correspond to 
XSD schema MessageResponse.xsd. 

IV. CONCLUSION 

In this paper it is proposed the integration of medical 
devices and MIS with a universal HW/SW module with a 
large emphasis on biochemical analyzers. The HW/SW 
module is based on messages which are described with XSD 
schemas and on a hardware proxy. Messages created on the 
basis of the proposed XSD schemes are XML records. As low-
cost hardware proxy between the analyzers and the MIS was 
used minicomputer Raspberry Pi model B. The Lab Simulator 
was developed for purpose of the rapid development and 
testing of the proposed message formats and the whole 
proposed HW/SW module. This paper describes the 
integration of biochemical analyzers and MIS MEDIS.NET 
based on the proposed and described module. 

The presented solution with a modification of XSD schemas 
on which XML messages are created for data exchange 
between biochemical analyzers and MIS via proxy Raspberry 
Pi can be used for integration of other medical devices with 
MIS. The described solution can be used outside the field of 
medicine, wherever is necessary to perform the acquisition of 
data from the devices and where you need to transfer data 
from a remote devices to information system over the network 
while the price of the whole solution is acceptable. 
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Processing of Big Spatio-Temporal Data                     
using MapReduce 

Dragan Stojanović1, Natalija Stojanović2

Abstract – In this paper, we present research work related to 
processing and analysis of big trajectory data using MapReduce 
framework. We describe the MapReduce-based algorithms and 
applications implemented on Hadoop for processing spatial join 
between big trajectory data and set of POI regions and 
aggregation of join results for the purpose of movement analysis. 
The experimental evaluation and results in detecting trajectory 
patterns of particular users and the most popular places in the 
city during evening demonstrate the feasibility of our approach. 

 
Keywords – Spatio-temporal data processing, Big data, GIS, 

cloud computing, MapReduce, Hadoop 
 

I. INTRODUCTION 

Advances in remote sensors, sensor networks, and the 
proliferation of location sensing devices in daily life activities 
lead to the explosion of disparate, dynamic, and 
geographically distributed spatio-temporal data in the form of 
moving object trajectories. Also, ground, air- and space-borne 
remote sensing technologies, as well as large-scale scientific 
simulations are generating petabytes of spatio-temporal data. 
These ever-increasing volumes of spatio-temporal data call for 
new models and computationally effective algorithms in order 
to efficiently store, process, analyze and visualize such a big 
data in advanced data-intensive systems and applications.  

During the last decade there has been a growing interest in 
research of parallel and distributed computing applied to the 
management, processing and analysis of massive geo-spatial 
data [1]. Advanced GIS applications, such as real-time 
disaster management, high-fidelity terrain visualization, 
global climate change analysis, traffic monitoring, etc., 
impose strengthen performance and response time constraints 
which cannot be met by contemporary Geographic 
Information Systems (GIS) and spatial databases. Thus, high-
performance computing (HPC) may meet the requirements of 
these applications [2]. Various researchers propose methods 
and techniques for high performance and parallelization in the 
processing and analysis of big geo-spatial data based on 
cluster and cloud computing [3], as well as on personal 
computers equipped with multiprocessor CPUs and massively 
parallel GPUs [4]. 

 
The recent proliferation of distributed and cloud computing 

infrastructures and platforms, both public clouds (e.g., 

Amazon EC2) and private computer clusters, has given a rise 
for processing and analysis of complex Big data. Especially, 
the implementation of MapReduce framework in the form of 
open-source Hadoop software stack, that can work on clusters 
of share-nothing machines, have set this paradigm as an 
emerging research and development topic [5]. The 
MapReduce paradigm hides details about data distribution, 
data availability and fault-tolerance, and can scale to 
thousands of computers in a cluster or cloud [6]. The 
MapReduce processing consists of two steps, namely Map and 
Reduce that are performed through map and reduce functions 
(Fig. 1). The map function receives a collection of key-value 
pairs of the form <k0,v0> and produces collection of key-
value pairs of the form <k1,v1>, <k2,v2>, <k3,v3>, ... Then, the 
framework executes a shuffle that sends each reducer a 
collection <ki, v1, v2, v3,...>, i.e., a sequence of values 
corresponding to the same key value ki. Each reducer 
generates its own output. Load balancing, data distribution 
and fault tolerance issues are handled by the MapReduce 
framework itself, thus, the programmer can focus on the 
solution to the problem.  

 

Fig. 1. MapReduce data flow [6] 
 

In this paper we implement MapReduce algorithms and 
corresponding applications using Hadoop to perform spatial 
join between trajectory data set and regions around 
points/places of interest (POI), and further aggregation of join 
results, to generate the symbolic trajectories of mobile users, 
as well as to detect the most popular POI in the city. 

The rest of the paper is structured as follows. Section II 
presents the research work related to processing and analysis 
of spatial and spatio-temporal data using MapReduce. In 
section III we describe the Hadoop implementation for 
processing big trajectory data set over set of POI in the city. 
Section IV gives the results and presents the evaluation of our 
implementation. Section V concludes the paper and gives 
directions for future research. 
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II. RELATED WORK 

Big data is currently the hottest topic for data researchers 
and scientists with huge interests from the industry and 
government agencies [7]. Recently, several initiatives related 
to Big data have emerged in the European area, such as Euro 
Lab on Big Data Analytics and Social Mining1 and the speech 
“Big data for Europe” held at ICT 2013 Event2. 

The application of high-performance parallel and 
distributed computing to big spatio-temporal data is of 
increasing interest at the European level in the European 
Space Agency3 (the "Big data from Space" event). At the 
global level, the Open Geospatial Consortium (OGC) has 
started activities focused on the geospatial aspects of big data 
Processing4, the US government has announced Big data 
R&D initiative5, and the industry has already offered 
commercial solutions, such as the IBM Big data platform6. 

Recently, there is also a growing research interest in spatio-
temporal data management, processing analysis and mining 
using MapReduce model. Cary et al. in [8] present their 
experiences in applying the MapReduce framework to 
important spatial database problems. They investigate R-tree 
bulk-loading issues in MapReduce, as well as aerial image 
quality computation and prove excellent scalability in parallel 
processing of spatial data. In [9] some efficiency issues 
regarding spatial data management are considered and an 
implementation of the all-nearest-neighbor query algorithm is 
provided. The authors present performance evaluation and 
show that the MapReduce-based spatial applications 
outperform the traditional one on a DBMS. 

Spatial joins in MapReduce are studied in [10]. The authors 
present SJMR (Spatial Join with MapReduce) algorithm that 
includes strip-based plane sweeping algorithm, tile-based 
spatial partitioning function and duplication avoidance 
technology to perform spatial join on MapReduce. The 
performance evaluation of SJMR algorithm over the real- 
world data sets shows the applicability of MapReduce for 
data-intensive spatial applications on small clusters. 

Regarding spatio-temporal and trajectory data, a first 
approach is presented in [11] where massive trajectory 
management issues are investigated. The authors present a 
new framework for query processing over trajectory data 
based on MapReduce in order to utilize the parallel processing 
power of computer clusters. They perform preliminary 
experiments showing that this framework scales well in terms 
of the size of trajectory data set [12]. 

SpatialHadoop is developed as the first extension of 
MapReduce framework with support for spatial data and 
operations [13]. SpatialHadoop employs a spatial high level 
language, a two-level spatial index structure, and three basic 
spatial operations: range queries, k-NN queries, and spatial 

1 www.sobigdata.eu 
2 http://ec.europa.eu/digital-agenda/en/news/big-data-europe 
3 http://www.congrexprojects.com/13C10/  
4 http://www.opengeospatial.org/blog/1866 
5 http://goo.gl/Rp2EZz 
6 http://www-01.ibm.com/software/data/bigdata 

join. SpatialHadoop demonstration has been done on an 
Amazon EC2 cluster against two real spatial data sets. 

Although there is a considerable recent research interest 
related to spatial and spatio-temporal data management on 
MapReduce, there is limited work performed for trajectory 
(mobility) data processing and analysis using the MapReduce 
framework. Our work aims to provide efficient MapReduce 
solution for a fundamental mobility data processing task 
related to big trajectory data sets. 

III. SPATIO-TEMPORAL DATA PROCESSING USING 
HADOOP  

The research presented in this paper aims to provide 
efficient MapReduce solution for a big mobility data 
processing and analysis task related to the trajectory data set 
representing movement of mobile users and the points/places 
of interest they visit.  

The problem we investigate in this work is actually the 
spatial join between a big set of spatio-temporal trajectory 
data T and a (potentially large) set of spatial regions R. The 
trajectory data represent the movement of a large collection of 
moving objects/mobile users tracked for a certain time period 
with the specified frequency of location updates. Each 
trajectory is seen as a collection of points <oid, xi, yi, ti>, 
where xi, yi represent the location in a geographic/geometric 
reference system and ti is the corresponding time stamp at 
which the moving object (oid) is detected at the specified 
location. Trajectories of a large number of moving objects 
collected for a long time period are characterized by large 
volumes, considered as Big data and therefore their processing 
and analysis is a challenging issue.  

Each spatial region R represents an area around point/place 
of interest (POI) visited by mobile users that stay there for 
certain time periods. A mobile user visits particular POI if its 
recording location at corresponding time stamp is within the 
area of POI; otherwise a mobile user is considered to be on a 
trip between two POIs. 

The objective of our MapReduce implementation is to 
provide: 
• Analysis of user’s movement and trajectory to detect 

places she visited and at which she stayed for a certain 
time period in the form of symbolic trajectory 
(POI1,Period1)→(POI2,Period2)→…→(POIn, Periodn). 

• Detection of the most popular places regarding the 
number of users that visited them and the total amount 
of time they stayed at a particular place. 

For such analysis we develop two MapReduce application/ 
jobs over the trajectory and region data sets.  

The first job, named SemanticTrajectory, performs 
processing and analysis of trajectory data related to mobile 
users and detects their visits to POIs. During the Map phase, 
each mapper reads its input, which is a collection of records of 
the form <oid, location, time> and performs the spatial join 
with POI data set containing records of the form <pid, area, 
attributes>, according to the spatial relation Within(location, 
area). The output of mappers is in the form <(oid, pid), time> 
where the pair (oid,pid) represents the composite key and the 
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parameter time is a value. In the Reduce phase, each reducer 
collects the identifiers of the same (oid, pid) and process and 
aggregate the time values detecting the time period(s) during 
which the object stays at the POI. The output of the reducers 
contains records of the form <oid, pid, (t1,t2)> and is written 
back to HDFS. Each record of the output represents the period 
during which a mobile user oid visits the place pid and 
represents the semantic trajectory of a mobile user, i.e. the 
pattern of her movement. 

The second MapReduce job we developed, named 
PopularPlaces, focuses on POIs and detects their popularity 
according to the number of visits and the total duration of 
stays. During the Map phase, each mapper reads the same big 
trajectory data set as the first job and performs the spatial join 
with POI data set. This time the output of mappers is in the 
form <pid, (oid, time)> where the pid represents the key and 
(oid, time) is a value. In the Reduce phase, each reducer 
collects the identifiers of the same pid, and process and 
aggregate the oid and time values detecting the total number 
of unique mobile users that visited particular place and the 
total time periods of their visits to POI. The output of the 
reducers contains records of the form <pid, nr_oid, 
total_time> and is written back to HDFS. Each record of the 
output represents the total number of users (nr_oid) that 
visited a place pid, and the total time (total_time) that these 
users stay at place pid. 

IV. EXPERIMENTAL EVALUATION 

In this section, we present the experimental evaluation of 
the implemented algorithms described previously. 

The algorithms have been implemented in Hadoop 1.2.1 
(http://hadoop.apache.org/) and experiments have been 
conducted in a pseudo-distributed mode, as well as on a small 
cluster of 5 nodes (commodity computers). A master node is a 
physical machine Pentium IV with 3 GHz CPU and 4GB of 
RAM, while worker nodes are virtual machines on a private 
IaaS cloud equipped with Intel Xeon CPU 1.6GHz Dual Core. 
Each node runs Ubuntu 12.10 Linux and have Java SDK 1.7 
installed. In addition, each node runs both a Task Tracker and 
Data Node daemon, while a master node acts as Job Tracker 
and Name Node, as well. 

In our study, implementation and evaluation we have used  
MilanoByNight simulated datasets that have been provided by 
the EveryWare Lab, University of Milano [14]. The authors of 
the data set consider a typical deployment scenario for a 
friend-finder service: a large number of young people using 
the service on a weekend night in large city like Milan. The 
simulation includes a total of 30,000 home buildings, 10,000 
office buildings and 1,000 entertainment places which 
represent a POI dataset. The trajectory data set contains 180 
million of records for 100,000 mobile users moving over the 
city of Milan while location updates are made at every 2 
minutes. The movement has been recorded over 6 hours long 
time period, from 7pm - 1 am, which amounts for about 1.3 
GB in total. 

Both data sets are stored in the HDFS. The trajectory data 
set is available to all started mappers through HDFS 
partitioning mechanism. For the POI data set, we exploit the 

features of the distributed cache mechanism supported by 
Hadoop, meaning that all POI data are available to all Map 
and Reduce tasks. Since in our setting the size of the POI 
dataset is significantly smaller than the size of the trajectories 
dataset, the distributed cache is a convenient way to share data 
across Hadoop nodes. 

We have run our MapReduce jobs on a small commodity 
cluster containing 5 nodes. The SemanticTrajectory  
MapReduce job engages 20 Map tasks and 10 reduce tasks 
that finish the job for 1 hour and 9 minutes, producing an 
output of about 56 MB stored on HDFS. The job output is in 
the form of records shown in Table I for particular users. 

TABLE I 
THE OUTPUT OF THE SEMANTICTRAJECTORY JOB 

 
OID PID Time period 

10233 2091 [09.01.2009. 07:02 - 09.01.2009. 07:52] 
10233 1362 [09.01.2009. 08:58 - 09.01.2009. 11:30] 
10233 4560 [09.01.2009. 11:45 - 10.01.2009. 00:58] 

...   
14215 3195 [09.01.2009. 07:00 - 09.01.2009. 08:30] 
14215 1587 [09.01.2009. 08:42 - 09.01.2009. 10:04] 
14215 1890 [09.01.2009. 10:24 - 09.01.2009. 12:02] 
14215 2964 [09.01.2009. 12:10 - 10.01.2009. 1:00] 

...   
14216 2694 [09.01.2009. 07:00 - 09.01.2009. 09:20] 
14216 6264 [09.01.2009. 09:34 - 09.01.2009. 11:04] 
14216 788 [09.01.2009. 11:30 - 10.01.2009. 01:00] 

…   
 

The PopularPlaces job engages the same number of Map 
and Reduce tasks and performs faster than previous one, 
completing its processing for 35 minutes. The excerpt of the 
output of the PopularPlaces job for the most popular places, 
having about 100 KB in size, is shown in Table II sorted 
according the total number of visitors. 

TABLE II 
TOP POPULAR PLACES SORTED BY 

 TOTAL NUMBER OF UNIQUE VISITORS  
 

PID Total visitors Total time 
17 1635 140892 

83 1530 117016 
136 1466 126504 
96 1458 121378 

180 1435 116852 
416 1341 113436 
97 1326 72378 

132 1317 69428 
409 1301 109586 
318 1289 121484 
276 1247 110236 
…   
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The results produced can be visually analyzed using a 
specified tool that supports analytics of spatio-temporal and 
trajectory data, such as Microsoft SQL Server Business 
Intelligence Features.  

The main objective of our work is not to evaluate the 
performance of trajectory data processing, since we 
implement our algorithms on a small, available cluster. Since 
MapReduce and its Hadoop implementation provides 
excellent scalability in terms of bigger data sets, as well as 
larger computing resources, our applications can be easily 
scaled to more powerful computer nodes than those we used 
and larger cluster with thousands of machines (e.g. Amazon 
Elactic MapReduce - EMR) to achieve much higher 
performances, that are generally expected.  

V. CONCLUSION 

In this paper, we propose the design and implementation of 
efficient algorithms for processing of spatio-temporal data that 
represent moving object trajectories using MapReduce. These 
algorithms consist of spatial join between a big trajectory data 
set and a POI (region) data set, and appropriate aggregation of 
join results. The algorithms implementation has been 
performed using Hadoop, an open source MapReduce 
implementation and an Apache project. The deployment and 
evaluation of our solution performed in pseudo-distributed 
mode and on a small cluster of commodity computers, show 
viability of our approach in usability of MapReduce/Hadoop 
in big spatio-temporal data processing and analysis.  

Although the literature is rich in spatio-temporal data 
management, processing and mining techniques, handling 
massive trajectory data with MapReduce is expected to boost 
the performance of analytic tasks in big trajectory data. There 
are significant issues that are considered very important for 
further research and development. Since the MapReduce 
model is mainly batch oriented it should be interesting to 
explore its possibilities and extensions toward real-time 
stream data processing of trajectory data. Since trajectories 
change frequently by addition of new location data, it is very 
interesting to explore update and monitoring issues in a 
MapReduce setting. Also, a very challenging task is to explore 
and adapt the MapReduce framework in a mobile 
environment (mobile cloud computing). 
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Incremental Development of E-Learning Systems for 
Mobile Platforms 

Milena Frtunić1, Leonid Stoimenov2 and Dejan Rančić3 

Abstract – In this paper incremental development of e-learning 
system for mobile devices is presented. The benefits of 
incremental model are discussed and reasons for choosing this 
model for developing e-learning and m-learning software is 
given. Further, this approach is explained on the MoodleQuiz 
application, developed for taking the Moodle quizzes on Android 
mobile devices.     
 

Keywords – E-learning software system, M-learning, Moodle 
quiz, Incremental development, Android development. 

 

I. INTRODUCTION 

Advancement of technology in the past decade has resulted 
in a great progress in mobile technology. Mobile hardware 
and the networks that support them became more powerful, 
more dynamic and more affordable. Because of that, number 
of their users is growing rapidly, and it is expected that in the 
next few years most of the users will be accessing the Internet 
by using their mobile devices and smartphones. Due to this, 
the need for all information on the Internet to become 
available on the mobile devices has emerged.  

Since, most of the learners today are likely to have mobile 
devices to access the Internet with them all the time (at home, 
at school, on public transportation, at work etc.), it is 
reasonable to expect that they would like to use those devices 
for every need they have on the Internet [1]. This means, that 
it is critical to shift to the mobile devices, not only regular 
information, but also e-learning systems. In the past few 
years, many countries came to the similar conclusion and 
made steps in developing software that will support informal 
learning and run on the mobile devices such as tablets and 
smartphones. Due to that, m-learning is gaining more 
popularity every day. 

Education sector usually requires software delivery in 
minimum possible time [2]. Delays in delivery of software 
might not be acceptable to most education organizations. 
Moreover, misinterpreted, missing or incomplete requirements 
might result to errors in final product, which can lead to a 
huge problem for education institutes. In order to provide 

efficiency of development and reducing possibility of errors, 
incremental development of the software is recommended.  

In the next part of this paper, the choice of incremental 
development will be further discussed. After that we will 
show incremental model on example of MoodleQuiz [3] 
application, developed for solving Moodle Quiz on Android 
mobile devices. 

II. INCREMENTAL DEVELOPMENT 

Developing e-learning software can be very challenging. 
The resulting product has to be system that will be well 
received not only by students, but also by teachers. This can 
be difficult because not everyone is used to informal learning 
methods and using e-learning systems for process of teaching 
and testing students. For that reason, it is very important to 
develop system that teachers will understand and find useful 
in the teaching process.  

Situation can be even more difficult for developing these 
systems for mobile platforms. Main reason for that is 
specificity of these devices. Application developed for mobile 
devices and smartphones have to be more personal, more 
interactive and fast, so that users find it interesting and 
useable. Since mobile devices and smartphones have small 
screen sizes this can be challenging [4]. The best way for 
developing those applications is incremental development 
model. Main reason for this choice is that after every 
increment, the developers can have a feedback from the 
customers and make changes in the product by their 
comments. 

The main characteristic of incremental model is that the 
whole system can be developed in increments, starting with 
the most important requirements at the beginning. When 
developing m-learning systems, that can be very useful. 
Reason for this is that acceptability among the teachers and 
students can be tested after every increment. Moreover, active 
user involvement throughout the product’s development and a 
very cooperative and collaborative approach can help in 
ensuring that expectations are effectively managed. Also, that 
can help in identifying any issues in early stages and make it 
easier to respond to change. 

On the example of m-learning software development, this 
means that educators can get the feeling how the system is 
going to work, monitor the progress and alert if the system is 
not working as it is supposed to. Furthermore, after every 
increment educator can test the complete requirement and get 
the reactions from student and see how they feel about using 
the application on regular bases in their studies. Additionally, 
developers can get the feedback about how usable the 
application interface is, in the early stages of application 
development. The reaction received from the students is 
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extremely valuable, because the project will not be successful 
if the students don’t receive the application well and if they 
find it difficult to use.   

III. MOODLE QUIZ 

MoodleQuiz, application developed for solving Moodle 
quizzes [5] on Android mobile devices, was developed using 
incremental model because of the previously explained 
reasons. MoodleQuiz is part of the “Infrastructure for 
electronically supported learning in Serbia” project and it 
should provide possibility for participants to solve quizzes on 
portal that will be developed within this project. In 
development process, testing of the application will be done 
on Moodle portal that is used on Faculty of Electronic 
Engineering at University of Nis.  

Since this system is part of the much bigger project, this 
paper covers only first stage of application development that 
was done in two increments. After every increment unit 
testing was done. 

A. First increment 

First increment included development of the Moodle plugin 
– Moodle mobile quiz plugin - that enables third party 
application to access the quiz information and provides 
support for solving Moodle quizzes on third party application. 

 Also, in this increment the foundation of the application 
was set and communication with the Moodle server was 
established. The deployment diagram of the application is 
given in the Fig. 1.  

 

 
 

Fig.  1. Deployment diagram 
 

As it is shown on the deployment diagram, application 
communicates with the Moodle server using HTTP and REST 
protocol. HTTP protocol is used for logging user on the 
Moodle system and providing tokens for using Moodle mobile 
web service and Moodle mobile quiz plugin. The example of 

the code that is used for providing tokens for the user is given 
in the Fig. 2. Function String getToken(url) belongs to 
MoodleQuizHTTPHelper and is used for providing tokens. If 
the output from this function is empty token, the user can not 
continue forward with using the application and logging is not 
successful.  

 

 
 

Fig.  2. Example of providing tokens for user 
   
Furthermore, in this increment basic functions for choosing 

course and quiz that he wants to take in the chosen course 
were created. In the implementation, this part was done by 
using methods from WebService class, created within this 
application. This class contains all methods for establishing 
communication with the Moodle server. In the Fig. 3 the 
example of code from this class for getting all courses in 
which the user is enrolled is given. 

 

 
 

Fig.  3. Example of getting courses 
 

In the example in Fig. 3, WebService method 
getSiteInfo(String serverurl, User user) is called. This 
method, as all others, calls Moodle web service and 
appropriate function. The communication with Moodle system 
is done by using REST protocol and the response is received 
in JSON format. The example of such communication is given 
in Fig. 4. 

 

 
 

Fig.  4. Example of communication with Moodle server 
 
This increment covered implementation of the part that 

provides basic information about the quiz that user wants to 
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solve. Also, it provides registration to the quiz and creation of 
the attempt. Creation of the attempt is in fact creation of the 
quiz attempt on the Moodle server as well as pulling all 
questions for the attempt along with the answers for those 
questions included. Additionally, in this process quiz setting 
are received from server. This was done in a similar way as 
explained in Fig. 4, only difference being that for this 
communication, new developed Moodle plugin is used. 

Despite the requirement to enable four types of questions to 
work in the application: true/false questions, questions with 
short answers, multiple-choice questions and matching 
questions. First increment covered only two types: true/false 
and short answer questions. This was done in order to get the 
feedback from teachers and students about how they like the 
application, before implementing all types of questions. 
Moreover, in this increment the design for application was 
done, too. Reason for this decision is that application design is 
very important when creating application for mobile devices, 
mainly because of the small sizes of displays.  

After the first increment was published, few teachers and 
students tested the application and gave their feedback on 
their opinions and impressions. Since the comments were 
positive and users were satisfied with the progress of the 
application development, the development of the second 
increment began.  

B. Second increment 

In second increment focus was on developing other 
questions that were required in the specification for the 
application. That meant implementing multiple-choice 
questions and matching questions. Since every question has 
different way of presentation and evaluation, every question is 
implemented as a class that extends abstract class Question 
with methods common for all types. In Fig. 5 this organization 
is shown in class diagram. 

 

 
Fig.  5. Question class diagram 

Class Question beside functions common for all types of 
questions, contains abstract methods: 
- void prikaziPitanje(LinearLayout ll, LinearLayout llt) – 

is used for displaying question during the quiz attempt; 
- void zapamtiOdgovor(LinearLayout ll) – saves question 

answer; 
- void oceniPitanje() – counts points that student won on a 

question; 

- String odgovorZaServer() – preparing an appropriate 
information for the Moodle server, i.e. data that will be 
entered into a database to make it consistent again after 
the end of the quiz attempt; 

- String getChoice() – returns data that will be entered into 
the table question_attempt_steps_data; 

- void prikaziRezultat(LinearLayout ll, Context c) – is 
used for displaying question result after the attempt was 
finished, in the mode where student is reviewing his 
results accomplished in the attempt. 

Beside implementing required types of questions, in this 
increment additional components were developed, such as 
parts for evaluating quiz attempt, displaying quiz results to the 
user and updating Moodle database so that course 
administrator can review the quiz results on Moodle system.  

Submitting the quiz attempt is done immediately after the 
quiz is finished. All questions and answers the student gave, 
together with points won on each question are sent to the 
Moodle server by using WebService class method submitQuiz. 
This method calls update_finished_attempt function of 
Moodle mobile quiz plugin. Example of the code that sends 
the results to the server is given in Fig. 6. 

 

 
 

Fig.  6. Code for updating results on Moodle server 
 

The final results of application achieved after two 
increments are shown in Figs. 7 and 8. Fig. 7 presents an 
example of matching question during the quiz mode. In the 
Fig. 8 is presented a review of the results after the quiz is 
finished. In this example, results of two multiple-choice 
questions where student gave wrong answer on both questions 
are shown. 

 

 
 

Fig.  7. Example of matching question 
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Fig.  8. Example of quiz results 
 
After second increment was published, the result was 

MoodleQuiz application that supports four most commonly 
used types of questions that may occur in the quiz and 
reviewing quiz results. The application is fully functional and 
works on all Android Mobile devices that support 2.2 or 
higher version of Android operation system. It has a simple 
design and application layout is optimized for use on small 
sized screens. 

IV. CONCLUSION 

After second increment was finished, MoodleQuiz 
application was presented to teachers and professors. Their 
reaction to the application was positive. They found the 
MoodleQuiz usable and interesting for using not only for 
testing students’ knowledge on the exams, but also for getting 
feedback from students in the lectures on how much the 
students understood the lecture. They feel that student will 
gladly use this application during the preparation of the exam 
for verifying their knowledge. 

Due to the positive reactions on the application, preparation 
for MoodleQuiz testing began. The plan for testing to be done 
with students attending second year at Faculty of Electronic 
Engineering at University of Nis and are enrolled on course 
Database systems. Testing will be done on more than 120 
students that are taking this course in spring semester 2014. 
The goal of this testing is to see: 
- how many students will download the application; 
- how many of them would use it for testing their 

knowledge while preparing exam;  

- how many students would prefer doing the quiz on 
mobile device rather than on a computer in the 
classroom; 

- what is their overall impression of the application; 
- how many of all tested students would like to continue 

using the application on regular bases; 
- how do they like usability and user interface. 

 
The plan is for students to test the application at the end of 

the semester. Depending on the results at the end of the 
application testing, plan is to continue application 
development. It will be done in few increments. Each 
increment will include development of one question type that 
Moodle system supports and that was not covered in first two 
increments. At the end of all increments all types of questions 
will be covered, not only the most used ones. 

Further, these increments should cover upgrade of Moodle 
mobile quiz plugin. The upgrade should enable better tracking 
of students’ actions during the quiz. Moreover, third 
increment should enable automatic generation of tokens for 
Moodle mobile quiz plugin, so that course administrator won’t 
have to generate separate token for each student that wants to 
use the application.  

If the application comes to life, plan is to expand the 
application with other modules that Moodle system offer, so 
that students will be able to view other course details, and not 
only quiz information. 
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An Approach for Producing Long Term Statistics Based 
on Weather Radar Data 

Vladan Mihajlović1, Marko Kovačević2, Dejan Rančić3 and Julijana Nađ4 

Abstract – Weather radar data are valuable because of small 
spatial and temporal resolution and strong correlation with 
precipitation. The aim of this research is to analyse occurrence 
frequency of reflectivity higher than certain threshold over 
particular territory. The frequency is measured inside a raster 
generated for horizontal cross section at particular altitude. 
Several parameters are found to be changeable: spatial 
resolution, time period, attitude, reflectivity threshold and 
minimal cloud size. The developed method for statistics 
generation is accurate and efficient in order to provide rapid 
analysis of large amount of radar data. The method can identify 
single clouds and remove clouds that are irrelevant for the 
analysis due to their small size. The statistic obtained by the 
developed method could be used as a foundation for further 
analysis of precipitation frequency or storm occurrence in 
different areas. 
 

Keywords – Metrological data, Weather radar reflectivity, 
Geospatial statistics, Spatial data conversion, Flood fill. 
 

I. INTRODUCTION 

Nowadays, climate changes gain focus and incorporate 
large number of researchers in science and technology. The 
researches analyze meteorological data in order to create 
fundament for further analysis, decision making, improving 
quality of human life, etc. Beside qualified meteorologist, 
these studies demands multidisciplinary approach which shall 
include scientist form computer science domain and use 
information system to generate, store, manipulate and analyze 
data required for research. Generating statistics based on 
meteorological data collected during certain period of time is 
very important source of information for climate changes. 
Data used in the most of the meteorological data statistics deal 
with certain piece of the Earth. This requires using some more 
or less complex geographical information system (GIS). 
Furthermore, analysis of this type of data can be time 

consuming due to large amount of data collected during a 
relatively long period of time. 

There are a large number of software tools that provide 
support for data analysis. They usually implement different 
kind of statistical analysis: mathematic, scientific, economic 
etc. But, small number of software tool are dedicated to 
spatial analytics, and even a smaller number of them support 
georeferenced data. Most of these analytic tools are 
incorporated as component in larger software systems like 
ArcGIS [1], Quantum GIS [2] and SAGA GIS [3]. All these 
systems provide different type of analysis suited for raster and 
vector data.  

Meteorological data statistics require analysis of large 
amount of data. Data can have various types of sources, like 
portable devices, meteorological stations, weather radar and 
satellites. Frequently data from various sources are integrated 
to provide better insight for climate changes research. In this 
paper we will focus on meteorological data collected by 
weather radar. In particular we will address reflectivity as the 
most common weather radar data type. It can be used for 
different type of weather analysis, like estimation of 
precipitation and severe storms. 

The goal of the paper is to create statistics for a certain 
geographical space based on weather radar data. The statistics 
is represented as a raster grid that can be displayed over the 
terrain. This grid is regular in particular spatial reference 
system in Cartesian coordinates. In contrast, radar scan create 
3D regular grid of points in spherical coordinate system with 
center at radar location. Thus, data transformation form 
spherical to Cartesian grid must be performed before a 
statistical analysis take place. This fact makes standard 
geospatial statistic tools inapplicable for weather radar data 
processing. The basic data type that weather radar produces is 
reflectivity of water content in atmosphere.  

Radar reflectivity can be used for creating the cloud model 
in geographical space. It is commonly used to detect 
prediction of storms and analysis of precipitation that cloud 
can produce. In temperate continental climate reflectivity is 
used to predict and analyze hazardous events like hailstorms 
and heavy rain storms, which can help in preventing floods. 
Beside, the statistical data generated from reflectivity can 
offer additional information for analysis of precipitation 
amount in certain areas, which is important for different 
domains, but primarily agriculture and forestry. The 
correlation between reflectivity and precipitation is high in 
meteorology. In this article we address the problem of crating 
the long term statistics over the particular area. The statistics 
is created based on reflectivity at certain altitude, which is 
useful for mentioned domain analysis. The result of this 
research is a GIS tool. The tool is made flexible to generate 
statistics tailored for different application. This is achieved by 
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selection of several parameters such as altitude, area of 
interest, raster resolution, time period and temporal resolution. 

This research is involved creating statistics about of 
occurrence frequency of reflectivity greater than certain 
threshold. In simple terms, higher values of reflectivity 
indicated greater precipitation. According to that generating 
the map of occurrence frequency for these values will result in 
raster map which correlate with precipitation inside the 
particular region during certain period of time. Statistic is 
created based on reflectivity raster at selected altitude. We 
designed accurate and efficient algorithm that create this 
raster using bilinear interpolation first in vertical and than in 
horizontal plane. Reflectivity raster at particular altitude 
cannot be considered as set of independent cells. Single cells 
or several of them cannot be considered as a cloud that can 
affect precipitation event. It can be the reflection of airplane, 
flock of birds or some errors. Beside, some analysis requires 
clouds which area of a cross section is greater that certain 
threshold. 

Frequency raster generation process is time consuming 
knowing that that radar generates one dataset at least every 10 
minutes. Thus our solution is designed to be efficient and 
shorten the processing time. To achieve this we design 
processing method with high performance. It is based on 
efficient flood fill algorithm in order to separate the area of 
cloud with reflectivity above the threshold. However, 
processing time depend on several factors: area and time 
interval of interest and spatial resolution.  

The result of research is presented in following sections. 
Next section addresses related tools and system that provide 
geospatial raster data analysis. Third section explains the 
research problem and software tool as a result of the study. 
The last section presents main conclusion about the results 
and possibilities for a future work. 

II. RELATED WORK 

Creating statistics from data collected by measurement of 
natural phenomena can offer new perspective to scientist. 
Therefore, software tools that support data statistics are 
common and heterogeneous. This paper addresses problem of 
geospatial statistics based on weather radar data. General 
purpose GIS frequently implement component that can 
perform different type of geospatial analysis. ArcGIS [1], 
Quantum GIS [2] and SAGA GIS [3] are widespread system 
used for manipulating with spatial data. All of them can 
perform some kind of geospatial analysis and support 
visualization of radar data. But, except ArcGIS other two do 
not perform analysis based on weather radar data. The one 
component of ArcGIS can perform short time analysis of 
precipitation from radar data [4]. 

Except GIS, radar management systems usually have a lot 
of tools for processing radar data. All these systems crate 2D 
products based on radar data. The processing is done for each 
cell of the raster grid, and creates a result that can be used for 
estimating some weather conditions. These systems are not 
designed to perform long term analysis, but primarily for 
nowcasting. But, they implement necessary conversion from 
original spherical data grid to regular Cartesian data grid. 

Such systems are Rainbow 5 [5] and IRIS software [6]. The 
complex system used in USA for tracking weather and 
nowcasting implements some complex techniques for radar 
data processing and generating useful products as result of 
some kind of short term analysis. Some of them, like TITAN 
[7], include algorithms for identification of a cloud in order to 
analyze their motion and changes over time. Identification of 
the cloud is necessary for our research to single out errors and 
clouds irrelevant according to the purpose of analysis. All this 
facts indicate that custom tool should be designed to fulfill 
requirements for a long term geospatial analysis address in 
previous section of this paper.  

III. LONG TERM STATISTICS BASED ON WEATHER 
RADAR DATA 

Meteorological data are important for various domains of 
life, like climate changes, agriculture, forestry, urban planning 
and medicine. There are numerous different sources of 
meteorological data, such as sensors on the ground, weather 
radars and satellites. This research addresses statistics based 
on precipitation data. All three type of sources mentioned 
before can be used for precipitation analysis. But each of them 
has different constraints. Network of precipitation sensors is 
installed in larger cities and it is not dense enough to generate 
coverage over the whole area of interest. The weather radar 
measures reflectivity of the clouds, over the large area. 
Precipitation can be calculated form reflectivity based on well 
known Z-R relation. But, this is can be used only for clouds 
that produce rain, which requires other sources to confirm 
that. However, considering long term statistics it can show 
trends about precipitation. The main advantage of radars is 
relatively small spatial resolution, below 1km. The drawbacks 
of the last type of sources, satellites, are expenses for data 
generation and large spatial resolution of the grid. 

The goal of this research is to generate map of precipitation 
trends during a certain longer period of time. The result 
should be relatively precise raster map with resolution near 
1km. Besides, map should be generated for a larger area 
inside the territory of Republic of Serbia. This was main 
reasons to use radar as data sources. The radars, also, have 
good temporal resolution inside the area of interest, which is 
less than 10 minutes. Knowing that, the trends of precipitation 
for each cell in raster map should be defined. Single value of 
reflectivity at particular altitude from each radar measurement 
is used to analyze trends. If this value is upper than certain 
threshold, the output raster cell is incremented. Therefore, this 
simple measure of trends does not use Z-R relation and avoid 
assumption that higher reflectivity produce heavier 
precipitation, even where the cloud does not produce any. The 
final result is raster map that contain occurrence frequency of 
reflectivity higher than particular threshold in certain period 
of time. This value can be considered as the frequency of 
precipitation events at particular square area on the ground.  

This frequency of precipitation should be good foundation 
for further analysis of the scientist from other domains. 
Several parameters are observed to be important according to 
their needs: time interval, spatial resolution, altitude, 
reflectivity threshold, and minimal size of cloud. All 
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parameters can be adjusted in tool we developed. The purpose 
of analysis (amount of precipitation, storm risk etc.) affects 
the altitude at which reflectivity data should be analyzed. It 
defines altitude of CAPPI (Constant Altitude Plan Parallel 
Indicator) radar product that must be generated for 
precipitation analysis, which is addressed in the next 
subsection. CAPPI product is raster map of reflectivity at 
certain altitude. Minimal size of cloud is defined as important 
criteria, because it can avoid problem that are consequence of 
reflection from airplane, flock of birds or some radar errors. 
Besides, for some domain only the larger clouds should be 
included in creating statistics. Minimal cloud size is 
represented as minimal area of the cloud cross section on 
certain altitude. Inspection of this parameter requires 
identification of the cloud at the cross section, which is 
complex problem that will be address later in the paper. 

A. Generating Reflectivity Raster for Further Analysis 

Precipitation is strongly correlated with reflectivity 
measured by weather radar. Frequency of precipitation is 
estimated based on CAPPI at particular height. CAPPI should 
be created efficiently because generating statistics for certain 
period of time may demand processing hundred or thousand 
of radar scans. Weather radar used for creating statistics 
perform 3D scan, which creates regular 3D grid in spherical 
coordinate system whose center is radar location. CAPPI is 
regular 2D grid on plane in Cartesian system which coincides 
with Earth surface. It can be, also, considered as a raster map. 

Process of creating CAPPI raster must incorporate Earth 
curvature, because radar range is 250km. It must, also, include 
curvature of radar ray due to refraction of the atmosphere. 

We design method that creates CAPPI raster in two steps. 
The first step is creating 2D regular grid in polar coordinates 
at particular altitude. Points in polar grid are at same azimuth 
as the point on spherical grid. Value of each point in the polar 
grid is calculated using bilinear interpolation on four nearest 
points in vertical plane at particular azimuth. Earth curvature 
and ray refraction are incorporated in this step. 

Second step is conversion from polar grid to Cartesian grid. 
Conversion is performed for each point in destination grid 

separately. Method calculates azimuth and distance of 
particular point in resulting grid. Based on this information 
four nearest points in polar grid are computed. These points 
are used in computation of the resulting value based on 
bilinear interpolation. 

Described method generates highly accurate result which is 
achieved using nearest neighbor interpolation in both steps of 
processing. Besides, method is efficient thanks to two step 
calculation. 

B. Generating Statistics from Reflectivity Raster 

Based on two-dimensional reflectivity matrices (rasters) for 
specified altitude, obtained from weather radar in regular 
points in time, the developed procedure determines an output 
matrix (raster) of the same size as input matrices. Each 
element of the output matrix represents an occurrence 
frequency of reflectivity higher than particular threshold that 
is located inside the clouds of area size greater than particular 
minimal area size.  

The foundation of the developed procedure is an algorithm 
for processing one two-dimensional matrix of reflectivity. The 
pseudo-code of the developed algorithm is given in Fig. 1. 
Based on the input matrix of reflectivity A, an algorithm fills 
an intermediate matrix TEMP of the same dimensions. Matrix 
TEMP elements represent position of clouds in matrix A that 
satisfy specified constraints: reflectivity inside the cloud must 
be greater than specified minimal value and cloud area size 
must be greater than specified minimal area. The second 

 
Fig. 1. Algorithm for identification of cloud areas (based on 
reflectivity raster) which reflectivity is higher than particular 

threshold and size larger than particular minimal area  

 
Fig. 2. Illustration of extraction of areas of interest inside cloud and 

creation of output statistic matrix 
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constraint translates into the following simple condition: 
number of matrix A elements (pixels) included by the cloud 
must be greater than specified minimal pixel count. In order to 
mark cloud positions in matrix TEMP, efficient flood fill 
algorithm [8] is implemented. The cloud elements with 
reflectivity greater that defined threshold are labeled by the 
positive integer value. If the resulting cloud area size (after 
applying flood fill algorithm) is not greater than specified 
minimal area, flood fill algorithm is reapplied to mark the 
cloud position as invalid. Labeling invalid positions by the 
negative integer value (instead by zero) enables the algorithm 
to skip these elements onwards thus significantly reducing 
calculation time. After determination of the intermediate 
matrix TEMP, elements of the output matrix B that 

correspond to valid cloud elements in matrix TEMP are 
incremented. To illustrate how the developed algorithm 
works, the simplified example is shown in Fig. 2.  

The developed algorithm for processing one matrix of 
reflectivity is iteratively applied for every two-dimensional 
matrix of reflectivity in the specified time period. Each 
iteration updates values in the output matrix B. The final 
version matrix B as a result of the whole processing is saved u 
standard ASC raster format. An example of raster generated 
by described software tool visualized with KP GIS [9], 
general purpose GIS developed to support climate changes 
researches, is shown in Fig 3. 

IV. CONCLUSION 
Meteorological data analysis is in focus of current 

researches and will be important in future researches. Analysis 
techniques are various and depend on data sources. Most of 
techniques have spatial and temporal component. This 
research is devoted to creating long term statistics based on 
weather radar data. Radar data are useful for generating 
statistics because of good spatial resolution (in order of 1km) 
and temporal resolution (less than 10min.). There is lot of tool 
specialized to create statistics, but they are not designed to 
generate statistics based on radar data. The main reason is data 
grid formed during radar 3D scan. Resulting grid is regular in 
spherical coordinate system centered at radar location. 
Therefore crating raster as a result of geospatial statistics 
based on such data requires custom processing methods. 

The goal of the research is creating a geospatial statistic of 
occurrence frequency of higher degree of reflectivity inside 
clouds during longer time period. The result is raster layer in 
form of frequency map for certain region and selected period 
of time. Reflectivity is measured on horizontal cross section at 
certain altitude. The analysis of scientists needs reveled which 
parameters should be adjustable. These are: spatial resolution, 
time period, attitude, reflectivity threshold and minimal cloud 
size. Last parameter is defined as minimal area that cloud 
occupy on the cross section at certain altitude to be included 
in analysis. This way small clouds or effects of some natural 
phenomena inside radar scan should be discarded as irrelevant 
for analysis. All this parameter are included in the software 
tools developed as a result of this research, and all can be 
selected by the weather analyst. 

The tool implements a method which extracts data relevant 
for statistic generation. Method accurately and efficiently 
creates raster of reflectivity at a particular altitude. It use two 
steps, first result in a regular grid in polar coordinate and 
second result in rasterize this polar grid. Both steps use 
bilinear interpolation. Reflectivity raster is further processed 
to identify clouds inside raster and discard smaller ones. High 
performance of processing is achieved by efficient 
implementation of the flood fill algorithm. Efficiency of the 
method is very important because generating statistic demands 
analysis of several thousands of radar scans. 

The fact that reflectivity is strongly correlated with 
precipitation induce that created raster map could be 
considered as occurrence frequency of some precipitation 
level. It can be used for analysis of the precipitation in some 
area during certain periods of time. This can be useful in 
agriculture, forestry, flood and storm analysis. Requirements 
form specialist in domain interested for this kind of analysis 
will probably define further research topic. 
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Fig. 3. Visualization of occurrence frequency of larger reflectivity 

values created by developed geospatial statistics tool 
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Immediate Assessment Based Semantic E-Learning 
Evaluation 

Dejan Todosijević1 and Martin Jovanović2 

Abstract – This paper describes improvements made to the 
system for the evaluation of DSi framework (Drag and Drop 
Semantic Interface). This framework uses technologies of 
Semantic Web to enhance learning materials with semantic 
relations of the terms included. In the paper is presented a 
modified (immediate) approach to evaluation of the tool for 
semantic annotation of learning material. It focuses on the 
disadvantages of the former version of the evaluation approach, 
and on the new approach to evaluation of this tool. The paper 
briefly describes the first version of the system for evaluation, 
and a problem that has been observed during the initial testing of 
the system. It is proposed a solution to this problem, and then the 
changes made to the system are described. Synopsis of the 
planned research is presented in short. Implemented system will 
be used for planned research. 
 

Keywords – Semantic web, E-learning, DSi, evaluation, 
assessment. 

 

I. INTRODUCTION 

The Semantic Web represents a vision of the Web based on 
data that are well structured, semantically related and 
machine-readable. This version of the Web is an environment 
in which programs (intelligent agents) can autonomously find 
and integrate data and then draw conclusions on behalf of 
their owners. The main goal of this vision of the Web is 
shifting a large portion of the data search from people to the 
machines, and it is also important to mention connecting data 
by meaning. [1] 

Technologies of the Semantic Web are largely applicable in 
the field of E-learning. The basis of E-learning is an 
individualized approach to the learner, which means 
facilitating the formation of the teaching materials according 
to the learning objectives of a particular user. In Semantic 
Web each resource is described with metadata, a machine 
forms a response to a user's query based on the integration of 
different resources, depending on the manner in which these 
resources are related. [2] In E-learning situation is similar. 
Teaching materials must be divided into small, quasi-atomic 
units (LO - learning objects). On user demand small units are 
fitted into meaningful objects and then they are presented to 
the user. In Semantic Web emphasis is put on machine 
reasoning of separate resources, while the E-learning 
emphasis on proper sequencing and presentation of the 

material to the student. Intelligent agents, in addition to 
aggregation of data are one of the concepts that is very 
applicable in the field of e-learning as a pedagogical agents. 

DSI (Drag and Drop Semantic Interface) is a framework for 
E-learning that uses Semantic Web technologies to provide a 
semantic annotation of learning material. Fast and intuitive 
user interface provides easy access to the definitions of the 
links (relationships) between concepts (notions) in the 
teaching material. Using drag-and-drop action on the textual 
materials users query it for these definitions. This framework 
is still under development, several versions have been 
implemented so far. Currently the focus is set on the 
development of software to support the testing of this concept 
in terms of real exploitation. The initial version of this 
software was presented at the YUInfo conference [3]. This 
paper will discuss the advantages and disadvantages of the 
developed system and then suggestions for improving this 
system will be given. 

II. DSI CONCEPT 

DSi represents a framework primarily developed for 
enabling semantic enhancement of text learning materials. [4] 
The system recognizes certain terms (words) in the teaching 
material and gives them the functionality of dragging and 
dropping terms on each other. [5] Identifying the terms in the 
text is done on the basis of pre-defined semantic document. 
By dragging the words on each other system allows users to 
get relationships (connections) that are defined between the 
dragged and targeted term. Framework is designed as a web 
application that consists of two layers: the textual 
(instructional materials in plain text or html web page) and 
semantic (RDF/XML documents in which connections 
between the terms in teaching material are stored), and the 
logic that connects these two layers. On the page load system 
performs a lexical analysis of the text. This analysis checks 
for text words with pre-defined connections in the semantic 
document, then system enables drag-and-drop functionality 
for those words. By dragging and then dropping the words 
user performs the query of the semantic document, and as a 
response to this request system returns the connection 
between the dragged and the targeted term stored in the 
semantic document. [6] 

Framework has been designed in a way that enables it to be 
embedded into the existing systems for e-learning, while it 
can also function as a standalone application. [7] The idea 
with creating this concept was to enable students to link the 
certain terms by dragging one term onto another while 
learning specific lesson and provide a linear progression 
through the learning material - with less need to return to the 
previous lessons. This way, the student keeps their focus on 

1Dejan Todosijević is with the University of Niš, Faculty of 
Electronic Engineering, Aleksandra Medvedeva 14, 18000 Niš, E-
mail: todosijevic.dejan@gmail.com.   

2Martin Jovanović is with the University of Niš, Faculty of 
Electronic Engineering, Aleksandra Medvedeva 14, 18000 Niš, 
Serbia, E-mail: martin.jovanovic@elfak.ni.ac.rs.   

117 



the lesson they are currently learning, thus speeding up the 
learning process. 

III. EVALUATION OF DSI FRAMEWORK 

This framework was developed using PHP and JavaScript. 
The version of the underlying system for the evaluation 
(version 1.5) [8] was developed using the CodeIgniter PHP 
framework (for developing application logic on the server). 
For manipulation of RDF graphs (semantic documents) was 
used RAP (RDF API for PHP) [9]. JQuery library was used to 
enable drag-and-drop functionality on the client. In this 
version RDF graphs are stored on the server, in order to 
ensure a certain level of security. In this way, the user doesn’t 
have the access to entire document, but only those 
connections that may require dragging. User makes a request 
by dragging the word and dropping it on another word, and 
then the system as a response to this request returns the 
relationships between dragged and the targeted word. 
Response is in the form of subject - predicate – object. This 
“sentence” (called statement) is printed in the bottom of the 
lesson web page which the user is currently studying. [10] 

This system was developed as an evaluation tool in the 
exploration of the impact of the proposed DSi concept on 
learning in real operating conditions, learning in a university 
environment. The basic idea of creating this tool was to 
examine the impact of DSi framework on learning 
acceleration. It is important to notice that the system is 
designed as a tool to test the practical application of this 
concept in the learning phase (absorption of the learning 
material), not in order to test the already gained knowledge. 
As already stated this system is based on version 1.5 DSi 
framework, and complements it with a module for monitoring 
users and module for checking the knowledge acquired by 
learning using the DSi framework. As a part of the module for 
monitoring users it is implemented user log in to the system. 
All user's interaction with the system are recorded for later 
processing. Also, it is possible to easily modify the values of 
certain variables when using the system, the ability/inability to 
use the drag-and-drop functionality, free or forced movement 
through instructional materials/knowledge test. 

As already explained in [3] system for evaluation is 
designed in a way that student first needs to logs in to the 

system, and is then redirected to a part of the system that acts 
as a system for e-learning. Within this part of the system 
students are offered a number of text pages, with words for 
which relationships are defined in the semantic document. 
These specific words are particularly marked in the text, and 
will have ability to drag. When dragging and dropping the 
word onto another word the students perform query on the 
semantic document, which as a results returns already defined 
relationship between words, dragged and the target word. 
After completion of learning, voluntarily or upon expiration of 
the time, students are redirected to the part of the system that 
checks the knowledge acquired by learning using this system 
(DSi Quiz). This is a quiz with questions regarding the lessons 
that have been previously presented to the students. The idea 
with implementation of this system was to first present to the 
students a few lessons, and then to test the acquired 
knowledge of the students using abilities of this concept. On 
figure 1 is shown the whole process of learning and testing 
using this system. 

The authors conducted an initial informal testing the first 
version of the system for the evaluation with the small number 
of subjects in order to identify possible shortcomings of this 
system before it is released for testing on a larger number of 
subjects (test groups). During this test, it was noticed a couple 
of flaws that need to be corrected. Testing with a small 
number of subjects it was observed that when learning from a 
purely textual pages subjects tend to forget about the existence 
of DSi concept, given that the concept is new and users are 
not used to it. Because of this real effects of DSi on learning 
are reduced. In this paper we discuss a possible solution to 
this problem. 

IV. IMMEDIATE APPROACH TO EVALUATION 

As already mentioned in the previous chapter, it is 
necessary to make certain changes to the system for 
evaluation in order to eliminate deficiencies. The problem that 
has been observed is that the students when learning tend to 
forget about the existence of DSi concept and the possibility 
of using the same. This concept of learning is new and it is 
necessary to remind the students that they are able to use the 
DSi concept. As a solution to this problem, the authors 

 
Fig. 1. Learning using DSi concept and after that taking the quiz 
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propose the existence of questions (quiz) on the same page on 
which the lesson is presented to student. In this way, students 
will be constantly reminded of the possibility of using the DSi 
concept in order to get clarification of relationships between 
concepts throughout the learning process. 

The proposed solution to the problem brings a change in the 
way the subjects will be tested. A new approach to the 
evaluation of DSi concept makes changes to the evaluation 
process. The learning process is no longer divided into 
learning and testing, these two processes now overlap in most 
of the session, with the exception of a small part of learning 
when the first few lessons are presented without question in 
the second part of the screen. This approach aims to 
encourage students to use the opportunities that DSi offers to 
give answers to questions that will be asked, in order to 
provide answers to these questions they will need to “connect” 
the concepts that are presented to them as part of the lesson. 

It is expected that existence of questions on the same page 
as the lesson (and in which the emphasis is on the 
relationships between the concepts in the text) will remind 
students of the possibility of dragging the words in the text. In 
this way, students will be able to use DSi learning approach so 
they can simplify and accelerate their learning process. 

 

 
 
Fig. 2. The appearance of the first few lessons, after making changes 

to the system 
 

The paper [3] discusses the ways the research is to be 
performed - which drive the development of the system 
presented hereby. As for the changes that this approach 
brings, it will not change much the structure of the planned 
research. The structure of the research remains the same. 
There will be two groups of subjects: control group and 
experimental group. The control group will be tested with the 
same teaching materials and questions, but without the 
possibility of dragging words, while the experimental group 
will be allowed to drag words, and for what they will be 
informed at the beginning of the learning process. 

 

 
 

Fig. 3. The appearance of lessons combined with the quiz 
 

After logging on to the system members of the control 
group will be welcomed, after which the system will display 
the first page of the learning material. The subjects of the 
experimental group after logging on to the system will be 
instructed to use DSi tool, then the system will display the 
first page of the learning materials. On figure 2 is shown 
appearance of the first few lessons. After that, the user 
experience will be the same for both groups (with the 
exception that the experimental group on all pages have 
access to the DSi). After a certain number of pages of learning 
material to the subjects will be shown a number of combined 
pages (in the upper part of the learning material in the bottom 
of the multiple choice questions about the material on the top 
of the page). On figure 3 is shown appearance of lessons 
combined with the quiz. The exact number of pages of both 
types depends on the particular choice of the material for 
learning. After a certain number of pages combined session 
ends. During the session user interaction with the system will 
be recorded (number of drags, couples of dragged words, 
selected answers to the questions, the time spent on each page 
and the time required to pass through the entire session). 

Some of the parameters that can be used for measuring the 
impact of the DSi framework on learning acceleration are 
proposed further in the paper. The time needed for learning by 
using this concept will be compared to the time required to 
learn the same material without the possibility of using the 
DSi tool. The same lessons will be used for both groups of 
students. Also the answers given to the questions, the time 
necessary for answering those questions, and the accuracy of 
the answers will be compared between groups with/without 
possibility of using DSi concept while learning. These are 
some of the parameters that can be taken into account when 
measuring the impact of the proposed solutions to learning 
acceleration. The system is designed to record all user actions 
while learning. After conducting research the resulting data 
will be statistically processed. As already stated system is still 
under development, so there can occur some changes if there 
be a need for them. 
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V. CONCLUSION 

In the paper are discussed advantages and disadvantages of 
the implemented system for evaluating semantic tool for E-
learning called DSi. Authors propose a solution to a problem 
that has been observed in the form of changes in approach to 
the evaluation. An immediate approach (students at the same 
time study and answer the question that are presented to them, 
and are related to the teaching material) is applied, counter to 
approach used in the previous version of the system (students 
first study new lessons and then after that take the quiz). As 
part of the research subjects will be presented instructional 
material, and instructional materials combined with questions 
related to material that is presented to them. In this way, the 
authors wish to encourage students to use DSi tool to use the 
possibility of dragging and dropping terms on each other. 
Depending on the results of planned research and feedback 
from subjects authors will make some modifications on the 
research. Also, depending on the outcome of the research, 
there is the option of introducing new parameters for 
measuring the impact of DSi framework on acceleration of 
learning (such as the linearity of students going through 
lessons in learning, etc.). 
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One Solution for Building Reconfigurable Multi-
Projection Systems Using the Adobe AIR Platform 

Miloš M. Radmanović1, Dušan Tatić2, Dušan B. Gajić3 

Abstract – Continuous adaptation of video multi-projection 
systems can be required to maintain special screen geometries 
and settings. Increasing popularity of the Adobe AIR platform, 
as well as easy access to new software for creating projects using 
this technology, leads to the issue of its integration with 
reconfigurable video multi-projection systems. This paper 
presents one solution for building reconfigurable special-purpose 
video multi-projection systems using the Adobe AIR platform 
which is less expensive and more versatile and flexible than other 
existing solutions. The system enables us to project images which 
are adapted photometrically and geometrically to arbitrary 
screens. This solution offers adaptability that allows users to 
easily create a multitude of screen layouts in minutes, which are 
later available at the touch of a button. The solution was 
experimentally tested using a system for multimedia 
presentations titled “An Oblique Plane Projection System”, 
developed for the Digital Mini-Museum of the Faculty of 
Electronic Engineering, University of Niš, Serbia.   

 
Keywords – Special-purpose video multi-projection systems, 

Reconfiguration and maintenance, Adobe AIR, Multimedia 
presentations.   

 

I. INTRODUCTION 

In recent years, as a consequence of ever increasing 
computer performance and the advancement of video 
projection systems, a variety of video multi-projection 
systems have been built by both research and commercial 
institutions. The multimedia experience created by these 
systems makes them ideal for a variety of applications in 
science, visualization, entertainment, business, and education. 
Special-purpose video multi-projection systems, which are 
able to reproduce multimedia presentations with high realism, 
represent a key component for the successful introduction of 
immersive multimedia projections, such as dome projections, 
large projection walls or 360° cylinder projections. A variety 
of multi-projection systems have been proposed for this 
purpose, for example the ones described in [1] and [2]. While 
these systems are very effective at providing different special 
video effects to users, continuous maintenance can be required 
for reconfiguration of these systems.  Special screen 

geometries gain more and more attention as a valuable tool for 
video multi-projection systems, but require adaptation of 
projected images. Projected images can be adjusted in 
photometrical and geometrical sense to arbitrary screen 
geometries. This makes it harder to develop interactive 
applications, which require a fine grained control of the 
projected images. Therefore, a couple of interactive hardware 
and software solutions for modification of projected images of 
reconfigurable multi-projection systems have been proposed 
in the past, e.g., in [3], [4], and [5]. 

Increasing popularity of the Adobe AIR platform and easy 
access to new software for creating projects using this 
technology, leads to considerations on how to integrate it with 
the reconfigurable video multi-projection systems. With the 
AIR platform, Adobe intends to provide a versatile runtime-
environment that allows existing Flash, ActionScript, HTML 
and JavaScript code to be used as Web applications that have 
many characteristics of more traditional desktop programs [8]. 
Adobe AIR internally uses Adobe Flash Player as the runtime 
environment, and ActionScript 3 as the sole programming 
language [8]. Flash applications must specifically be built for 
the Adobe AIR runtime in order to utilize additional features 
it provides, such as the solution for adaptation of projected 
images of reconfigurable multi-projection systems. 

This paper presents one solution, developed on the 
application level, of a reconfigurable special-purpose multi-
projection system. We use the Adobe AIR platform and 
extend it by adding photometrical and geometrical adaptation 
of projected images to arbitrary special screens. This solution 
also enables users to easily create a multitude of screen 
layouts for special-purpose multi-projection systems in 
minutes which are later available at the touch of a button. 
Solution was experimentally tested using a system for 
multimedia presentations “An Oblique Plane Projection 
System”, developed for the Digital Mini-Museum of the 
Faculty of Electronic Engineering, Niš, Serbia. 

The paper is organized as follows. Section 2 shortly 
introduces multi-projection systems. In section 3, the Adobe 
AIR platform is presented. In Section 4, the proposed solution 
for building reconfigurable special multi-projection system 
using the Adobe AIR platform is described. Features of the 
proposed implementation were experimentally tested in 
Section 5. Section 6 offers some concluding remarks and 
directions for future work. 

II. MULTI-PROJECTION SYSTEMS  

A video projection system is typically a display that uses a 
high intensity light source to project video images on the 
screen. They are used for large screen TV displays, as well as 
multimedia presentations. Unlike CRT, plasma, and LCD 
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milos.radmanovic@elfak.ni.ac.rs 
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3Dušan B. Gajić is with the Faculty of Electronic Engineering, 
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displays, which are direct view video technologies, projection 
systems use an indirect-view video technology, in which the 
image size is enhanced by projecting the image on a screen.    
Video projection is accomplished using either front projection 
or rear projection [6], [7]. Front video projection systems can 
achieve an image size ranging approximately from 0.9 to 7.62 
m. Super-bright, large-scale, and very high-resolution digital 
projection systems are becoming indispensable tools of 
modern front video projection system, but they are also very 
expensive. Prices for high-end projectors run into tens or even 
hundreds of thousands of dollars, which keeps these devices 
from wider use. Front projection systems are typically used 
for computer-based presentations as well as projection TV 
systems for large rooms or auditoriums [6], [7]. Rear video 
projection is a method of projection that combines a projector 
and viewing screen into one unit. A rear projection system 
contains an integrated video projector that is aimed at a mirror 
to achieve an image size ranging approximately from 100 to 
200 cm. The rear projection systems are popular choices for 
home theater systems in which room size prohibits the use of 
front projection systems [6], [7]. 

The main idea of multi-projection system is to connect a 
given number of video frames to one image of ultra-high 
definition that can be presented either at a large planar screen 
(projection wall) or at screens with a curved surface (360° 
panoramas or spherical domes). Most of them use a cluster of 
synchronized PCs, in which each PC serves only one 
projector. The problem of the high-resolution video 
synchronization, decoding, photometric screen adaptation, and 
blending can be simplified by using dedicated hardware. In 
[3], multi-projection system uses a PCI plug-in card for 
conventional PCs and it is able to control up to four separate 
projectors. In the second case, when using two graphics 
processing units (GPUs) with multiple video outputs, the total 
cost of multi-projection system is reduced.  

In general, in order to be able to seamlessly blend multiple 
projectors to create very large projections or different shape of 
images, the intensity and position of overlapping pixels must 
be accurately controlled. 

III. THE ADOBE AIR PLATFORM 

AIR (abbreviated from Adobe Integrated Runtime) is a 
cross-platform runtime system [8]. It is developed and 
promoted by Adobe, as a tool for production of rich Internet 
applications (RIA - web applications that have many of the 
characteristics of desktop applications), that can be processed 
on both desktop and mobile systems and which are 
programmed using Adobe Flash, ActionScript, HTML, 
JavaScript, or Ajax [8]. The Adobe AIR runtime supports 
Windows, Mac OS X, Blackberry, Android, and iOS 
operating systems. Adobe AIR first appeared in 2008 and the 
latest version is 3.0 [9].  

The architecture of Adobe AIR is shown in Figure 1. On 
the internal level, AIR uses Adobe Flash Player as the runtime 
environment, and ActionSript as the programming language. 
The use of AIR allows existing Flash, ActionScript, HTML 
and JavaScript programs to be used as part of web 

applications with features similar to the classical desktop 
applications.  

When Adobe AIR is used as the runtime for processing rich 
Internet applications, there is no need for a browser. In 
contrast to browser-based web applications, applications 
deployed with Adobe AIR need to be packaged, digitally 
signed, and installed on the user's local file system [10]. In 
this way, they can have access to local file systems, which is 
an advantage over applications that run in a browser and are 
significantly more limited in this sense. 

IV. A RECONFIGURABLE SPECIAL-PURPOSE 
MULTI-PROJECTION VIDEO SYSTEM USING THE 

ADOBE AIR PLATFORM 
In this section, we describe a software solution that can be 

used in reconfigurable special-purpose multi-projection 
video systems. The solution is created by using the Adobe 
AIR platform. Besides the standard video player commands, 
we additionally implemented few other functionalities that 
are required for simultaneous running of multiple videos. 
These functionalities enable synchronization of videos and 
their adaptation to projection screens. 

Synchronization of video files so that they start at the same 
time, was done by using the ActionScript code. This software 
solution supports different types of video files including the 
ones with extensions such as flv, mp4, mov, etc. 

The solution is tailored for multiple simultaneous video 
projections. The videos are defined through a configuration 
XML file.  An example of a configuration file for two multi-
projection system (with two projectors) configuration is 
shown in Figure 2. The solution loads the video files from 
the locations stored in XML file. Switching between a pair of 
videos of parallel projections is performed through an 
interactive menu. Each title in the menu refers to the pair of 
video files defined in the XML configuration file.  

 

 

Fig. 1. Architecture of Adobe AIR [11]. 
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<item title="Projection 1" 
function="showVideo(movieDown1.mp4, movieUp1.mp4)"> 

</item> 
 
<item title="Projection 2"  
 function="showVideo(movieDown1.mp4, movieUp1.mp4)"> 
</item> 

Fig. 2. Part of configuration XML that loads a pair of video files. 

Because the resolution of projectors or displays can be 
different, the solution provides a mechanism for their 
adaptation to arbitrary resolutions. One example of the 
mechanism for adaptation to screens for multi-projection 
system (with two projectors) is shown on Fig. 3. This 
functionality scales the video files to fit the resolution of the 
used projector or displays. Also, the image that is shown on 
the screen can be rotated and flipped. Due to this, the solution 
can be used for either rear or front projection, as well as for 
projections from top and bottom.  

 

  

  

Fig. 3. Example of the mechanism for adaptation of videos to 
screens for special-purpose multi-projection system (original 

projected images – above) and (adapted projected images – below). 
 
This solution enables to adapt the images to be projected 

from the desired angles, as well as on non-flat surfaces. This 
option is implemented by using 3D functionalities provided 
by the Flash Player. Using these functionalities, we can adjust 
images to the projection surface. 

V. EXPERIMENTAL RESULTS  
The proposed solution for building reconfigurable special-

purpose multi-projection system using the Adobe AIR 
platform was experimentally tested using a special system for 
multimedia presentations “An Oblique Plane Projection 
System”, developed for the Digital Mini-Museum of the 
Faculty of Electronic Engineering, Niš, Serbia. This multi-
projection system is used for presentation of multimedia 
contents and enables a novel approach to the presentation of 
cultural and historical heritage. The system allows visitors to 
museums or archaeological sites to view 3D reconstruction of 
historic buildings with descriptions and their former spatial 
locations. In this way, museums or archaeological sites can 
better present the cultural and historical content and attract a 
larger number of visitors.  

The basic principle on which the system is based is a 
projection technique known as “Pepper’s Ghost” [11].  The 

“Pepper’s Ghost” projection technique is an illusion used in 
theatres, haunted houses, dark rides, and in some magic tricks. 
Using plate glass, Plexiglas or plastic film and special lighting 
techniques, it can make objects seem to appear or disappear, 
to become transparent, or to make one object morph into 
another. It is named after John Henry Pepper, who 
popularized the effect [11]. Modern examples of Pepper's 
ghost effects can be found in various museums in Europe.  

The presented solution enables synchronized presentation 
of two separate multimedia presentations, with requirements 
for special lightings to create optical illusions at certain 
moments in the presentation. The first presentation is 
projected at the horizontal plane (element 6 in Fig. 4) and the 
second at an oblique glass plane, which creates the effect of 
“Pepper’s Ghost” (element 5 in Fig. 4). The image that 
appears in the horizontal plane comes out of the projector 
(element 2 in Fig. 4) and is directed towards the mirror (object 
1 in Fig. 4) which is located in the rear of the system. The 
mirror image projects back on the horizontal plane (object 6 in 
Fig. 4). Image of a tilted plane is reflected from the display 
mounted in the upper part of the system (element 3 in Fig. 4). 
A covering plane (element 4 in Fig. 4) separates the electronic 
part of the device from the viewing area, preventing unwanted 
and covering a large part of the picture in the mirror. 

Video signals to the projector and display originate from a 
single video graphic card, with two video outputs and use the 
resolution of 1920×1080 pixels. The prototype system has a 
Viewsonic PJD5134 projector, a Fujitsu L-22T4 LCD 
monitor, and a PC with Intel i5-2320 processor at 3 GHz with 
8 GBs of RAM and the Linux operating systems. 

In the Digital Mini-Museum of the Faculty of Electronic 
Engineering Niš, the system is in daily operation from 
November 2013. The system displays three multimedia 
presentations - "Reconstruction of Objects of Ancient 
Mediana", "Pictures of Old Niš, from the Late 19th and the 
Early 20th Century" and "3D Models of Old Houses Which 
No Longer Exist". The system also displays a presentation 
called "3D Models of Patents of Nikola Tesla", which 
represents a basis for the development of multimedia 
presentations with specific requirements for the Nikola Tesla 
Museum in Belgrade. Fig. 5 shows a part of the presented 
system while playing the presentation on the ancient Mediana. 
This figure, besides the two synchronized planes, also shows a 
part of the mirror used for reflecting the signal from the 
projector. 

                   
Fig. 4. A perspective view on the “An Oblique Plane Projection 

System”- (1) mirror, (2) projector, (3) display panel, (4) covering 
plane, (5) oblique plane and (6) horizontal plane 
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Fig. 5. A part of the multi-projection system - "Horizontal plane" 
(map of ancient Mediana site – below), and "Oblique plane" 

(sculpture from ancient Mediana site – above) 

VI. CONCLUSION 

Reconfigurable special-purpose multi-projection video 
systems for multimedia presentations are widely used in 
various institutions. In general, there are two major calibration 
tasks for the reconfigurable multi-projection systems: the 
geometrical and photometrical system calibration. This paper 
describes a software solution for calibration of the 
reconfigurable special multi-projection video systems using 
the Adobe AIR platform. It was found that the use of the 
Adobe AIR platform for calibration of projected images 
provides a simple approach, which is more flexible and less 
expensive than other existing solutions. The solution is 
experimentally tested using a system for multimedia 
presentations “An Oblique Plane Projection System”, 
developed for the Digital Mini-Museum of the Faculty of 
Electronic Engineering, Niš, Serbia. Since its introduction in 
November 2013, the system showed high stability and 
reliability and easy adaptation for new projections. 

Our future work on this topic will mostly be concentrated 
on extending the current software solution to various other 
special-purpose multimedia projection systems and 

introducing new features into the oblique plane projection 
system. 
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ANN Based Inverse Electro-Mechanical Modeling of  
RF MEMS Capacitive Switches 
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Abstract – In this paper an artificial neural networks 

(ANN) based approach for the development of an inverse 
electro-mechanical model of capacitive RF MEMS switch 
is presented. The ANN model is aimed to predict length of 
the fingered part of the switch for fixed length of the solid 
part of the bridge, resonant frequency and actuation 
voltage. In this way, for the given length of the bridge solid 
part, the bridge fingered part length needed to achieve the 
requested resonant frequency with the chosen actuation 
voltage can be instantaneously found.  The obtained 
results confirm the efficiency and accuracy of the 
proposed approach.  

 
Keywords –Artificial neural networks, RF MEMS, capacitive 

switch, inverse modeling, actuation voltage, resonant frequency. 
 

I. INTRODUCTION 

RF MEMS switches are often used in modern 
communication and measurement systems since they have 
numerous advantages over their mechanical or electronic 
counterparts.  RF MEMS switches are very small, extremely 
linear, can be integrated and allow easy re-configurability or 
tunability of a system [1].  

Therefore, the design of the circuits containing RF MEMS 
switches requires the presence of reliable and accurate 
models. The modeling of RF MEMS switches is 
conventionally performed using standard commercial 
electromagnetic simulators [2]-[3]. However, those 
simulations are time consuming and require considerable 
computing resources because RF MEMS switches normally 
consist of several complex thin layers and via connections of 
micro-scale.  

Artificial neural networks (ANNs) [4] have appeared as an 
efficient alternative to build the models able to determine the 
switch characteristics in a very short time, reducing in that 
way the time needed for the simulation of circuits containing 
the considered switches [5]-[10]. 
 

In the previous papers [9-10], ANN based models of RF 
MEMS capacitive switches are developed. ANNs are used to 
predict the switch S-parameters for the given values of 
frequency and geometrical lateral dimensions of the switch 
bridge [9]. Having in mind that very often it is not necessary 
to determine frequency dependence of the scattering 
parameters, but just to have information about the resonant 
frequency change with the change of switch geometry 
parameter values, a new ANN model trained to predict the 
resonant frequency for the given lateral dimensions of the 
bridge is proposed [9]. Similar ANN model that can be 
applied to model the chosen mechanical parameter of the 
switch - actuation voltage on the considered switch 
geometrical parameters as inputs is also developed, [10]. 
ANN models that model the electrical resonance frequency or 
actuation voltage for the given lateral dimensions of the 
switch are called direct ANN models. It is shown that 
optimization process is significantly reduced by the usage of 
those models instead of the standard EM/mechanical 
simulators, but still there is a need for the optimizations. In 
order to avoid optimizations completely, a new approach 
based on ANN for the switch inverse modeling is proposed, 
[10]. The procedure is demonstrated at the example of the 
capacitive switch, where the length of the fingered part is 
determined for a given length of the solid part of the bridge 
and electrical resonance frequency / actuation voltage.  

Since electrical and mechanical characteristics of the switch 
are not mutually independent, the optimization of the 
dimensions should be performed simultaneously in the EM 
and mechanical simulator, which can be very complex and 
time consuming. Therefore, in this paper we propose a further 
extension of the procedure suggested in [10]. Namely, the idea 
is to extend the inverse ANN models shown in [10] to 
combine mechanical and electrical parameters of the switch. 
The new inverse electro-mechanical ANN model has resonant 
frequency, actuation voltage and length of the solid part of the 
bridge as the inputs and the length of the fingered part as the 
output, as it will be described later. 

The paper is organized as follows: after Introduction, in 
Section II a brief background on the ANNs is given. In 
Section III the capacitive RF MEMS switch modeled in this 
work is described. An inverse electro-mechanical ANN model 
is proposed in Section IV.  Further, details of the proposed 
modeling technique and the obtained numerical results are 
presented and discussed in Section V. Finally, Section VI 
contains concluding remarks. 
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II. ARTIFICIAL NEURAL NETWORKS 

In this work, multilayered ANNs are used in this work [4]. 
A multi-layered ANN consists of layers of neurons: an input 
layer, an output layer, as well as one or more hidden layers. 
The number of neurons in the input layer equals to the number 
of independent input parameters, whereas the number of the 
output neurons equals to the number of parameters modeled 
by the ANN. An ANN is trained to learn dependencies 
between two data sets by optimization of thresholds of the 
neuron activation functions and the neuron connection 
weights. Once trained ANNs give instantaneous response for 
different combinations of the input parameter values, no 
matter if they have been used for the model development or 
not. The ANN generalization, i.e., their ability to give the 
correct response for the input values not used for their 
training, qualified them as an efficient modeling tool in the 
field of RF and microwaves [1], [11-14]. 

III. DEVICE DESCRIPTION 

The considered device is an RF MEMS capacitive coplanar 
shunt switch, depicted in Fig. 1, fabricated at FBK in Trento 
in an 8 layer Silicon micromachining process [11]. The signal 
line below the bridge is realized as a thin aluminum layer. 
Adjacent to the signal line the DC actuation pads made by 
polysilicon are placed. The bridge is a thin membrane 
connecting both sides of the ground. The inductance of the 
bridge and the fixed capacitance between signal line and 
bridge form a resonant circuit to ground.  The resonant 
frequency can be changed by varying the length of the 
fingered part, fL , close to the anchors and the solid part, sL . 
At the series resonance the circuit acts as a short circuit to 
ground. In a certain frequency band around the resonant 
frequency the transmission of the signal is suppressed. The 
bridge can be closed by applying an actuation voltage of 
around 45V.  

The actuation voltage is determined as the instant voltage 
applied to the DC pads when the bridge comes down and 
touches a coplanar waveguide centerline, which is a pull-in 
voltage ( PIV ). This is strongly related to the switch features 
and mechanical/material properties, such as a DC pad size and 
location, a bridge spring constant and residual stress, bridge 
shapes or supports, etc. The finger parts (correspond to fL ) 

in Fig. 1 are to control PIV . If finger parts are long compared 
to the other parts, the bridge becomes flexible and the switch 
is easily actuated by a low PIV . But this increases the risk of 
a self-actuation or an RF hold-down when the switch delivers 
a high RF power. And opposite, with the short finger parts, 
the switch needs a high PIV  to be actuated. Therefore, the 
bridge part lengths ( fL , sL ) should be carefully determined 
considering a delivering RF power and a feasible DC voltage 
supply [1]. 

 

 
a) 

 

 

b) 

Fig. 1. a) Top-view of the realized switch; b) schematic of the cross-
section with 8 layers in FBK technology [11]  

IV. PROPOSED INVERSE ELECTRO-MECHANICAL 
ANN MODEL 

An ANN model for inverse electro-mechanical modeling of 
RF MEMS capacitive switch is proposed. As it is mentioned 
in the introductory section, the idea is to train an ANN to 
calculate the length of the bridge fingered part, fL , for the 

fixed value of the solid part, sL , in order to obtain a desired 
electrical resonant frequency, resf , having a chosen actuation 
voltage, VPI. Therefore, the ANN has three inputs 
corresponding to sL , resf  and VPI, and one output 
corresponding to fL , as shown in Fig. 2. 

 

Fig. 2. Proposed inverse electro-mechanical ANN model. 
 
The training data necessary for model development is 

acquired by simulations. Namely, for certain number of 
combinations of fL  and sL  the corresponding resonant 
frequency values and actuation voltage values should be 

128 



 

calculated in appropriate EM / mechanical simulators. 
Alternatively, these values can be determined by using the 
neural models relating the bridge lateral dimensions with the 
resonant frequency and the actuation voltage, as shown in [10] 
in the case of inverse electrical/mechanical models. The 
advantage of using such direct neural models for generating 
the training data, over using the standard EM/mechanical 
simulators,  is that an arbitrary sized training set can be 
generated in a very short time.  

Once trained, the developed ANN model can be used for 
determination of fL  instantaneously for given sL , resf  and 
VPI without any further optimization. 

IV NUMERICAL RESULTS 

The ANN models of the considered switch were developed 
for the following ranges of the switch geometrical parameters: 

sL  from 100 µm to 500 µm, and fL  from 0 µm to 100 µm. 
The training data was obtained by using the direct neural 

models of the switch resonant frequency and actuation 
voltages, as described in [10].  The training set referred to 
4131 combinations of fL  and sL values. For the ANN 
training, Levenberg-Marquardt algorithm, a modification of 
the most frequently used optimization backpropagation 
algorithm, was used [4]. Since the number of hidden neurons 
of an ANN cannot be a priori set, ANNs with different 
number of hidden neurons were trained and tested. After their 
assessment the network with the best modeling results is 
chosen as the final neural model. The best results were 
achieved by the ANN having two hidden layers containing 10 
and 20 neurons, respectively.  

The test set referred to 40 combinations of fL  and  

sL values, and the corresponding values of the resonant 
frequency (calculated in ADS momentum [15]) and actuation 
voltage (calculated in COMSOL Multiphysics [16]).  
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Fig. 3. The length of the fingered part of the switch 
Scattering plot: ANN model vs. reference data 

 

The proposed neural model provides good modelling 
accuracy, as can be confirmed by the scattering plot given in 
Fig. 3 where the values of the Lf  obtained by chosen ANN are 
shown versus the corresponding target values for Lf. There is a 
very small scattering from the ideal diagonal line y=x 
indicating a good modelling accuracy. 

With the aim of further accuracy investigation of the 
proposed neural model, for resf =12 GHz and VPI = 75 V. it 
was examined how the fL  values obtained by the proposed 
model affect the values of the corresponding resonant 
frequency and actuation voltage. Namely, the fL  values 
obtained by the proposed inverse electro-mechanical ANN 
model 

 ( )resPIsinvANNinvf fVLfL ,,__ =  (1) 

are used as inputs in direct ANN models to obtain resonant 
frequency and actuation voltage, respectively: 

 

 ( )sinvfdirEANNdirres LLff ,___ = , (2) 

 ( )sinvfdirMANNdirPI LLfV ,___ = . (3) 

These values are then compared with the initial resf  and 
VPI values used as the inputs of the inverse model, and the 
corresponding absolute (AE) and relative errors (RE) were 
calculated and shown in shown in Table I and Table II. The 
following labels are used: 

 resdir_resf ffAE res −= , (4) 

 PIdir_PIV VVAE PI −= , (5) 

 resff fAERE resres = , (6) 

 PIVV VAERE PIPI = , (6) 

It can be seen that the errors are smaller than 2%, 
confirming very good modeling accuracy.  

TABLE I 
RF MEMS SWITCH  MODELING RESULTS: resf  

sL  
[µm] 
 

resf  

[GHz] 
PIV

[V] 
inv_fL

 [µm] 
 

dir_resf  

[GHz] 
resfAE

 [GHz] 
resfRE

 [%] 

280 12 25 71.35 11.886 0.114 0.95 
290 12 25 61.703 11.859 0.141 1.20 
300 12 25 52.228 11.827 0.173 1.40 
310 12 25 43.426 11.789 0.211 1.80 
320 12 25 35.355 11.755 0.245 2.00 
330 12 25 26.917 11.884 0.116 0.97 
340 12 25 16.59 12.009 0.009 0.07 
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TABLE II 
RF MEMS SWITCH  MODELING RESULTS: PIV  

sL  
[µm] 

 

resf  

[GHz] 
PIV

[V] 
inv_fL  

[µm] 
 

dir_PIV
[V] 

PIVAE

[V] 
PIVRE

[%] 

280 12 25 71.350 25.169 0.169 0.68 
290 12 25 61.703 25.143 0.143 0.57 
300 12 25 52.228 25.120 0.120 0.48 
310 12 25 43.426 25.082 0.082 0.33 
320 12 25 35.355 25.056 0.056 0.22 
330 12 25 26.917 25.129 0.129 0.52 
340 12 25 16.590 25.380 0.380 1.50 

V. CONCLUSION 

In this paper an ANN based procedure for the development 
of inverse electro-mechanical model of capacitive RF MEMS 
switch has been presented. The ANN model is aimed to 
predict length of the fingered part of the switch for fixed 
length of the solid part of the bridge, resonant frequency and 
actuation voltage. Unlike the standard switch optimization 
procedures, where it is necessary to perform complex time-
consuming optimizations in the EM and mechanical 
simulators to optimize the switch dimensions in order to 
achieve the requested resonant frequency and actuation 
voltage, in the proposed approach the ANNs are used to 
determine the desired dimension without optimizations. 
Optimizations in EM and mechanical simulations, are 
replaced with the optimizations needed for training the ANNs, 
but once the ANNs have been trained the length of the 
fingered part of the bridge could be obtained by simple 
calculation of the ANN response. This model is especially 
useful in the cases when it is necessary to perform many 
optimizations of the same structure.  
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Broadband Microstrip Doherty Amplifier Design and 
Linearization  

Aleksandra Đorić1, Aleksandar Atanasković2, Nataša Maleš-Ilić2, Bratislav Milovanović2 
and Kurt Blau3 

Abstract – In this paper the linearization of a broadband two-
way Doherty amplifier designed for application in the frequency 
range 0.9-1.05 GHz is considered. The amplifier is characterized 
by the maximum output power 8 W and a broadband microstrip 
matching circuit combined with real lumped SMD components. 
The linearization of the amplifier is carried out by the second- 
and fourth-order nonlinear signals that are extracted at the 
output of the peaking cell, adjusted in amplitude and phase and 
fed at the input and output of the carrier cell in Doherty 
amplifier. The effects of linearization are considered for two tone 
signals separated by various frequency interval from 2 MHz to 
30 MHz at different input power levels  (5 dBm to 15 dBm), as 
well as for WCDMA digitally modulated signal. 

 
Keywords – Doherty amplifier, Broadband, Microstrip, 

Linearization, Second- and fourth-order nonlinear signals, 
Intermodulation products. 

I. INTRODUCTION 

In modern wireless communication, power amplifiers in 
transmitters need to support multi-standard modulation 
schemes and to provide a high efficiency, wideband operation, 
and linear performances. 

The Doherty amplifier architecture is one of the most 
attractive among various techniques for efficiency 
enhancement. Significant efforts have been devoted to the 
development of the linearization techniques for suppression of 
the nonlinear distortions in a Doherty amplifier: the post-
distortion-compensation [1], the feedforward linearization 
technique [2], the predistortion linearization technique [3] and 
their combination [4]. 

The linearization effects of the fundamental signals’ 
second- (IM2) and fourth-order nonlinear signals (IM4) at 
frequencies that are close to the second harmonics on the 
standard (two-way, three-way and three-stage) Doherty 
amplifiers were investigated in simulation, [5]. We applied the 
approach where the IM2 and IM4 signals are injected together 

with the fundamental signals into the carrier amplifier input 
and fed at its output [6]. Additionally, the influence of IM2 
and IM4 signals on Doherty amplifier linearity was verified 
experimentally on a standard symmetrical two-way Doherty 
amplifier [6], [7]. 

A broadband two-way Doherty amplifier with an additional 
circuit for linearization was designed in configuration with 
combined matching circuits comprising the ideal transmission 
lines and lumped elements, [8]. The impact of band-pass 
filters in the linearization circuit on the amplifier performance 
was analyzed for four different types: doubly and singly 
terminated ideal bandpass filters, hairpin band-pass filter and 
the combination of a singly terminated stop-band filter with a 
hairpin filter.  

In this paper, a broadband two-way Doherty amplifier with 
an additional circuit for linearization is designed in microstrip 
technology to operate over the frequency range 0.9-1.05 GHz. 
The linearization technique applied utilizes the even-order 
nonlinear signals, (IM2 and IM4) at frequencies close to the 
second harmonics, which are generated at the output of the 
peaking cell. They are adjusted in amplitude and phase 
through the linearization branches and run at the carrier 
transistor input and output over the microstrip hairpin band-
pass filters. The effects of the linearization are considered 
through the simulation for two sinusoidal signals with 
different frequency interval between them starting from          
2 MHz and going up to 30 MHz. Additionally, Doherty 
amplifier is linearized for WCDMA digitally modulated 
signal. 

II. BROADBAND DOHERTY AMPLIFIER DESIGN 

A two-way Doherty amplifier in standard configuration [1], 
[2], [4], [5], whose schematic diagram is shown in Fig. 1, is 
designed by using Agilent Advanced Design System-ADS. 

Output combining circuits comprise two quarter-wave 
impedance transformers with the characteristic impedance 
R0=50 Ω and 20RRt = . Phase difference of 90° caused by 
the 50 Ω quarter-wave impedance transformer at the output is 
compensated at the input by a 3dB quadrature branch-line 
coupler. Since the peaking amplifier starts to operate in a 
higher power region it should be an open circuit for a low-
power to prevent current leakage from the carrier amplifier; 
therefore its strongly reactive impedance is transformed to the 
open by the output matching circuit and the proper offset line. 

The carrier and peaking cells were designed using 
Freescale’s MRF281S LDMOSFET which non-linear MET 
(Motorola’s Electro Thermal) model is incorporated in ADS 
library. The transistor shows a 4-W peak envelope power. The 
matching impedances of carrier and peaking cells for source  
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Fig. 1. Schematic diagram of microstrip broadband two-way Doherty  
amplifier with additional circuit for linearization 

Fig. 2. Gain and DE in terms of one-tone input power at 
0.91 GHz, 0.94 GHz, 0.97 GHz, 1 GHz and 1.03 GHz 

 
and load at 1 GHz were determined by using source-pull and 
load-pull analysis in ADS, so that for the carrier stage they are 

( )5.5 15sZ j= + Ω  and ( )12.5 27.5lZ j= + Ω , respectively, 

and for the peaking stage ( )3.55 15.7sZ j= + Ω  and 

( )3.95 30.85lZ j= + Ω .  
The carrier amplifier is biased in class-AB (VD = 26 V, 

VG = 5.1 V (13.5% of IDSS-transistor saturation current)), 
whereas the peaking amplifier operates in class-C (VD = 26 V, 
VG = 3.6 V). 

A broadband operation of the amplifier circuit needs 
broadband input and output matching circuits of the transistor 
that are based on the filter structures with lumped elements. A 
detailed insight into the design process with all necessary 
transformations is given in [9]. The lumped element matching 
circuits were then transformed into the matching circuits with 
transmission lines determined by appropriate characteristic 
impedances and electrical lengths, [8]. In the next step, the 
calculation of dimensions of the microstrip lines that 
correspond to the ideal transmission lines was carried out. In 
order to design a matching circuit possible to be realized in 
microstrip technology, the microstrip lines were combined 
with commercially available SMD (Surface Mounted 
Devices) components instead of the additional lumped 
elements in the matching circuits. The microstrip substrate 
parameters are: dielectric constant εr=2.2, substrate height 
h=0.635mm and metallization thickness t=17µm.  

The stabilization of the carrier and peaking amplifier was 
performed by the resistances connected in parallel with RF 
chocks in DC power supply circuits of the transistor, as well 
as by the resistance parallel to the input matching circuit in 
carrier cell, as shown in Fig. 1. The values of these resistances 
were selected in the range 300-600 Ω in order to prevent 
losses of the fundamental signals. 

The IM2 and IM4 signals generated at the output of 
peaking transistor were extracted through the band-pass filter 
(BPF1) characterized by the centre frequency around the 
second harmonics to pass the signals for linearization (IM2 
and IM4 signals). The linearization circuit comprises two 
independent linearization branches consisting of the variable 
attenuator, voltage variable phase shifter and amplifier to 

adjust IM2 and IM4 signals in amplitude and phase. They are  
supplied at the carrier transistor input and output over the 
band-pass filters BPF2 and BPF3, respectively, as illustrated 
in Fig. 1.  

The attenuators, phase shifters, amplifiers are ideal circuits 
taken from ADS library. The band-pass filter was designed as 
a hairpin filter (HP) with three sections at the centre frequency 
2 GHz and 20% bandwidth on the microstrip substrate. The 
band-pass filters have the greatest influence on the amplifier 
behaviour since they are directly connected to the gate and 
drain of the transistors in the Doherty amplifier. The 
performances of the Doherty amplifier deteriorate by the 
insertion of the linearization branches. Accordingly, in order 
to correct degradation and improve the amplifier 
characteristics, we performed an additional optimization of 
the microstrip line parameters in the input and output 
matching circuits of carrier and peaking amplifiers. 

Figure 2 shows the gain and drain efficiency, DE, of the 
Doherty amplifier as a function of the input power for single-
tone excitation at frequencies 0.91 GHz, 0.94 GHz, 0.97 GHz, 
1 GHz and 1.03 GHz. In a low power range, the gain observed 
at the excitation frequencies varies in the range of 
approximately 2 dB. However, the gain achieved at the 
considered frequencies differs less and less with the power 
rise from 15 dBm to 20 dBm. The drain efficiency at 0.91 
GHz and 1.03 GHz deviates from the DE at 1 GHz by 
maximum 5% going up to 15 dBm input power, whereas 
differences at higher power range go up to 7% maximally. 

III. LINEARIZATION RESULTS 
In order to assess the impact of the proposed linearization 

technique that uses the second- and fourth-order nonlinear 
signals on the designed microstrip Doherty amplifier, a two-
tone test was performed in ADS. One sinusoidal signal at 
frequency 1 GHz and the other shifted in frequency by            
2 MHz, and 5 MHz to 30 MHz with an increment of 5 MHz 
were simultaneously driven at the amplifier input.  

The third-order intermodulation products, IM3, before and 
after the linearization, in terms of the frequency interval 
between the signals are represented in Fig. 3 for different 
power levels of fundamental signals at the amplifier input,      
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5 dBm, 8 dBm, 12 dBm, and 15 dBm (total power is 2 dB 
below 1-dB compression point). 

According to the theoretical analysis of the linearization 
approach given in [5], [7] and [8], it is possible to reduce 
spectral re-growth caused by the third-order distortion of 
fundamental signal by choosing the appropriate amplitudes 
and phases of the IM2 signals injected at the input and output 
of the amplifier transistor. Additionally, the fifth-order 
intermodulation products can be suppressed by adjusting the 
amplitudes and phases of the IM4 signals that are inserted at 
the input of amplifier transistor and fed at its output. 

The parameters of the linearization circuits in the designed 
microstrip Doherty amplifier were optimized to suppress 
third-order intermodulation products while the fifth-order 
intermodulation products were required to retain at as low as 
possible power level. 

It should be noted that, after the linearization, a significant 
reduction of the IM3 products was attained in the considered 
power range. However, the figures clearly indicate that the 
augmentation of the input signal power lessens the grade of 
IM3 reduction. In the case of 5 MHz interval between the 
signals, the IM3 products are suppressed by 22 dB for the 
input power 5 dBm, whereas the rise of the input power        
15 dBm leads to around 12 dB reduction of the IM3 products. 
When the frequency interval between two signals is 30 MHz 
the IM3 products decrease by approximately 20 dB at 5 dBm 
input power and around 8 dB for higher power levels.  

We should indicate that the results achieved in the 
linearization of microstrip Doherty amplifier are very similar 
to the results that were achieved in the linearization of the 
broadband two-way Doherty amplifier designed with the ideal 
lumped elements matching circuit represented in [9], but for 
the smaller interval between two-tone frequencies up to        
30 MHz, which corresponds to the results considered in [9] 
for maximum frequency interval of 80 MHz. This is the 
consequence of the distributed nature of the microstrip lines 
and frequency dependence of the real SMD lumped elements 
in the combined matching circuits regarding to the ideal 
lumped elements of the amplifier matching circuit applied in 
[9].  

In order to evaluate the impact of the proposed linearization 
technique, the microstrip broadband Doherty amplifier with 
HP filters in the linearization circuit was also tested for 
WCDMA signal. This signal is characterized by the spectrum 
width of 3.84 MHz around the central frequency 1 GHz. 

The test was carried out for different power levels of 
fundamental signals at the amplifier input, from 8 dBm, to  
17 dBm. The parameters of the linearization circuits were 
optimized to suppress the third-order intermodulation 
products. The results of the analysis, the adjacent channel 
power ration-ACPR before and after the linearization in terms 
of the output power, which are observed at ±4 MHz offset 
from the carrier (the range of dominant third-order distortion) 
over 1.9 MHz frequency span, are shown in Fig. 4. It can be 
noted that the ACPR was improved by around 8 dB to 10 dB 
for the input power levels of 8 dBm to 12 dBm. It decreases 
with input power rise, so that the improvement is around 5 dB 
at maximum observed power level. 

 
a) 

 
b) 

 
c) 

 
d) 

Fig. 3. Third-order intermodulation products of amplifier for 
combined microstrip matching circuits for different input power 

levels Pin =: a) 5 dBm, b) 8 dBm, c) 12 dBm, d) 15 dBm 

Additionally, Fig. 5 represents the input spectrum for a 
WCDMA digitally modulated signal as well as output spectra 
before and after the linearization for 12 dBm input power. 

Simulated results indicate that we have achieved around   
10 dB better ACPR at ±4 MHz offset from the carrier by the 
linearization approach. 
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Fig. 4. ACPR before linearization (solid line) and after linearization 

(dashed line) for WCDMA signal in a range of input power 

 
Fig. 5. Signal spectra at input and output of amplifier before (solid 

line) and after linearization (dashed line) for WCDMA signal at  
12 dBm input power  

If we consider the ACPR in the region of dominant fifth-
order intermodulation products in output spectrum at  
±6.5 MHz offset from the centre frequency, it follows from 
the Fig. 5 that the IM5 products are kept on the level before 
the linearization or reduced by a few decibels after the 
linearization. 

According to the theoretical analysis of the linearization 
approach [7]-[9], IM2 and IM4 signals can reduce both IM3 
and IM5 products. However, the suppression grade depends 
on the relations between the amplitudes as well as phases of 
the IM2 and IM4 signals generated at the peaking amplifier 
output. Nevertheless, when the required relations are not 
fulfilled, only one kind of the intermodulation products can be 
lowered sufficiently that is confirmed by the simulated results 
presented in this paper. 

V. CONCLUSION 
The effect of the linearization technique that uses the 

second- and fourth-order nonlinear signals of the 
fundamental signals at frequencies close to the second 
harmonics on the two-way Doherty amplifier designed in 
microstrip technology is considered in this paper. A 
broadband Doherty amplifier is designed to operate over 
the frequency range 0.9-1.05 GHz in configuration with 
matching circuits that consist of real SMD lumped 
components and microstrip lines. In the applied 
linearization method, the second- and fourth-order 
nonlinear signals are extracted at the output of the peaking 
transistor, adjusted in amplitude and phase throughout two 
independent branches and inserted into the input and output 

of the carrier cell over the hairpin microstrip band-pass 
filters. The results attained in simulation for two-tone test 
indicate a satisfactory suppression of the IM3 products, 
even when the frequency interval between signals 
increases. However, it should be pointed out that the 
decrease of intermodulation products becomes smaller 
when the power levels and interval between signals grow 
up. Moreover, the linearization of the designed Doherty 
amplifier for broadband WCDMA digitally modulated 
signal improves ACPR in the range of dominant third-order 
intermodulation products and retains the fifth-order 
nonlinearities at the sufficiently low power. 
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TLM Method with Z-transforms - Efficient Tool for 
Dispersive Anisotropic Structures Modelling 

Miloš Kostić, Nebojša Dončov, Zoran Stanković

Abstract – An efficient approach for modelling of dispersive 
anisotropic structures is considered in this paper. The approach 
uses the Transmission Line Matrix (TLM) method based on Z-
transforms to account for dispersive properties of anisotropic 
structures in the time-domain. In-house developed TLM code has 
been used to implement this approach and apply it on carbon-
fibre composite as anisotropic conductive material. The accuracy 
and efficiency of the presented approach are first illustrated on 
the simplified case when carbon fibre anisotropic electric  
conductivity is treated as frequency independent parameter 
through comparison with analytically available solution. Then, 
the Drude model is employed to account for dispersive behaviour 
of conductivity and to consider its impact of reflection and 
transmission properties of carbon fibre sample material.   
 

Keywords – Dispersive anisotropic materials,  TLM method, Z-
transform, Drude mode. 

I.  INTRODUCTION 

Differential time-domain numerical techniques are common 
tools for modelling of complex electromagnetic (EM) 
structures at high frequencies. Among them, the most popular 
are the finite difference time domain (FD-TD) method [1] and 
transmission line matrix (TLM) method [2]. Although very 
similar, as they are both based on space and time 
discretizations, TLM approach offers crucial advantage in 
certain complex problems. In TLM, the electric (E) and 
magnetic (M) fields are co-located in space and time (at the 
centre of the discretization cell), while in Yee's FDTD 
algorithm [1] the E-fields are on the edges and H-fields are at 
the centre of the cell. Therefore, TLM algorithm is more 
suitable for modelling of anisotropic and bi-anisotropic 
materials and the mesh layout is much simpler than in FDTD 
method. In addition, there is not need to perform field 
averaging and temporal interpolation in order to determine 
fields on cell boundaries.  

Both methods in their conventional use allow for modelling 
of materials with frequency independent EM properties. 
However, as they basically operate in the time-domain they 
are perfectly suited for time-harmonic and transient simulation 
of frequency dependent structures for direct analysis of their 
dispersive behaviour. Several techniques have been already 
developed and implemented in FDTD method to incorporate 
frequency dispersion. Some of these techniques are detailed 
and referenced in [3] regarding dispersive metamaterials 
structures. One variation of the TLM method which is 

naturally suited to the description of arbitrary time-dependent 
responses is based on Z-transforms [4]. This approach has 
been successful in the development of numerical schemes for 
the time-domain treatment of variety of frequency-dependent 
materials, i.e. linear isotropic, linear anisotropic, bi-isotropic, 
nonlinear and quantum media [5-9]. In recent work, the TLM 
technique with Z transforms has been successfully applied to 
the time-domain simulation of dispersive metamaterials and 
graded refractive index metamaterials [10-11]. 

In this paper, an in-house developed TLM code has been 
used to implement TLM method with Z-transforms for the 
purpose of efficient modelling of carbon-fibre composite used 
in aircraft constructions. The embedded carbon fibres cause 
the materials to have a high electric conductivity in the 
direction of the fibres, i.e. conductivity of these materials is 
anisotropic [4]. The accuracy of the presented method is first 
illustrated on the simplified case when carbon fibre 
anisotropic electric conductivity is treated as frequency 
independent parameter through comparison with analytically 
available solution. Then, the Drude model is employed to 
account for dispersive behaviour of electric conductivity and 
to consider its impact of reflection and transmission properties 
of carbon fibre sample material. 

II. ANISOTROPIC MATERIALS MODELLING BY 
USING TLM METHOD WITH Z-TRANSFORMS 

Using the notation for the fields, current and flux densities 
and corresponding constitutive relations for the electric and 
magnetic current and flux densities, Maxwell's curl equations 
can be expressed in the time-domain in compact form as [4,5]: 
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where E  and H  are electric and magnetic field vectors, efJ  

and mfJ  are the free electric and magnetic current density 

vectors, 0ε  and 0µ  are free-space permittivity and 
permeability, c is the speed of light in free-space and  
operator * denotes the time-domain convolution. The matrices 

eσ  and mσ  are the electric and magnetic conductivity 
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The matrices eχ  and mχ  are of similar form and they 

describe the electric and magnetic susceptibilities, 
respectively, while the matrices rξ  and rζ  are 

dimensionless describing the magneto-electric coupling.  
The curl terms of Eq.(1) can be expand in Cartesian 

coordinates and express as a functions of voltage pulses of 
appropriate transmission lines of TLM cell (Fig.1) [4] by 
using the field circuit equivalence for the electric and 
magnetic fields of the form: 
 ∆−= /ii VE , ( )0/ η∆−= ii iH , ( )zyxi ,,∈ , (3) 

where iV  and ii  are equivalent voltage and current in the cell 
centre along i-th coordinate axis, ∆  is the size of TLM cell 
( ∆=∆=∆=∆ zyx ) and 0η  is the intrinsic impedance of 
free-space. 
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Fig. 1. TLM cell 

 
After that, Eq.(1) can be expressed, after converting to 

travelling wave format, as [4]: 
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where 
tcT ∂
∂∆

=
∂
∂

2
 , 0ησ ∆= eeg  and 0/ησ ∆= mmr . 

Superscript i is used to denote incident wave quantities. Eq.(4) 
can be also written in compact notation [4]: 
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or in matrix notation: 

 [ ]FTM
T

FTFF r *)(2*)(42
∂
∂

++= σ , (6) 

where )(Tσ  is the general conductivity matrix used to 
describe electric conductivity and magnetic resistivity terms 
and )(TM  is the general material matrix describing electric, 
magnetic and/or magneto-electric effects. Both matrices may 
contain time-dependent elements.  

Discretizing the normalized time-derivative operator in 
Eq.(6) by using the bilinear Z-transform as:  

 )1/()1(2/ 11 −− +−→∂∂ zzT , (7) 
and taking partial fraction expansions of matrices )(zσ  and 

)(zM , containing causal time-dependent elements, as [4,5]:  
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give the following  equation: 
 ]2[ 1SzFTF r −+= , (10) 

where 1
00 ]44[ −++= MT σ , M

r SSFKFS +−+= σ2 , 

]44[ 11 MK −+−= σ , FzS )(2σσ =  and FzMSM )(4 2= . 

There are many models that can be used to describe the 
frequency dependence of electric conductivity and magnetic 
resistivity, electric and magnetic susceptibilities and 
parameters expressing magneto-electric effects (e.g. Debye, 
Lorentz, Drude model, etc). By using any of available Z-
transforms such as exponential or bilinear  Z-transforms, it is 
possible to transfer this dependence in the time-domain, i.e. to 
obtain functions  )(zσ  and )(zM  and, after taking partial 
fraction expansions given by Eqs.(8-9), to incorporate this 
model into algorithm of the TLM method with Z-transforms.  

Combination of the Drude model for electric and magnetic 
conductivity and bilinear Z-transform was used in [10] to 
allow for the direct time-domain modelling of left-handed 
metamaterials. In a case of material with anisotropic electric 
conductivity of dispersive behaviour according to the Drude 
model: 
 )1/()( 0 eee ss τσσ += , (11) 
or: 
  )1/()()( 0 eecee sglssg τησ +=∆= , (12) 

for normalized electric conductivity, the elements of matrices 
0σ , 1σ and )(2 zσ , using equations derived in [10], are:  
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III. NUMERICAL RESULTS 

In-house developed TLM code has been used to implement 
TLM method with Z-transforms for the purpose of efficient 
modelling of carbon-fibre composite used in aircraft 
constructions. The embedded carbon fibres cause the 
materials to have a high conductivity in the direction of the 
fibres, i.e. conductivity of these materials is anisotropic [4]. 
Geometry of the problem is shown in Fig. 2. The composite 
material is represented with three layers of material having an 
isotropic relative permittivity of IIIIII rrr εεε == =43 and 
thickness IIIIII ddd == =3.75 mm.  

 
Fig. 2. Geometry of a carbon composite material 

First it is assumed that carbon fibre anisotropic electric 
conductivity is frequency independent parameter, i.e. that 
parameter eτ  in Eq.(19) is such that 1<<esτ  so that: 
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matrix for all three layers. Space-step used for the simulation 
was ∆ = 93.75 μm. 

The magnitude of the frequency-domain reflection Rij  and 
transmission Tij coefficients (where first index corresponds to 
the component of the reflected and transmitted fields while the 
second index expresses the polarization of the incident wave) 
are shown in Figs.3-6. Good agreement between TLM results 
(marked with red and blue solid lines) and analytic results 
(marked with red and blue plus and cross symbols) for 
frequency independent anisotropic conductivity carbon 
composite material can be observed in the considered 
frequency range up to 10 GHz.   

Then, the parameters of the Drude model in Eq.(12) are 
chosen so that anisotropic normalized electric conductivity 
varies with frequency in such way that at central frequency of 

5 GHz, its real part is equal to the value given for frequency 
independent case for each layer. A significant impact of 
dispersive behaviour of conductivity on reflection and 
transmission properties of carbon fibre sample material can be 
observed marked in Figs.3-6 with dashed red and blue lines.  
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Fig. 3. Magnitude and phase of reflection coefficients Ryy and Rzy 

0 2 4 6 8 10
0.0

0.2

0.4

0.6

0.8

1.0

 

 

Tr
an

sm
iss

io
n 

co
ef

fic
ie

nt
 m

ag
ni

tu
de

Frequency (GHz)

 Tyy (Analytic)
 Tyy (TLM - Freq. indep.)
 Tyy (TLM - Freq. dep.)
 Tzy (Analytic)
 Tzy (TLM - Freq. indep.)
 Tzy (TLM - Freq. dep.)

 

0 2 4 6 8 10
-180

-120

-60

0

60

120

180

 

 

Tr
an

sm
iss

io
n 

co
ef

fic
ie

nt
 p

ha
se

 (d
eg

re
es

)

Frequency (GHz)

 Tyy (Analytic)
 Tyy (TLM - Freq. indep.)
 Tyy (TLM - Freq. dep.)
 Tzy (Analytic)
 Tzy (TLM - Freq. indep.)
 Tzy (TLM - Freq. dep.)

 
Fig. 4. Magnitude and phase of transmission coefficients Tyy and Tzy 
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Fig. 5. Magnitude and phase of reflection coefficients Rzz and Ryz 
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Fig. 6. Magnitude and phase of transmission coefficients Tzz and Tyz 

 

IV. CONCLUSION 

The approach based on TLM method with Z-transforms is 
used in this paper to account for dispersive properties of 
carbon-fibre composite as anisotropic electric conductive 
material. In-house developed TLM code has been used to 
implement this approach. The accuracy and efficiency of the 
presented method are illustrated on the cases of frequency 
independent and frequency dependent anisotropic electric 
conductivities when in later case the Drude model is 
employed to account for dispersive behaviour of electric 
conductivity and to consider its impact of reflection and 
transmission properties of carbon fibre sample material.  
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Band Gap Evaluation for Single, Dual and Triple Band 
Electromagnetic Band Gap Structures with Applied 

Geometrical Modifications 
Ilia Iliev1, Marin Nedelchev1, Evgeniy Markov1 

Abstract – In this paper, the bandpasses and bandstops of six 
different electromagnetic bandgap (EBG) structures are 
examined. Different shapes of the structures, with different 
geometrical modifications, are investigated. Using full wave 
analysis of the structures, one, two and three rejection band EBG 
structures are examined. One known EBG structure with two 
different modifications is compared to two novel EBG structures 
with four modifications. The conclusions could be a useful tool 
for the engineer’s work when designing EBG structures with 
predictable bandgap characteristics. 
 

Keywords – EBG design, band gap, periodic structures, 
transmission line analysis, full wave analysis, FDTD 

 

I. INTRODUCTION  

Electromagnetic bandgap structures (EBG) are defined as 
periodic structures that prevent or assist the propagation of 
electromagnetic waves in a given frequency bands. They show 
frequency rejection properties in their bandstop regions, and 
also in-phase reflection coefficients. These unique properties 
have led to an increasing interest in the development, analysis 
and applications of EBG structures in many different fields of 
microwave and propagation engineering fields.  

Microstrip patch antennas have found application in a wide 
variety of applications, such as wireless communication 
systems, GPS applications, RFID, satellite communications, 
due to their low-profile, ease of fabrication, possibility for 
dual frequency operation and circular polarization. The 
drawbacks of the patch antennas are small bandwidth of 
operation, low gain and surface wave propagation. In the 
recent years, there’s been an immense growth in the interest of 
the EBG structures, since these structures can significantly 
reduce the drawbacks of some microwave devices. The EBG 
structures are used in improving the characteristics of patch 
antennas [1-3], patch antenna arrays [4], microwave filters [5]. 
Another perspective application of dual frequency rejection 
band EBG structure is in slot patch antennas that use as a 
reflection an EBG surface, instead of a metalized layer. 
Introducing the EBG surface to the design improves the gain 
and the propagation diagram of the slot antenna [6].  

The paper gives insight of the dependencies of physical 
parameters of EBG structures, and their bandgap 
characteristics, which can be of important help to engineers, 
when applying the properties of EBG to different microwave 

designs and circuits. Six different shapes of EBG structures 
are examined, with two of them already known in the 
scientific community, and four of them as a novel EBG 
shapes. The structures are analyzed with applied geometrical 
modifications, with graphical data summarized into 
conclusions for the behavior of the EBG periodic structures. 

II. THE EBG STRUCTURES AND THEIR 
APPLICATION IN MICROWAVE DEVICES 

In general, the EBG structures can be divided into three 
categories – three dimensional, volumetric structures, two 
dimensional, planar structures, and one dimensional, 
transmission line structures. Two examples for the 3D EBG 
structures can be seen in Fig. 1 – Fig. 1(a) is a woodpile 
configuration of dielectric rods [7], Fig. 1(b) is a multilayer 
tripod configuration with via interconnections, investigated in 
[8].    

 
Fig. 1. (a) 3-D woodpile dielectric structure (b) 3-D multilayer tripod 

configuration with via interconnections 
 

The 2-D EBG structures are shown on Fig.2. The most used 
configurations are the mushroom type [9] and the uni-planar 
type, without the vertical vias [10]. The 1-D EBG structures 
are used as transmission line configurations, which enhance 
the properties of a microstrip line - a microstrip transmission 
line with an array of dielectric holes in the bottom grounded 
layer [11], and a left-right composite transmission line, 
exhibiting left handed behavior [12]. 

 
Fig. 2. (a) 2-D mushroom periodic structure (b) 2-D uniplanar periodic 

structure 
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In this paper, the analysis is focused on 2-D mushroom type 
EBG periodic structures, with different topologies. The 
analysis is based on the finite difference time domain method 
(FDTD). Among various numerical techniques, the FDTD 
method has demonstrated desirable and unique features for 
analysis of electromagnetic structures. It simply discretizes 
Maxwell’s equations in the time and space domains, and 
electromagnetics behavior is obtained through a time evolving 
process. A significant advantage of the FDTD method is the 
versatility to solve a wide range of microwave and antenna 
problems. It is flexible enough to model various media, such 
as conductors, dielectrics, lumped elements, active devices, 
and dispersive materials. Another advantage of the FDTD 
method is the capability to provide a broad band 
characterization in one single simulation. Since this method is 
carried out in the time domain, a wide frequency band 
response can be obtained through the Fourier transformation 
of the transient data [13]. 

III. INVESTIGATED EBG TOPOLOGIES AND 
PARAMETER VARIATIONS 

The EBG schematics, investigated in this paper can be seen 
in Fig. 4. The first investigated EBG structure is the Jerusalem 
cross, or JC-EBG, shown in Fig. 3(a). The JC-EBG has been 
analyzed in different scientific researches and utilized in 
antenna applications [14]. The second structure is a diagonal 
shaped slited EBG – the second structure in Fig. 3(a). The 
third structure is a H-shaped doubled EBG, shown in Fig. 
4(a). Inserting the slits into the design is increasing the serial 
capacitance, changing the resonance behavior of the 
structures. In Fig. 3(b) are the same designs, with increased 
length of the lines, coupled to the neighboring unit cells. 
Increasing the length of these lines, and connecting them with 
the lines of opposite direction is generally changing the 
behavior of the investigated structures.  

An insight of parameter variation, created by changing the 
sizes of the slits, gaps and overall size of the EBG structures, 
can be given by the transmission line theory. 

 

 

Fig. 3. (a) JC-EBG, Diagonal shaped slitted EBG, H-shaped doubled 
EBG, with dual and triple band rejection properties (b) JC-EBG, 

Diagonal shaped slitted EBG, H-shaped doubled EBG with single 
band rejection properties 

 

An analysis insight is useful through the transmission line 
analysis technique, which approximates the examined EBG 
structures according to their constitutional parameters. The 
physical parameters of the structures can be seen in Fig. 4. 

 
Fig. 4. Physical parameters of periodic EBG structures 

 
The characteristic impedance of a transmission line section 

is those of a lossless parallel plate transmission line, given by 
 

                        (1) 
 

where η0 is the characteristic impedance of free space - 377Ω, 
εr is the relative permittivity of the substrate, and w and h are 
the width of the patch and the height of the dielectric 
substrate. The value of the inductance, that is inserted into the 
design with the via, and the value of the parallel capacitance 
are: 

 
                                               (2) 

 
                                              (3) 

 
where q is the ratio of the via cross sectional area to the 

EBG unit cell area 
                                                        (4) 
 
where a is the length of the unit cell of the periodic 

structure. The resonant frequency of the structure can be 
found with the equation for the resonant frequency of an L-C 
network model, where the resonant frequency is given by (5) 

 
                                                  (5) 
 
The transmission line method is used when an approximate 

solution to given structures is needed. For the purposes of 
initial analysis of different EBG structures, the method would 
be an appropriate choice. The structures, shown in Fig. 3, are 
investigated with different dimensions of g. The size of w is 
also changed. As can be seen from the figure, the structures, 
aligned in periodic arrays, form coupled lines with the 
adjacent cells. Both parameters change the value of the EBG 
structure’s capacitance. The values of the inductance can be 
changed with variations of the via’s radius. Previous analysis 
of such variations has shown small impact on the structure’s 
behavior [15]. In this paper, only the capacitance values are to 
be varied.  

 

144 



IV. ANALYSIS OF THE ONE, TWO AND THREE BAND 
EBG STRUCTURES 

Full wave analysis is applied on the structures. The 
unchanged parameters are the height of the dielectric substrate 
h = 0.04λl,4GHz, the radius of the via r = 0.0123λl,4GHz and the 
unit cell size (w + g = 0.55λl,4GHz). For the dielectric substrate, 
FR-4 substrate is used, with εr = 4.4.   

A full wave FDTD analysis is applied to all structures. The 
structures are analyzed with 50Ω transmission lines for 4GHz 
frequency of operation. The dimensions of the coupled lines 
are changing from 0.1 to 0.45λl,4GHz. When an interconnection 
of the transmission lines in the corners of the different 
structures occurs, the electromagnetic behavior changes. The 
structures express dual frequency band rejection for the JC 
and diagonal EBG, and triple band rejection for the H-shaped 
EBG. When the transmission lines connect, with the increase 
of their size, the structures express a single band of frequency 
rejection. The width of the rejection band is greatly increased.  

The first series of simulation are summed up in Fig. 5, 
applied on the structures, shown in Fig. 3a.  

 
Fig. 5. Gap variation for JC-EBG 

 
The bandgaps can be clearly seen in Fig. 5. The JC-EBG 

structure posses two bands of rejection at frequencies, 
centered at 1.8GHz and 5.8GHz. The gap variation is shown 
in Fig. 5, and the width variation is shown in Fig. 6.  The 
exact position of the bandgap can be tuned by variation of the 
lengths. According to Eq. (5), increasing the serial 
capacitance, the resonant frequency drops, which can be 
confirmed by the simulated results.  

 
  Fig. 6. Width of coupled lines variation for JC-EBG 

The diagonal EBG also has two rejection bands, resonating 
at frequencies around 3.6GHz and 7GHz. In this specific 
shape of EBG structure, by changing the widths of the 
coupled lines, the overall behavior of the structure is not 
significantly altered, as can be seen in Fig. 7. This can be 
based on the fact, that the diagonal lines are defining the 
bandgaps of the structure, while the coupled lines are not of a 
great significance to the structure’s behavior.    

 
Fig. 7. Gap variation for Diagonal Slitted EBG 

 
The transmission characteristics of the H-shaped EBG are 

shown in Fig. 8. The structure exhibits triple bandgap 
behavior, due to the serial coupled lines, with resonances at 
3.6GHz, 7GHz and 9GHz. The structure is showing narrow 
bands and good rejection characteristics with S21 dropping to 
over -40dB. The triple band behavior can be used in many 
complicated antenna designs, since it can improve multiband 
antenna applications. As can be seen in Fig. 8, the gap 
variation is affecting the resonant frequency in the first 
resonances most significantly.  

 
Fig. 8. Gap variation for H-shaped EBG 

 
In Fig. 9 are the transmission characteristics of the 

structures with increased length of w. The lines are connected 
in the edges of the unit cell, which alters the behavior of the 
EBG structures, changing it from dual and triple band to 
single bandgap behavior. This behavior is repeating for all 
investigated structures. In the figure, only the graphical 
representation for the JC-EBG structures is shown, since the 
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simulation results for the other structures are showing similar 
behavior.  

 
Fig. 9. JC-EBG structure with coupled lines, connected at the 

corners of the structure  – from dual to single band behavior 
 
The rejection of the structures is at 0.5λ for the resonant 

frequency 4GHz. The rejection drops to -50dB and the width 
of the bandstop is from 1.8GHz to 7.8GHz, which can be 
applied in antenna and antenna array applications.  

V. CONCLUSIONS 

In this paper, six different EBG structures are analyzed and 
simulated. An analysis of the structures, with variations of the 
serial capacitance and the lengths of the coupled transmission 
lines is performed. The conclusions are in line with the 
theoretical assumptions for the behavior of EBG materials. 
The structures are expressing triple, dual and single bands of 
frequency rejection, with suppression dropping to under -
35dB. A frequency tuning technique, using the length of the 
coupled lines and the gap width is proposed. The frequency 
properties of the structures can be used for many applications 
in microwave patch antennas, antenna arrays, reflective 
surfaces, filter designs and so on. In the future work of the 
authors, such devices are going to be simulated and measures, 
showing the level of improvement, when applying EBG 
structures to real microwave designs.  
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Calculation of an Input Impedance of a Coax-fed 
Microstrip Circular Antenna  

Jugoslav Joković, Tijana Dimitrijević, Nebojša Dončov, Bratislav Milovanović 

Abstract - In this paper, the integral cylindrical TLM method 
is used to determine an input impedance of a circular coax-fed 
patch antenna. Obtained input resistance and reactance are 
compared with results obtained using the integral TLM method 
in a rectangular grid, measured results and those calculated 
analytically based on the cavity model.  
 

Keywords - TLM method, circular microstrip antenna, input 
impedance, cavity model 

 

I. INTRODUCTION 

Microstrip patch antennas are, in a variety of forms, used in 
numerous wireless communication applications. A microstrip 
patch antenna consists of an arbitrarily shaped metallic 
conductor etched on a grounded dielectric substrate. The 
properties of the substrate and its height have a significant 
influence on the performance of the antenna. The antenna can 
be excited in several ways which determine the achievable 
impedance bandwidth, the purity and direction of the radiated 
fields, the efficiency of the antenna, the ease of manufacturing 
of the antenna and its robustness. One of the excitation 
methods is probe feeding, where a probe extends through the 
ground plane and is connected to the patch conductor, 
typically soldered to it. The probe or feeding pin is usually the 
inner conductor of a coaxial line (coaxial feed). The probe 
feeding is considered as the most efficient feed technique due 
to the direct contact with the antenna and due to isolation from 
the patch, thus minimizing a spurious radiation [1,2,3]. 

In order to ensure any antenna to operate efficiently the 
maximum transfer of a power between the feeding system and 
the antenna should be provided. It can be reached when the 
input impedance of the antenna is matched to that of the 
feeding source impedance [2-5]. Thus, for achieving the 
optimum performance, the accurate calculation of the input 
impedance of the antenna is of significant importance.  

For an analysis of microstrip antennas, there is a number of 
analytic/numerical methods proposed, which can be grouped 
as either approximate or full-wave techniques. The 
approximate techniques, such as one based on the cavity 
model [6], are useful in giving general trends of the patch 
antenna performance. These methods describe resonant 
frequency, input impedance, radiation pattern and bandwidth 
by simple equation design enabling efficient computation, and 

under certain conditions, can be relatively accurate. On the 
other hand, full-wave techniques, which are more complex 
and time consuming, give the most accurate results since they 
apply the Maxwell’s equations to the problem and ensure the 
boundary conditions associated with the structure are satisfied 
[4].  

The TLM method is a powerful and flexible numerical, 
full-wave method, and thus can play an important role in 
microwave circuits’ design [7]. It can be applied before 
prototyping to provide estimation of system behaviour, or 
after to find where the design could be improved.  In general, 
considering systems containing boundaries (internal or 
external), conducting structures (wires, microstrip etc.), and 
inhomogeneous media and losses it is of crucial importance to 
enable theirs accurate modelling. The TLM method enables 
all above features to be relevantly described, thanks to the 
development of various types of nodes and graded mesh [8 - 
10], possibility of defining desired boundary conditions 
through the reflection coefficient [5], and incorporating the 
compact wire model [11]. Typically, commercial software 
packages use the TLM method based on the rectangular grid 
irrespective of the structure geometry. However, for 
describing structures of cylindrical geometry, such as circular 
patch antennas, the orthogonal polar mesh [12] is found to be 
more convenient since it enables precise modelling of 
boundaries coinciding with the coordinate axes. Recently, the 
TLM method based on the HSCN node [13] in a cylindrical 
grid has been enhanced by incorporation of the compact wire 
model, resulting in the integral cylindrical TLM method  and 
corresponding self-written code 3DTLMcyl_cw [14]. 

The purpose of this paper is to perform calculation of the 
input impedance of a circular patch antenna, as well as the 
optimum feed position determination, using the integral 
cylindrical TLM method. The input impedance of the 
considered circular patch antenna has been also calculated 
according to the simulations carried out in the TLM solver 
based on the rectangular grid. An analytical calculation of the 
input impedance of the given antenna, based on the cavity 
model [6, 15], improved to account for the location of the 
probe [16], has been also performed using the self-written 
MATLAB code. Numerical and analytic results are compared 
with the input impedance obtained from the measurement of 
the fabricated antenna in order to illustrate advantage of using 
the integral cylindrical TLM method for circular structures. 

II. CALCULATING THE INPUT IMPEDANCE 
The equivalent circuit of a coax-fed microstrip patch 

antenna, with the feed presented by an equivalent reactance, 
Xf, is shown in Fig. 1 [2]. In general, the input impedance, 
Zin,patch, of the patch antenna is complex and it includes both a 
resonant and a non-resonant part. Both the real and imaginary 
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parts of the impedance vary as a function of frequency and 
exhibit symmetry about the resonant frequency. The reactance 
at resonance is equal to the average of sum of its maximum 
value and its minimum value [2].  

The input impedance of the antenna can be controlled by 
varying the location of the feed from a high value when the 
probe is located close to the edge, to a low value when the 
probe is positioned near the centre [4]. At the resonant 
frequency it becomes resistive with zero or small input 
reactance. Since the input impedance is dependent on the 
location of the probe, an accurate determination of the input 
impedance of the antenna, and hence prediction of the 
optimum feed location, is important to provide the impedance 
matching between the feed and the radiating patch. 

 
Fig. 1. Equivalent circuit of a probe-fed circular patch antenna 

A. The Cavity Model 

According to the cavity model the circular microstrip 
antenna can be considered as a resonant cavity represented by 
a single resonant parallel R-L-C circuit, for a single isolated 
mode, as presented in Fig. 1. 

The input impedance near the resonance is given by [17] 
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where rfff /=  is the normalized frequency, Q is the 
quality factor associated with system losses, ( )ρrR  is the 
input resistance at resonance (resonance resistance), ρ  is the 
distance of the probe from the patch centre and Xf is the feed 
reactance which accounts for the reactance contributed by the 
feed for the probe-fed microstrip patch antenna. The feed 
reactance is given by Harrington’s expression [18] 
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where η  is the intrinsic impedance of the medium, k is the 
wave number, and d is the diameter of the probe. However, 
since an accurate estimation of the feed reactance significantly 
depends on the location of the probe, the Harrington’s value, 
for a circular patch, should be multiplied with a new function 
given as [16] 
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where a is the radius of the patch. Thus, the feed reactance for 
the circular patch can be calculated as 
 

 ( ) ( ) ( )ρρ ', FfXfX ff ⋅= . (6) 

B. The TLM Method 

To calculate the input impedance of the patch antenna using 
the TLM method the reflection coefficient has to be 
determined. Following the experimental approach that use an 
inner conductor of a coaxial guide as a probe, numerical 
characterization of EM field can be done by using the wire 
model for describing the inner conductor, introducing wire 
ports at the interface between wire probes and metallizations 
and calculating the scattering matrix. A model of the wire port 
incorporating, in general, a source voltage gV  and  impedance 

gR  is shown in Fig.2. The TLM wire node defined at the wire 

port gives a wire current 1I , as an output of the TLM 
simulation which can be used to calculate the S11 parameter, 
representing the reflection coefficient at the wire port. The 
wire port voltage 1V  can be expressed in terms of real source 
parameters gV  and gR  as follows [19] 

 11 IRVV gg −= ,  (7) 
where gR  is equal to the characteristic impedance 0Z  of the 
port. 

 
Fig. 2. Equivalent circuit of the TLM wire port 

According to the expressions for incident and reflected 
voltage pulses at the wire port the reflection coefficient at the 
port can be determined as [19] 

 
gV
IZS 10
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21−= . (8) 

When the reflection coefficient is determined the input 
impedance can be calculated from the following expression 

 ( ) ( )
( )fS

fSZfZin
11

11
0 1

1
−
+

= . (9) 

III. NUMERICAL RESULTS 
A coax-fed microstrip circular patch antenna is fabricated 

on FR4 substrate with relative permittivity εr = 4.2, loss 
tangent tan δ = 0.02 and thickness h = 1.5 mm (Fig.3). The 
radius of the circular patch is a = 20 mm, whereas the radius 
of the substrate and ground plane is 30mm. The antenna is fed 
from a coaxial probe of diameter d0 = 0.5 mm positioned at a 
distance ρ = 4.5 mm from the patch centre.  

The TLM model of the given microstrip antenna consists of 
a circular patch with the coaxial feed probe, inserted through 
the substrate, between the patch and the ground plane. The 
feed probe is excited with the source of Vg = 1V and Rg = 50Ω 
through the TLM wire port. Connection of both ends of the 
probe to teh perfectly conducting metal plates, used to 
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describe the patch and the ground plane, is modelled by 
reflection coefficient equal to -1.. Due to handling with an 
open-boundary problem, the modelled region has been 
extended for 50% of the largest antenna dimension with the 
boundaries described by absorbing walls. A modelling process 
has been carried out by applying the TLM non-uniform 
networks in both cylindrical and rectangular grid with node 
spacing in the air filled area of 1mm. To maintain the time 
synchronization in the scattering process, the substrate is 
modelled by the network of nodes that are rε  times smaller 
than nodes describing the air in the air-filled area.  

 

      

a)     b) 
Fig. 3. Geometry of the circular coax-fed patch antenna,  

b) experimental model 

Simulations have been conducted using the integral 
cylindrical TLM method for the position of the feed probe 
corresponding to the experimental model ( mm5.4=ρ ). 
Obtained results of S11 parameter and input impedance are 
compared with corresponding measured values in Figs. 4 and 
5. These figures also show results obtained using the 
conventional TLM method in a rectangular grid as well as 
calculated by the cavity model explained previously. As can 
be seen, the input impedance calculated using the integral 
TLM cylindrical method shows the best agreement with the 
measurements compared to the cavity model and TLM 
method in the rectangular grid. 

Since for the given feed position ρ=4.5 mm the fabricated 
antenna does not give minimum S11 parameter at the operating 
frequency, further simulations have been carried out for 
various positions of the feed probe in order to assess the 
optimum position providing the matching between the input 
impedances of the antenna and the feed probe.  

 
Fig. 4. S11 parameter of the circular coax-fed patch antenna for ρopt = 

4.5mm  

 
a) 

 
b) 

Fig. 5. Input impedance of a circular patch antenna for ρ = 4.5mm: a) 
resistance, b) reactance 

 

The obtained results, representing return loss versus the 
normalized feed position, are illustrated in Fig. 6. Obviously, 
the optimum feed position is found to be ρopt=7.5mm. Fig. 7. 
shows the input resistance changes by varying the position of 
the feed probe. When the optimum feed position has been 
established, simulations have been conducted using both 
meshes to obtain the reflection coefficient (Fig. 8) and to 
calculate the input impedance for this position (Fig. 9). In 
addition, S11 parameter of the antenna has been measured for 
the optimum feed position. As can be seen from Fig. 8, an 
excellent agreement has been achieved between results 
simulated in the cylindrical grid and measurements. 

IV. CONCLUSION 

This paper presents calculation of the input impedance of a 
circular patch antenna configuration using the TLM approach 
based on the cylindrical grid and enhanced with the compact 
wire model. Results in terms of the input resistance and 
reactance have shown better agreement with measurements in 
comparison to those determined using the TLM method in a 
rectangular grid and those calculated using the cavity model. 
According to the input impedance obtained for variable feed 
position, it has been found what feed position would give the 
best impedance matching between the antenna and the feed. 
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Fig. 6. S11 parameter versus normalized feed position Fig. 8. S11 parameter of the circular coax-fed patch antenna for ρopt = 

7.5mm 

  
Fig. 7. Input resistance of a circular patch antenna for different probe 

position 
Fig. 9. Real and imaginary part of the input impedance at 

ρopt = 7.5mm 
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Dielectric Substrate Thickness Impact on Frequency 
Properties of Monopole Sierpinski Gasket Antenna 

Peter Petkov1, Boncho Bonev2, Teodora Dimova3 

Abstract – In this paper the dielectric substrate width influence 
on frequency properties of the modified Sierpinski gasket 
monopole antenna are investigated. Return loss and radiation 
pattern of antennas with different width of substrate was 
simulated and analyzed. Increase of the dielectric substrate 
width lead to decrease of the frequencies bands but also narrow 
them.    
 

Keywords – Dielectric substrate, Monopole Antenna, 
Sierpinski fractal, Surface waves. 

I. INTRODUCTION 

In last years development of telecommunication 
technologies develops very fast. Therefore more and more 
requirements towards communication devices are set – 
operation in several frequency bands and relatively small size. 
These reasons bring new challenges to antenna design and in 
the resent years there is a strong interest in fractal-shaped 
antennas usage in wireless communications. Their 
characteristics largely correspond to those challenges – 
multiband usage and relatively small sizes [1-5]. 

There is also strong interest in modified fractal antennas [1-
5]. The most of them are designed as monopole antennas based 
on Sierpinski fractal. Some authors use modifications of well 
known fractal structures to obtain needed boundaries of 
antennas frequency bands. In [1] are proposed modifications 
based on triangle monopole antenna with trapezoidal slot or 
slots.  These multiband fractal-like antennas operate in several 
frequency bands and the dimensions of slots allow adjustment 
of the edges of the bands. In [2] are analyzed similar structures 
and the antennas designed as Sierpinski fractal in which only 
the bottom triangle of the fractal is modified by development 
to the next iteration. In some papers [5] are presented modified 
Sierpinski fractal antenna with non-equilateral and non-
identical triangles. All of authors aim to achieve multiband 
performance by modification of the fractal structures or some 
of their parts and to adjust the boundaries of the desired 
frequency band.  

The Sierpinski fractal, antennas because of their 
complicated shape, can’t be manufactured only by metal. They 
can be performed as metal holding on dielectric substrate. In 
our previous work [6] were investigated such a structures and 

very strong depends of their frequency properties on dielectric 
substrate width has been found. The dielectric substrate 
changes electromagnetic characteristic of the antenna and 
increase of its width narrows significantly operation frequency 
bands.  

In this work the dielectric substrate width influence on 
frequency properties and radiation pattern of the modified 
Sierpinski gasket monopole antenna are analyzed.  

II. DESIGN AND ANALYSIS 

 Antenna description 

A modified 3-rd generation Sierpinsky Gasket Antenna was 
designed in order to accommodate  2.4 and 5.5 GHz ISM 
frequency bands. Antenna is etched on FR4 substrate with 
0.2mm substrate thickness and act as monopole over a ground 
plane (Fig. 1).     

 

 

Fig. 1. A photograph of manufactured experimental model. 

    There is a departure from the strict deterministic fractal 
shape, made in order to increase the width of the operation 
bands and to center them on the desired frequencies. This is 
achieved by use of combination of second and third order 
fractal notches. The frequency properties of developed antenna 
are shown on Fig. 2. Antenna shows excellent performance 
and good agreement between simulated and measured data. 
 
 Antenna modifications 

In order to research and evaluate the substrate features 
impact on radiation properties of the Monopole antenna, 
several models with different substrate thickness have been 
developed and analyzed.  Fig 3. displays the antenna return 
loss over frequency, with substrate thickness as parameter. It 
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is obvious that small substrate thicknesses (0.2-0.4mm) has 
significantly less impact on antenna frequency bandwidth, 
while use of relatively thick substrates leads to a major 
decrease in the frequency band of operation. 

 
Fig. 2. Return loss of the proposed Modified Fractal Antenna (Soid 
line – simulated data, Dashed line – measured data). 

 There is a threshold value (at about 0.8mm) for the given 
substrate permittivity and frequency of operation, where 
antenna properties are completely compromised. Surface 
waves excite and propagate at about this substrate thickness 
and severely deteriorate the antenna performances. The 
degradation is noticeable not only in the antenna return loss, 
but also in the antenna patterns due to fields radiated from the 
fringing edges (Figs. 4 and 5).  

 
Fig. 3. Return loss of the proposed Modified Fractal Antenna with 
different substrate thicknesses 

 
Fig. 4. Antenna radiation pattern (0.2mm substrate thickness) 

In the case of 0.2mm substrate thickness, the proposed 
antenna has an undisturbed omni-directional  pattern, with a 

very low cross polarization components (Fig. 4). On other 
hand, the thick (1.6mm) substrate antenna has perturbed 
pattern with radiation maximum almost parallel to the 
substrate surface. The later leads to conclusion that a surface 
wave has been excited which leaks out of the substrate. 

 

Fig. 5. Antenna radiation pattern (1.6mm substrate thickness) 

Cross-polarization component is also increased and 
prevents the antenna from normal mode of operation. This 
effect can be prevented by use of thinner substrates or by use 
of substrate with lower dielectric permittivity.   

III. CONCLUSION 

In this paper a modified Sierpinski gasket antenna has been 
developed and examined. It has been concluded that substrate 
thickness has a significant impact on antenna performance and 
must have held into the account when similar antennas are 
designed and analyzed. 
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Design Considerations for Splash Plate Reflector Antenna 
Peter Petkov1 

Abstract –In this paper analysis and design of splashplate 
reflector antenna is given.Splashplate feed offers simplicity and 
cost-effective, easy-to-manufacture design which makes them a 
strong candidate for mass production of point-to-point antenna 
systems. Consecutivedesign steps are also proposed. 
 

Keywords –Splashplate reflector antenna, Parabolic antenna, 
Splash plate 
 

I. INTRODUCTION 

Recent evolution of broadband radio communications 
brought a need of various antenna designs, which combine 
high performance and cost effectiveness. Such antenna 
devices are parabolic antennas of different kinds, intended to 
cover ISM license free frequency bands. The basic design 
principles are explained in [2] and [3]. Despite the simplicity, 
in order to achieve maximum efficiency, a careful selection of 
dimensions and component parameters is necessary. The 
present paper discusses the features of such a selection.   

II. DESIGN FEATURES 

Parabolic splash plate antenna consists of parabolic 
reflector, splash plate and feed system (Fig.1). The reflector 
may follow strictly a paraboloidal shape or may depart from it 
in order to improve efficiency or side-lobe specifications [2]. 
Such setup forms 2 foci – in positive and negative direction 
from the splash plate, with focal distance (f1-f2). The feed 
phase centre aligns with the first focal point of the splash plate 
and the second focus of the splash plate – with the focal point 
of the main reflector. The size of the splash plate is 
determined by the cone encompassing the focal point of the 
main reflector and the main reflector rim [3]. However this 
rough recommendation is not always applicable, especially in 
cases when shallow reflectors are in place and the feed system 
has to be as simple as possible.  The dielectric lens has two 
purposes. In one hand it supports the splash plate, on other 
hand it focuses the electromagnetic energy toward the plate 
and provides electrical match between the feed aperture and 
the free space. It also has an impact on scattered radiation 
from the plate toward the main reflector.  

One of the major factors for the gain of developed antenna 
is the field distribution over the aperture. Usually in dual 
reflector setups there is an opportunity to vary with several 
geometrical features to control the field distribution. In the  

 

Fig. 1. Splash Plate Reflector Antenna. 1- reflector, 2 – feed system, 
3-splash plate, 4 – dielectric lens  

 
given setup they are: feed pattern, distance from the splash 
plate to main reflector vertex and the dielectric permittivity of 
the lens.  

The last design consideration is the shape of the splash 
plate. For simplicity it can be a flat surface. However this 
shape may lead to increase of the feed return loss above 
acceptable limits. 

 
Fig. 2. Radiaton pattern of the proposed antenna (E-plane – red, 

H-plane - blue) 
 
A quarter-wave bump may be added in order to keep the 

return loss in spec within the band of operation. This 
narrowband solution is proposed in [3]. Additional steps may 
be added that improves the bandwidth.  In case the feed 
creates torroidal shape focal point a ring-focus splash plat may 
be used [1].   

0 20 40 60 80 100 120 140 160 180
-30

-25

-20

-15

-10

-5

0

5

10

15

20

25

deg

dB

1Peter Petkov  is with the Faculty of Telecommunications at 
Technical University of Sofia, 8 Kl. Ohridski Blvd, Sofia 1000, 
Bulgaria, E-mail: pjpetkov@tu-sofia.bg.  

153 



III.  RESULTS 

With a given frequency band of 806.11a (5.1-5.8GHz) and 
main reflector diameter of 350mm a splash plate dual optics 
antenna was designed with polypropylene as lens material and 
splash plate size of 65mm. The metal portion of the feed is 
straight circular waveguide with diameter of 40mm. Dielectric 
lens protrudes waveguide in conical wedge to provide 
electrical match to the feed and expands beyond the 
waveguide edge to splash plate rim to provide support of the 
splash plate structure. Antenna pattern in both planes is 
displayed on Fig.2. Antenna midband gain is 23.3dBi, which 
results in efficiency of 52.6%. The value achieved is below 
the average for parabolic antennas, however with a given 
reflector size, the splash plate constrains a relatively large 
portion of antenna aperture and therefore limits the maximum 
antenna gain. This number is achieved after a careful 
optimization and the author believes that no better value is 
possible.  

 
Fig. 3. Antenna gain vs. Splash Plate diameter with Lens dielectric 

permittivity as parameter (o – εr=1.5, ◊ – εr=2.2, □– εr=3 ) 
 
A study was performed on antenna gain dependence of 

splash plate size with three dielectric materials (Fig.3). It 
shows that even small change in dielectric permittivity has a 
significant impact on antenna performance. A double peaked 
optimum has been noticed. In order to reduce the splash plate 
spill-over (energy leaking behind splash plate rim) and 
therefore antenna interference selectivity and immunity in 
forward direction, the larger of two optimal sizes was chosen.  

Additional benefit of higher dielectric permittivity is 
noticed in cases when the splash plate is comparable with a 
free space wavelength. Augmenting the design with lens may 
improve the antenna gain. On Fig. 3 a study of antenna gain 
was conducted for 3 cases of lens material. The back side of 
the lens is used for splash plate support and determines it’s 
size. With splash plate size of 30mm antenna delivers 17dB in 
case of εr=1.5 and 22 dB in case of εr=3 – almost equal to 
maximum achievable gain. If dielectric lens is removed, 
antenna will become completely inoperable, since the 
electromagnetic waves will diffract behind the splash plate 
instead of reflect. 

As mentioned above the splash plate is chosen as a trade- 
off between feed pattern spillover and the main reflector size. 
In the present case, the feed radiating aperture is simple open-
ended circular waveguide, selected for simplicity and cost 
efficiency. In order to improve the feed pattern and overall 
antenna cross-polarization performance, gain and return loss, 
additional measures can be taken as concentric feed chokes or 
even a use of corrugated horn for example. However the later 
designs will drive the cost of the feed above the limits placed 
for this particular design case.    

 
Fig. 4. Antenna gain vs. Lens dielectric permittivity; 

Splash plate diameter fixed to the optimal value of 65mm 
 
Considering the assumptions above additional research 

[Fig.4] was performed with different lens dielectric 
permmitivities and splash plate diameter fixed to the already 
delivered optimal size. It is obvious that the function has only 
one extreme and  we can use the values delivered, to select the 
appropriate lens material.  

This study confirmed the solution and prove that for given 
lens material there is only one optimal splash plate size, that 
exists. 

As conclusion of analysis and results above, the proposal 
for design steps is: 

-determination of the feed and feed pattern with a given 
reflector shape and size. 

- determination of the optimal splash plate size. 
- recursive optimization of the splash plate and selection of 

the dielectric lens material 
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Power Disturbances Simulation and Analysis in Wavelet 
Domain  

Mitko Kostov1, Blagoj Gegov, Metodija Atanasovski,  
Mile Petkovski and Cvetko Mitrovski 

Abstract – The paper discusses the wavelet transform as a tool 
for detection of power disturbances. On contrary of Fourier 
transform, wavelet transform provides both time and frequency 
localization. Compared to short-time Fourier transform, 
wavelets provide better frequency localization. 
 

Keywords – Power disturbances, Wavelets, Simulink. 
 

I. INTRODUCTION 

Nowadays, technology is largely dependent on the 
continous availability of electrical energy. In automated 
processes it is possible entire production lines to fail which 
would create dangerous situations for employees and large 
loss of material. In software systems, data damage due to 
power interruption can create problems, too. Detection of 
disturbances in electricity supply is an essential step in 
removing or limiting their harmful impact.  

Wavelet transform is a powerful tool for detecting 
disturbances. It has received significant attention recently 
from mathematicians, signal analysts and engineers as a 
promising tool for feature extraction, signal and image 
compression, edge detection and denoising. Unlike the 
traditional Fourier techniques, wavelets are localized both in 
time and frequency domain. This feature makes them suitable 
for the analysis of nonstationary signals. 

This paper considers classification of power disturbances 
and an analysis and practical implementation of the wavelet 
transform for their detection. The paper is organized as 
follows. After the introduction, the wavelet theory is 
summarized in Section 2. Section 3 classifies power 
disturbances. Matlab Simulink models that simulate two types 
of power disturbances are presented in Section 4. Section 5 
concludes the paper.  

II. WAVELET TRANSFORM 

The wavelet transform performs an analysis by repre-
senting signals in terms of a basis of functions localized in 
both space and frequency domain. It decomposes the signal 
into a set of orthogonal components describing the signal 
variation across the scale [1]. The orthogonal components are 

generated by dilations and translations of a prototype function 
φ, called mother wavelet. 

In analogy with other function expansions, a function f is 
presented for each discrete coordinate t as a sum of a wavelet 
expansion up to certain scale J plus a residual term, that is: 
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where Ψjk and ΦJk denote wavelet and scaling function, 
respectively, the indexes j and k are for dilatation and 
translation, and aJk and  djk are approximation and detail 
coefficients. The approximation coefficients aJk contain the 
signal identity while the detail coefficients djk can be 
processed for the purposes of denoising, compression, edge 
detection, etc. 

III. CLASSIFICATION OF POWER DISTURBANCES 

Power quality disturbances can be divided into seven 
categories based on wave shape: Transients, Interruptions, 
Sag/Undervoltage, Swell/Overvoltage, Waveform distortion, 
Voltage fluctuations, and Frequency variations [2]. 

Potentially the most damaging type of power disturbance, 
transients fall into two subcategories: Impulsive and 
Oscillatory. Impulsive transients are sudden high peak events 
that raise the voltage and/or current levels in either a positive 
or a negative direction. An oscillatory transient is a sudden 
change in the steady-state condition of a signal's voltage, 
current, or both, at both the positive and negative signal limits, 
oscillating at the natural system frequency. These types of 
power disturbances are illustrated in Figs. 1a and b.  

An interruption as power disturbance is defined as the 
complete loss of supply voltage or load current (Fig. 1c). 
Depending on its duration, an interruption is categorized as 
instantaneous, momentary, temporary, or sustained.  

Sag/Undervoltage (Swell/Overvoltage) is reduction 
(increase) of AC voltage (Fig. 1d).  

Waveform distortion is defined as a steady-state deviation 
from an ideal sine wave of line frequency principally 
characterized by the spectral content of the deviation. There 
are generally five types of waveform distortion - DC offset, 
harmonics, interharmonics, notching and noise. DC offset is 
the presence of a DC current or voltage in an AC power 
system (Fig. 1e). A harmonic is defined as a sinusoidal 
component of a periodic wave or quantity having a frequency 
that is an integral multiple of the fundamental frequency. 
Interharmonics are defined as voltages or currents having 
frequency components that are not integer multiples of the 
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frequency at which the supply system is designed to operate. 
Notching is a periodic voltage disturbance caused by normal 
operation of power electronics devices when current is 
commutated from one phase to another (Fig. 1f). Noise is 
unwanted distortion of the electrical power signals with high 
frequency waveform superimposed on the fundamental. 

A voltage fluctuation is a systematic variation of the 
voltage waveform or a series of random voltage changes, of 
small dimensions. Frequency variation is extremely rare in 
stable utility power systems.  

Some of the above mentioned types of power disturbances 
are illustrated in Fig. 1. 

IV. SIMULATIONS AND ANALYSIS IN FREQUENCY 
DOMAIN 

Basic tool for analysis of the frequency spectrum of a signal 
is the Fourier transform. But, the Fourier transform is 
appropriate for stationary signals, while for non-stationary 
signals time information for the changes is lost.  

This drawback is overcomed with the wavelet transform, 
which enables good localization both in frequency and time. 
Hence, the power disturbances can be detected on the basis of 
change of the wavelet coefficients. Further, in this Section, 
three models that simulate tranzient-oscilatory and inter-
ruption power disturbances are shown. Signals are anylized by 
wavelet decomposition in six levels with db4 wavelet. 

A.Simulation model 1 

Fig. 2 illustrates a Matlab Simulink model that simulates 
tranzient-oscilatory power disturbance. It contains three serial 
connected RLC branches with parameters: 1) R = 0.808Ω, 
L = 2.6mH, 2) R = 30Ω, 3) C = 46.8mF. The simulation 
duration is 0.2s. The voltage in the third branch and the 
current in the circuit are measured. The switch P1 turns on at 
the moment t=0.02s. The voltage and current have proper 
sinusoidal shape until the moment t=0.12s when the switch P2 
turns on. Switching on of P2 spoils the proper shape of the 
voltage and current for certain period, and after that the 
disturbances are weakened and the signals are stabilized, as it 
is illustrated in Fig. 3.  

Both moments of turning the switches P1 and P2 on are 
detected by discrete wavelet transform (DWT) (Fig. 4). At the 
beginning, the detail coefficients have small values until the 
moment of turning the switch P1 on, when the coefficients 
rapidly increase their values. The moment of turning the 
switch on can be determined precisely from detail coefficients 
d1, because the time precision is highest for this level. Next, 
the coefficients have small values again because the voltage 
and current have proper sinusoidal shape. The moment of 
turning the switch P2 on implies new change of the values of 
the detail coefficients. After signals stabilize, the coefficients 
have small values again, which means there are no power 
disturbance anymore. 

B.Simulation model 2 

The second Matlab Simulink model, shown in Fig. 5, 
simulates interruption in power supply (interruption power 
disturbance). It contains two serial connected RLC branches 
with parameters: 1) R = 0.25Ω, L = 15.8mH и 2) C = 11mF. 
The simulation duration is 1s. The voltage of the second 

 
(a) 

 
(b) 

 
(c) 

 
(d) 

 
(e) 

 
(f) 

Fig. 1. Power disturbances: (a) Impulsive; (b) Oscillatory; 
(c) Interruption; (d) Sag; (e) DC offset; (f) Notching. 
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branch is measured. The switch P turns on at the moment 
t = 35ms, hence the second RLC branch is short-circuited and 
this could corresponds to an interruption in the power supply. 
The switch turns off at the moment t = 253ms. Because of the 
reactive elements in the system, oscillations appear and then 
weackens after certain time. The voltage is shown in Fig. 6. 

By applying discrete wavelet transform, as it is illustrated 
in Fig. 7, the moments of turning on and off of the switch can 
be determined. The rapid changes in the magnitudes of 
coefficients d1, d2 and d3 determine the moment of turning the 
switch on. The voltage has proper sinusoidal shape until that 
moment, and after that its magnitude decreases, and as a result 
the detail coefficients have big values. After switching P off, 
the wavelet coefficients have big values again and later 
decrease as the oscillations weaken. 
 

C.Simulation model 3 

Fig. 8 illustrates a part of an electrical power transmition 
system. The simulation duration is 0.1s. The voltages of two 
lines Va and Vb are measured. The switches P1 and P2 turn on 
at the moment t = 4ms. At the beginning the voltages have big 
oscillations which later weaken, and eventually the voltages 
obtain proper sinusoidal shape. This condition last until the 
switches turn off at the moment t = 80ms. The waveforms of 
the voltages Ua and Ub are given in Fig. 9. 

Discrete wavelet transforms of the voltages Ua and Ub are 
given in Fig. 10. The moment when both switches turn on is 

determined from the detail coefficients d1. After the 
oscillations are weakened, the detail coefficients again have 
small values.  

V. CONCLUSION 

Detecting power disturbances is a fundamental step in re-
moving or limiting their harmful impact. This contributes to 
extending the life of electrical devices, improving their work 
and increasing the safety of persons handling these devices. 

Wavelet transform is a powerful tool for detecting 
disturbances. The improved precision due to the variable 
resolution for different decomposition levels makes the 
wavelet transform more suitable for use compared to other 
types of transformations with fixed resolution, such as short-
time Fourier transformation.  

 
Fig. 2. Simulink model 1. 

 
(a) 

 
(b) 

Fig. 3. Voltage and current for the Simulink model 1. 

 
    (a) 

 
    (b) 

Fig. 4. DWT of (a) voltage and (b) current from Simulink model 1. 
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Fig. 8. Simulink model 3. 

 

 
(a) 

 
(b) 

Fig. 9. Voltages Ua and Ub for the Simulink model 3 
 

 
(a) 

 

 
(b) 

 
Fig. 10. DWT of the voltages Ua and Ub from Simulink model 3
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Fig. 6. Voltage for the Simulink model 2. 

 
Fig. 7. DWT of the voltage from Simulink model 2. 

 
Fig. 5. Simulink model 2. 
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Comparison of Novel Designed Class of CIC FIR Filter 
Functions with Classical CIC Filters 

Biljana P. Stošić, Vlastimir D. Pavlović and Dejan N. Milić 
  

Abstract – This paper introduces a class of selective 
multiplierless Cascaded-Integrator-Comb (CIC) finite impulse 
response (FIR) filter functions where the CIC sections of 
different lengths give the improved frequency response 
characteristics. The novel class of CIC filter functions is designed 
only once, but by chosing values of the free integer parameters, 
various filter functions are obtained. Some design examples 
illustrate properties of the proposed filter class and comparisons, 
to well-known classical CIC filters, show a superiority of the 
novel filter class. Novel filter functions have minimum 
attenuation of 151.69 dB, 244.49 dB and 336.72 dB, respectively. 
The achieved improvements versus classical CIC filters are 15.01 
dB, 20.83 dB and 26.08 dB, respectively.  
 

Keywords – CIC filters, FIR filters, linear phase, multiplierless 
structure, selective filters.  
 

I. INTRODUCTION 

Modern development of researches in pharmacy, biology 
and veterinary requires digital signal processing with integer 
coefficients of high-resolution. About the 80’s, a measuring 
equipment up to 160 dB was used for processing of  
continuous signals. Digital data processing with higher 
resolution can analyze signals over 200 dB without the 
influence of undesirable parasitic effects. In many high-
resolution scientific applications, highly selective FIR filters 
with integer coefficients will have an increasing hardware and 
software implementations.  

The term “Cascaded-Integrator-Comb (CIC)” filters was 
first reported in 80’s by E.B. Hogenauer [1]. Because of the 
disadvantages of a CIC FIR filter such as not flat passband 
and a high passband drop, it is of a great interest to improve 
magnitude response characteristic. The literature on the  
improving frequency response characteristics can be classified 
into several groups. For example, the authors from the first 
group [2-7] use a compensation filter in the cascade with the 
original filter. Then, some other use sharpening technique [8] 
or design new class of filter functions as shown in [9]. 

In the literature, the classical CIC filters are also known as 
Nsinc  filters. They are built as a cascade of N  sinc  filters, 

each of finite length M . The use of these filters requires the 
calculation of all of the impulse response coefficients. In [10], 
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simple straightforward recurrence relations were derived for 
fast computing of the impulse response coefficients of Nsinc  
filters. A closed form expression for the first M  coefficients 
has been presented in [11], while a recurrence formula has 
been given in [12].  

In this paper, design of a novel class of CIC FIR filter 
functions which is based on cascading CIC sections of 
different lengths is described. For this class of modified CIC 
filters closed-form equations are proposed for computing the 
filter coefficients, as well as the study of frequency response 
characteristics through a specific set of parameter values is 
given. The non-recursive form can be used in order to provide 
the impulse response coefficients analytically. Design 
examples of the novel designed class of CIC filter functions 
are used to validate their characteristics by comparing them 
with those of the classical CIC filters under fair conditions: 
the same number of cascaded sections and the same group 
delay.  

II. CLASSICAL CIC FILTER 

The conventional CIC FIR filters are well known in 
literature. The normalized CIC FIR filter function of one 
section in z -domain is defined with 
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A poor magnitude characteristic of the CIC filter composed 
of one section, Eq. (1), is improved by cascading several 
identical CIC filters. The classical CIC FIR filter function of 
normalized amplitude response characteristic, represented in 
the z -domain, is defined as 
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where N  is the decimation factor, and K  is the number of 
sections (identical cascaded CIC filters of one section) [1].  

The frequency response characteristic of CIC FIR filter 
function can be written in the form 

 
K

NKjj

N
NeezKNH 








⋅

⋅== −−

)2/(sin
)2/(sin),,( 2/)1(

ω
ωωω . (3) 

III. NOVEL CLASS OF CIC FIR FILTER FUNCTIONS 

The novel class is design as cascade of four CIC FIR filter 
functions: one function ),2( zNH − , two functions ),( zNH , 
and one function ),2( zNH + , of the form given by (1), as 
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well as seven cascaded non-identical CIC FIR filter sections 
which are repeated L  times.  

The filter function of normalized amplitude response 
characteristic of a designed novel class of CIC FIR filter 
functions can be written in non-recursive form as follows  
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where N  and L  are free integer parameters, and 47 += LK . 
This form is suitable for hardware realization, because it is 
unconditionally stable. 

The recursive form of a novel class of CIC FIR filter 
functions with normalized amplitude response characteristic is  
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and 47 += LK .  (5) 
The frequency response of designed novel class of FIR 

filter functions is obtained by evaluating the filter function in 
the z -plane at the sample points defined by setting ωjez = , 
where f⋅= πω 2  has units of radians per second. Using 
Euler’s identity, it can be separated into a real-valued 
magnitude ),,,( ωLKNA   and  a real-valued phase 
angle ),,,( ωϕ LKN  for each frequency ω , 
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where the parameter 47 += LK .  

The normalized amplitude response characteristic of the 
proposed filter functions is defined in the form 
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and 47 += LK .  (7) 
The normalized magnitude response characteristic 

),,,( ωjeLKNH  is obtained as absolute value of the 

normalized amplitude response characteristic ),,,( ωLKNA  
given by (7). 

The linear phase response characteristic of the proposed 
novel class of the modified CIC FIR filter has the form 

πνωωϕ ⋅⋅+⋅⋅−−= 22/)1( ),,,( KNLKN ,  ,...2 ,1 ,0=ν   
and 47 += LK .  (8) 

The constant group delay response characteristic of the 
proposed novel class of the modified CIC FIR filter functions 
is expressed as 

2/)1( /),,,( ),,,( KNdLKNdLKN ⋅−=−= ωωϕωτ ,  
and 47 += LK .  (9) 
It is independent of the frequency. For N  being odd number, 
the group delay is an integer multiple of 2/K . If N  is even 
number, the group delay is equal to an integer plus half 
multiple of 2/K . 

IV. FREQUENCY RESPONSE CHARACTERISTICS 

The superiority of the novel designed class of CIC filter 
functions has further been established by comparing these 
novel CIC FIR architectures with existing classical CIC 
structures. For fair comparison with the existing classical CIC 
filters, this paper considers the novel filter functions 

),,,( zLKNH  from Eq. (5) and the classical CIC filters 
),,( zKNH  from Eq. (2) of the same values of the parameter 

N , the same number of cascaded sections K  and the same 
value of group delay. Generaly, the main task of the 
comparison was to vary the free parameters and to compare 
obtained filter characteristics. 

A detailed analysis of magnitude response characteristics, 
as well as their comparison with the classical filter functions 
is presented in Figs. 1-4. 

The normalized magnitude response characteristics in dB, 
defined for the classical CIC filters as  

),,(log20)( 2 fj
CIC eKNHf πα ⋅−=  and for the novel class 

of CIC FIR filter functions as 
),,,(log20)( 2 fjeLKNHf πα ⋅−= , versus normalized 

frequency )2/( πω=f , are depicted on Fig. 1. The maximum 
attenuation in the passband is dB28.0max =α . The classical 
CIC FIR filter functions and the designed novel class of CIC 
FIR filter functions have the same number K of cascaded 
sections with the difference that the CIC filters have an 
identical sections in all cascades, and the designed novel class 
has a cascade-connected CIC filter sections of different 
lengths. Also, they have the same level of constant group 
delay, as well as number of delay elements, but the novel first 
designed class gives higher insertion losses in stopband, as 
well as it has higher selectivity.  

Zooms of the normalized magnitude response 
characteristics of classical CIC filter and proposed class of 
CIC FIR filter functions are given in Fig. 2. The novel class of 
CIC filter functions has two peaks in the transition area of the 
classical filter (on frequency between the passband cpf  and 

stopband csf  cut-off frequencies). Note that attenuation of 
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the novel class in the stopband area is higher then attenuation 
of the classical CIC filter in the stopband area. In case of 

11=K  (Fig. 3a), classical CIC filter has attenuation of 
136.68 dB and novel class 151.69 dB. It is achieved  
improvement of 15.01 dB or approximately about 11 %. In 
case of 18=K  (Fig. 3b), it is achieved improvement of 20.83 
dB or approximately about 9 %. In case of 25=K  (Fig. 3c), 
it is achieved significant improvement of 26.08 dB or 
approximately about 8 %. 

 
(a) Classical CIC filter for 11=K  (dashed line),  

novel class of CIC filter for 11=K , 1=L  (solid line) 
 

 
(b) Classical CIC filter for 18=K  (dashed line),  

novel  class of CIC filter for 18=K , 2=L  (solid line) 
 

 
 (c) Classical CIC filter for 25=K  (dashed line),  

novel class of CIC filter for 25=K , 3=L  (solid line) 
 

Fig. 1. Comparison of normalized magnitude response characteristics 
in dB of classical CIC filter (dashed lines), and proposed novel class 

of CIC FIR filter functions (solid lines), for 6=N  
 

Fig. 3 presents two-dimensional (2D) contour plots of 
normalized magnitude response characteristics (overall and 
lower frequency part zoomed) of the classical CIC filters and 
the proposed novel class of CIC FIR filter functions. As the 
value of the parameter N  increases, as well as the normalized 
frequency, the benefits of the proposed filter class become 
less apparent, and the characteristics closely resemble that of 

the classical CIC filters. Therefore, it can be concluded that 
the proposed filter class is more efficient in lower part of 
frequency range and for smaller values of parameter N . 

 
(a) Classical CIC filter for 11=K  (dashed line),  

novel class of CIC filter for 11=K , 1=L  (solid line) 
 

 
(b) Classical CIC filter for 18=K  (dashed line),  

novel  class of CIC filter for 18=K , 2=L  (solid line) 
 

 
(c) Classical CIC filter for 25=K  (dashed line),  

novel class of CIC filter for 25=K , 3=L  (solid line) 
 

Fig. 2. Zooms of normalized magnitude response characteristics in 
dB of classical CIC filter (dashed lines), and proposed novel class of 

CIC FIR filter functions (solid lines), for 6=N  
 

In Fig. 4, three-dimensional (3D) plot of normalized 
magnitude response characteristic of a novel class of CIC FIR 
filter functions is shown. It is shown a normalized magnitude 
response in frequency domain as a function of parameter 

{ }174 −∈N , for case of 18=K . It is worth to noting that 
with the increase in the value of the parameter N  the 
passband becomes narrower, as is expected. The number of 
transfer function zeros is increased and this is clearly visible 
in branching of high loss regions in magnitude response 
characteristics, especially for the smaller values of the 
parameter N  and towards higher frequencies. 
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Fig. 3. 2D contour plots of magnitude frequency response 
characteristics for classical and proposed first class of CIC FIR filters 

for { }244 −∈N  and 18=K  

 
Fig. 4. 3D plot of normalized attenuation response characteristic in 

dB of the proposed first class of CIC FIR filter for { }174 −∈N , and 
18=K  obtained for 2=L  

V. CONCLUSION 
This paper proposes a novel class of CIC FIR filter 

functions. Design with subfilters of different lengths has been 
considered here. 

Comparative study of the performances of novel class is 
made with that of well-known classical CIC filters. From the 
study, it is evident that the suggested novel class is very useful 
for modifying the magnitude frequency response 
characteristics of filters without changing the group delay of 
classical CIC filters.  

As an application example of the novel filter classes, the 
sigma-delta ( Σ∆ ) analog-to-digital (A/D) converters can be 
observed. Some modified filter structures for Σ∆  A/D 
converters published earlier are given in [13-14]. The 
application of filter sharpening technique to the CIC and the 
modified comb filters is shown in [15-16].  
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ECG Signal Acquisition and Filtering 
Marija Veljković, Igor Janjić, Dejan Milić, Daniela Milović

Abstract – ECG acquisition with subsequent analogue and 
digital signal processing is investigated. Acquisition of ECG 
signal is accomplished by an analogue circuit. Noise is filtered by 
a hardware notch filter and series of software designed digital 
filters. Signal sampling is performed by using Arduino 
microcontroller platform. Economical and simple ECG signal 
detection and processing is accomplished. 
 

Keywords – ECG signal acquisition, ECG signal processing, 
ECG signal detection, Digital filter, Sampling via 
microcontroller. 

 

I. INTRODUCTION 

Electrocardiography is a measurement of the electrical 
activity of the heart muscle over a period of time. Cells in 
humans heart have different ion concentrations inside and 
outside of their membranes, which create small electric 
potentials called biopotentials. A disturbance in a biopotential 
gives rise to an action potential which is the depolarization 
and repolarization of the cell. The processes of depolarization 
and repolarization cause heart contractions, so the heart can 
perform its function of pumping blood through the circulatory 
system. These appear as tiny electrical signals on the skin. 
Essentially, electrocardiogram (ECG) signals are created by 
the action potentials from different nodes in the heart. The 
term “lead” represent the viewpoint of heart’s electrical 
activity. [1, 2].  

There are twelve leads, which are used for measuring ECG 
signals. They are observed in two planes, coronal (leads I, II, 
III, aVR, aVL, aVF) and transverse plane (six chest leads V1–
V6), from a certain angle, from which the heart is observed in 
the corresponding plane. In Fig. 1a are shown leads in coronal 
plane. Electrical flow from a different viewpoint of the heart 
and its direction is represented with cardiac axis. The axis is 
therefore conventionally referred to as the angle, measured in 
degrees, of the direction of electrical current. Three cardiac 
axes form Einthoven's triangle (Fig. 1b), used for calculating 
lead voltages. [1]  

Accurate ECG acquisition in frontal plane can be provided 
by three leads (electrodes), each one connected at one of the 
three vertices of the Einthoven's triangle. The most prevalent 
and significant among these is lead II for diagnosing rhythm 
problems. Signals from lead I measure the variations in 
potential between the left arm and the right arm, with the 

electrode of the left or right leg acting as the ground. In Fig. 2 
are shown ECG signals from different leads. 

In recordings of the electrical heart activity, at each cycle of 
contraction and release of the heart muscle, we get a 
characteristic P wave, which depicts the depolarization of the 
atria, followed by a QRS complex formed by depolarization 
of the ventricles and a T wave corresponding to the 
repolarization of the heart muscle. A typical ECG signal is 
shown in Fig. 3. 

 

 

 

 

Fig. 1. a) Heart leads with corresponding angle of view, b) 
Einthoven's triangle 

 
ECG machines use electrodes, which measure the ionic 

potential difference between their points of application on the 
body surface. First, due to the small range of natural ECG 
signal (100s of microvolts to 10s of millivolts), the measured 
signals need to be amplified in order to be better interpreted. 

 

 

Fig. 2. Typical ECG waveforms 
 

 

Fig. 3. Typical ECG signal 
 

For that purpose typical biopotential amplifiers with high 
input impedance are used. Interference usually manifests as 
common mode noise across both terminals of the differential 
amplifier and it can be reduced with the right leg drive circuit.  
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Generally, the ECG signal consists of low amplitude 
voltages in the presence of high offsets and noise. The most 
commonly used electrodes are Ag/AgCl (Silver-Silver 
chloride), which have maximum offset voltage of +/-300mV 
and the actual desired signal is +/-0.5mV superimposed on 
that electrode offset. In addition, power lines generate 
50/60Hz noise, which forms the common mode signal. The 
amplitude of the power line noise could be very high and 
needs to be filtered [3, 4].  

There are many sources of noise that can be superimposed 
on ECG signal. The most influential are: 
1. Baseline wander (low frequency noise) 
2. Power line interference  
3. Muscle noise (This noise is very difficult to remove as it is 
in the same region as the actual signal. It is usually corrected 
in software.) 
4. Other interference (i.e., radio frequency noise from other 
equipment) 

Baseline wander can be removed with high-pass filter, with 
cut-off frequency of 0.05Hz. Power line noise is removed by 
implementing a notch filter at 50/60Hz [5].  

ECG signal is observed in the frequency range 0.05-150 
Hz. 

II. HARDWARE DESIGN OF ECG SIGNAL 
ACQUISITION AND PROCESSING SYSTEM 

The ECG signal acquisition and processing system consists 
of the circuits for signal detection, noise filtering, signal 
amplification and A/D conversion, as shown in Fig. 4. The 
ECG signal is detected by the electrodes, placed on patient’s 
body, on his left arm, right arm and right leg. In Fig. 5 circuit 
for ECG signal detection is shown, which gives the difference 
between left and right arm voltage as its output. Electrodes are 
used for sensing bioelectric potentials, caused by muscle and 
nerve cells. However, the large offset is present in the system 
due to potential at the electrodes. The proper ECG signal 
detection requires its amplification and further processing in 
order to suppress noise that is present in measured ECG 
signal.  

 

 

Fig. 4. Signal detection circuit 
 
The offset superimposed by electrodes causes problems in 

ECG signal analysis and also limits the maximum value of 
gain which can be obtained from the instrumentation 
amplifier. With higher gains, the signal can saturate.  

We used input driving circuit, Fig. 6, to remove that offset 
and to amplify the ECG signal for further processing in 
Arduino microcontroller platform. Changing the resistance of 
the first potentiometer, P1 provides adjusting the signal offset, 
while the other one is used to amplify the signal.  

 

R1
1k

R2
100k

R3
100k

R4

10k

R5

10k

R6

10k

R7

10k

R8
50k

R9
50k

R10

10k
C1

100n

C2

100n

C3

100n

U2/4

TL084

U4/4

TL084

U1/4

TL084

U3/4

TL084
R11
100k

R L

LA

RA

Vcc

Vcc

Vcc

Vcc

Vee

Vee

Vee

Vee

LA-RA

 

Fig. 5. Signal detection circuit [2] 
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Fig. 6. Input driving circuit 
 
The system naturally picks up the 50Hz noise from the 

power lines. The amplitude of the power line noise could be 
very high and needs to be filtered with a narrow stop-band 
filter called notch filter. 
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Fig. 7. Notch filter circuit  
 

The notch filter design is shown in Fig. 7. Its transfer 
function is in general form [6]: 
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Fig. 8. Notch filter magnitude response: Theoretical (dashed line) 

and realized (full line) 

With appropriate choice of filter elements: R1 = R2 = r, 
R3 = r/2, C1 = 2c, C2 = C3 = c, and by denoting ω0 = 1/rc, 
transfer function becomes: 
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Obviously, the notch frequency is:
rc

f
π2
1

0 = . 

Measured magnitude response and the theoretical one are 
compared in Fig. 8. Accurate frequency response that agrees 
well with theoretical result is achieved by careful trimming of 
resistor values. Waveforms of ECG signals measured with, as 
well as without the notch filter are given in Fig. 9. It is 
obvious that the analog notch filter is able to eliminate the 
power line noise at 50 Hz. By careful examination of the 
waveforms, one can also notice the slight distortion of the 
waveform in two aspects: 

-R waves are slightly attenuated, while their duration is a 
little longer, and 

-the peaks of R waves are delayed slightly, which we 

 

Fig. 11. Circuits prototype realizations 
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Fig. 9. ECG signals measured with and without using analog notch filter 

 

Fig. 10. Power spectral density of ECG signal filtered with analog (left) and digital (right) notch filter 
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attribute to phase shift added by the notch filter. 
Power spectral density of ECG signal filtered with analog 

and digital notch filter is shown in Fig. 10, and the general 
conclusion is that the digital implementation is superior in 
terms of achievable Q factor. 

Amplified ECG signal is converted into its digital form, 
using Arduino’s analog to digital signal converter (A/D) [7]. 
The system has a sampling frequency of 1000 Hz which 
satisfies the Nyquist’s criteria. 

The circuits prototype used for acquisition and processing 
of ECG signals were built in our laboratory. Fig. 11 shows the 
realization of ECG system for measuring and processing of 
ECG lead I signal and Arduino microcontroller platform, 
connected to a PC [7, 8]. 

III. SOFTWARE FILTERING OF LOW FREQUENCY 
AND HIGH FREQUENCY NOISE 

As noted earlier, ECG signals are always affected by noise. 
The useful spectrum of the ECG signal is in a range of 0.05–
150 Hz, and software filter realizations are also applicable for 
removing low frequency and high frequency noises from the 
measured ECG signal.  

Baseline wander is a low frequency noise component 
present in the ECG signal, which is caused by offset voltages 
in the electrodes, respiration, and body movement. The low 
frequency noise is located in the frequencies below 1Hz. It is 
reduced with high-pass second-order Chebyshev filter, with 
cut-off frequency 0.05Hz. For reducing high frequency noise, 
Butterworth fifth-order low-pass filter is used. The cut off 
frequency of the filter is 150 Hz, since the useful ECG signal 
is below 150 Hz. Power spectral density of ECG signal 
measured without notch filter, and ECG signal digitally 
filtered using notch, Butterworth and Chebyshev filters are 
shown in Fig. 12. 

Software filtering is implemented in Matlab software 
package. Digital filters are tested on ECG signals from 
PhysioBank ATM database [9] during the design phase. In 
Fig. 13, the measured ECG signals are shown before and after 
digital filtering. 

IV. CONCLUSION 
Analog filter component non-linearities greatly complicate 

filter design. Imperfect electronic components have tolerances 
of nominal values which are also temperature dependent and 
exhibit drift with time. In digital filters, the coefficient values 
are far more stable and the filters are easier to design and 
upgrade. 

In time domain both signals – filtered with analog hardware 
and processed with digital filter, look very similar, but there 
may be significant difference for other ECG signal leads. In 
this paper, only the lead I is used. 

Because of specific nature of ECG signal and its usual 
noises, it is far simpler to have software adjustable filtering 
system aiming to get the purest ECG signal for accurate 
medical analysis. 

Economical angle is also very important, and the presented 
implementation is inexpensive and gives reliable results. This 
paper is a basic step for further ECG signal processing 
research.  
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Fig.12. Power spectral density of ECG signal digitally filtered 

 

Fig. 13. ECG signals before and after digital filtering (notch, low 
pass and high pass) 
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Image Deblurring Methods and Image Quality Evaluation 
Vassil Guliashki1, Dimo Dimov2 

Abstract – This paper surveys methods and approaches for 
digital software image stabilization by algorithmic image 
deblurring, so that the original form of the image is restored in 
the best possible way and the image is altered in a sharper, 
clearer state. Some techniques for image quality evaluation are 
also considered.  

 
Keywords – Software image stabilization, Deblurring methods 

and approaches, Image quality evaluation. 
 

I. INTRODUCTION 

The main sources of blur in a photograph are: motion blur, 
camera shake and long exposure times. Anyone of these 
effects leads to worsened quality of the image. Most modern 
cameras have some built in hardware for image stabilization. 
This allows the camera to reduce the noise caused by blur in 
the image without needing to depend on a software level 
solution. Due to technological limitations, digital cameras are 
unable to perform software level deblurring on pictures. 
Advances in image deblurring are important both to the 
development of modern photography and to the restoration of 
images and videos that are not as sharp as they can be. Image 
deblurring has applications in many different real-world 
problems [8]. The ability to remove noise from images 
captured in highly technical fields such as astronomy and 
medicine is critically important for the effective job of related 
professionals. Deblurring techniques are used also for film 
restoration [2] and for decoding of bar codes in the 
supermarkets [3].  

Because every picture taken comes out blurry to some 
degree, image deblurring is fundamental in making pictures 
sharp and useful [1]. Usually the videos taken from hand held 
mobile cameras suffer from different undesired and slow 
motions (handshake, gait wobble, etc.). That’s why an 
improvement of image quality is necessary. The image 
stabilization techniques can be classified generally as: 

- mechanical image stabilization, 
- optical image stabilization (OIS), and 
- post-processing image stabilization (digital image 

stabilization). 
Mechanical stabilization systems are based on vibration 

feedback through sensors like gyros accelerometers [20]. The 
vibrations can be dumped to some extent by gyroscope 
stabilizers. Unfortunately the same cannot be applied to 
overcome the forward movement effects. Such problem arises 

for example when the camera is attached to moving vehicle. 
Also when the light conditions are bad, the camera needs a 
long exposure time to gather enough light to form the image 
and this leads to objectionable blur. A simple way to 
overcome such problems is to increase the sensitivity of the 
camera by amplifying the signal from the sensor, which 
permits faster shutter speed. This may lead to decreasing the 
image quality because of more noise. Optical image 
stabilization systems contain either a moving image sensors or 
an optical element to counteract the camera motion such as a 
prism or moveable lens assembly that variably adjusts the path 
length of the light as it travels through the camera's lens 
system [9], [21]. The use of optical image stabilization allows 
obtaining a sharp image for shutter speeds 8-16 times slower 
than without any OIS [10]. This kind of stabilization is not 
suitable for small camera modules embedded in mobile 
phones due to lack of compactness and also due to the 
associated cost, weight and energy consumption. Digital 
image stabilization tries to smooth and compensate the 
undesired motion by means of digital video processing. As 
noted in [22], there are typically three major stages 
constituting a video stabilization process in the image post 
processing algorithm: 1) camera motion estimation, 2) motion 
smoothing or motion compensation, and 3) image restoration. 

When deblurring images, a mathematical description of 
how it was blurred is very important to maximizing the 
effectiveness of the deblurring process. With real-world 
photos, we do not have the luxury of knowing the mathematic 
function by which the image was blurred. However, there 
exist methods to approximate how blur occurred. Many 
methods have been developed for image deblurring and there 
is a big interest in creation of techniques making them more 
effective (see [10], [22], [23]). 

The paper is organized as follows: Section 2 considers 
some basic and ill-conditioned methods for image deblurring. 
Section 3 is devoted to the modern deblurring approaches. In 
section 4 are noted some techniques for image quality 
evaluation. Finally a summary of main approaches is given.  

II. BASIC DEBLURRING METHODS 

This section considers some basic and ill-conditioned 
deblurring methods (see [23]). 

A. General method for image deblurring 

The general method of image deblurring is a direct method 
for obtaining a blurred or deblurred image from the original or 
blurred image, respectively. The most basic method is simple 
matrix multiplication of row and column blurring matrices 
with the original image. Here is used a very simple linear 
model for the blurring effects on an image:  

          A XA BT
C r =          (1) 
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where Ac and Ar are the column and row blurring matrices, 
T
rA  is the transpose, B is the blurred image, and X is the 

original image. B and X are matrices in Rmxn (the set of m- 
by-n matrices of real numbers), Ac is in Rmxm and Ar is in 
Rnxn. It could be expected that the naive solution in this case 
is X = 1 1

CA B(A )T
r

− − , but the experiments show that the resul-
ting output does not posses resemblance to the original image.  

Because of different extra noisy factors except accidental 
camera movements, knowing the exact blurring matrices for 
X is not sufficient to restore the image. For this reason an 
error term E needs to be included in the equation: 

      B E A XAT
C r= +           (2) 

Unfortunately, the value of the noise term is unknown, and 
so the goal of more sophisticated methods is to minimize the 
influence of the inverted noise 1 1

CA E(A )T
r

− − . The noise 
causes the deblurred image to be unrecognizable because its 
high-frequency components are amplified when the small 
singular values of the blurring matrices are inverted [1]. The 
simplest way to reduce this effect is by creating rank-k 
versions of the row and column matrices from their singular 
value decompositions: 
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       (3) 

While this method provides a better restoration than the 
previous solution, the noise still has a large effect on the 
resulting image using vec(X) = A 1

k
− vec(B). Despite the 

improvement, this simple approach is insufficient to 
appropriately reconstruct a blurred image. 

B. Point spread function and boundary conditions 

In order to increase the accuracy of deblurring functions, a 
more in-depth look at the blurring matrix A must be taken. 
Understanding the method by which the blurring matrix is 
generated is the first step to take. Since A will blur any 
original image X in the same way, we can imagine applying 
A to a black image with a single pixel of light, known as a 
point source. The resulting 'image' that describes how A acts 
on individual pixels is called the Point Spread Function (PSF) 
[1]. Depending upon the type of blurring that is being 
described, we have different functions that model the PSF 
around a central point of (k, l). A few PSFs are given below: 

PSF for Out-of-Focus Blur has the form: 
       1/(πr2)   if   (i – k)2 + (j – l)2 ≤ r2 

          
,i jp =             (4) 

            0                elsewhere 
PSF for Atmospheric Blur has the form: 
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        (5) 

PSF for Astronomical Telescope Blur has the form: 
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           (6) 

The function for atmospheric blur is commonly known as 
the two-dimensional Gaussian function [4], and the function 
used for astronomical telescopes is called the Moffat function 
[5]. By convoluting the generated PSF and the original image 
X, we can generate the blurred image without needing to 
construct the larger blurring matrix. Convolution can also be 
used to smooth noise or enhance edges in a picture with an 
appropriate PSF. 

Alone, the PSF only allows us to increase the speed at 
which we reach a poorly deblurred image. In order to improve 
the accuracy of image reconstructions, we need to take into 
account that the image we are looking at does not exist in a 
vacuum, but rather, extends infinitely beyond the captured 
area. As such, noise can be generated from outside the 
boundary of the image. In order to counteract this effect, the 
use of boundary conditions allows us to make a simple 
assumption about the state of the world outside of the image's 
frame. 

There are three types of boundary conditions commonly 
used for this purpose, with different situations where they are 
used. For each boundary condition, the matrix X is placed in 
the center of a matrix three times as large as it. In the zero 
boundary condition, all other entries are left as zero. Zero 
boundary conditions assume that all space beyond the image 
is empty, which is a good assumption to make when working 
with astronomical data. A periodic boundary condition 
assumes that the image repeats infinitely, and so tiles the 
original image in each of the blocks of the larger matrix. The 
reflexive boundary condition assumes that the image is 
mirrored outside of the border, and is created by flipping the 
original image depending on what block it is in, vertically if it 
is above or below, horizontally if it is to the left or right, and 
both if it is diagonal of the middle block where the original 
image was placed. 

For certain states of the PSF and assumptions of the 
boundary condition, we can use fast algorithms in order to 
calculate the blurred image and a naive solution from it. A 
PSF P ∈ Rmxn is separable if there exists c ∈ Rm and r ∈ Rn 
such that P = crT. When the PSF is separable, under any 
boundary condition, we can interpret the blurring matrix A as 
a Kronecker product of two smaller matrices. Using the PSF, 
we are able to calculate the Ac and Ar whose Kronecker 
product form the blurring matrix A without ever having to 
construct A. We can then apply singular value decomposition 
to these matrices as in earlier techniques to generate the naive 
reconstruction of an image. Because the SVD of a Kronecker 
product can be represented in terms of the SVDs of the 
matrices that form it, we can use these singular value 
decompositions in order to more efficiently compute the naive 
solution than if we were to decompose the matrix itself [1]. 

The formulas for deblurring with Kronecker decomposition 
and SVD are given as follows: 

P = crT           (7) 
   A = Ar ⊗ Ac          (8) 
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   Ar = Ur ∑r
T
rV           (9) 

   Ac = Uc ∑c
T
cV         (10) 

       X = Vc
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For PSFs that are doubly symmetric, under the reflexive 
boundary condition we can apply the two-dimensional (2D) 
Discrete Cosine Transform (DCT), which computes the 
eigenvalues of the blurring matrix A from the PSF and 
blurs/deblurs the image without constructing A [1]. The 2D 
DCT is (usually) defined by two 1D DCT, by rows: 
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and similarly by columns, by n=m. 
The 2D Complex Fourier Transform (CFT) can be applied 

whenever there is a periodic boundary condition. The 
respective 1D CFT, by rows has the form 
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and the similar form by columns, by n=m, where i2=-1. 
For both the 1D FTs, CFT and DCT, the well known FFT 

(Fast Fourier Transform) algorithm is usually applied to 
reduce processing time. The composition of results over both 
dimensions is commutative and obtains the resulting matrix 
[4], [6], [7]. These approaches make possible to compute 
efficiently the blur and naive restoration of large images 
efficiently, but are still incredibly vulnerable to noise in the 
data corrupting the image. 

C. Spectral analysis 

In each of these efficient algorithms for deblurring images, 
small eigenvalues of the blurring matrix cause a large buildup 
of inverted noise that corrupts the restoration of the original 
image. In order to damp noise from the blurred image, a 
process called spectral filtering in introduced to the deblurring 
process [1]. The method used here involves generating an m-
by-n matrix Ф, and element-wise dividing it by the 
eigenvalue matrix S. Truncated Singular Value 
Decomposition (TSVD) from Subsection A. is an example of 
spectral filtering. An implementation method of this is to only 
keep singular values that are greater than or equal to a 
specified tolerance value. The formula of TSVD method for 
Spectral Filtering has the form: 

 

          1        i = 1,…,k 
Φi ≡          (14) 
          0        i = k + 1, …, N 

 

The method where the small singular (spectral) values are 
removed is known as Spectral Filtering. The Spectral Filtering 
is used to eliminate the noise. In the Truncated Singular Value 
Decomposition (TSVD) based method all singular values 
below a certain tolerance were removed from the matrix S.  

Another method for generating the filter factors is the 
Tikhonov method (see [23], [27]). The Tikhonov method for 
Spectral Filtering is based on the following equation: 
 

Φi ≡ 
2

2 2
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i

σ
σ α+

        (15) 

 
    The α in the Tikhonov method equation is called the 
regularization parameter; this parameter behaves in much the 
same way as the choice of k does in TSVD in damping small 
eigenvalues that would increase the inverted noise. 

The Spectral Filtering methods allow a much better 
reconstruction of the original image. Unfortunately the quality 
of the reconstructed image is not good enough, so that more 
sophisticated methods of image deblurring are required in 
order to generate more accurate deblurred images. 

 
Some experimental results about the performance of the 

above listed methods are reported in [23]. All PSFs in the tests 
were generated using Gaussian (atmospheric) blur with p = 0 
and s1 = s2, and all images were manipulated under periodic 
boundary conditions with the FFT method, which is the fastest 
for images of any size. The used images are all based on a 
sharp original image that is blurred through a given method so 
that the PSF of the blur is known. A picture of fruit bowl on a 
table was taken with an aperture 5,5 using a tripod for 
stabilization. The image was tested on blurring and deblurring 
using a number of different PSF s-variation. For the 
experiments is used the psfGauss function for MATLAB (see 
http://www2.imm.dtu.dk/~pcha/HNO/), where s=2 by default.  

Initially the blurring and deblurring was performed without 
any noise. It was determined that as the radius of the PSF 
increased, the noise that was observed in the restored image 
would increase as well. The observation is done, that even 
with a Gaussian blur using s=10, which leaves the blurred 
image such that the fruit bowl is simply an unidentifiable blur, 
there is very little graininess in the restored image. What noise 
is noticeable from this deblurring is concentrated around 
edges in the photo (such as the edges of the table). When the 
blur is increased to use s=15, the blurred image becomes even 
less recognizable, and in the full-sized image can be seen a 
noticeable amount of grain. By convoluting the grainy image 
with a low pass filter, the graininess from the restored image 
is smoothed; however, a slightly blurry image is received in 
exchange. It is noted that an image blurred without any 
random noise added in can be blurred to a high degree without 
significant loss or noise in the restored image. 

The same approach was used to create the blurred image 
and then deblur the image with noise, in order to test the 
sensitivity of the eigenvalue matrix. The fruit bowl image has 
been blurred with PSF with s = 2. When noise is added the 
following equation is used: 

В = В + err ||B||F E ,        (16) 
where E is a matrix containing normalized random noise of 
the same size as B, and ||B||F is the Frobenius norm of B (here 
B is the blurred image). The condition number (i.e. ||S||.||S-1||) 
of the eigenvalue matrix S in a case of 1% noise reaches 
2.68e+18. This means that even a very small amount of noise is 
magnified to massive degrees when inverted in the deblurring 
process. When S element-wise divides the Fourier transform 
of the noisy blurred image, the noise is magnified by an 
enormous factor, dominating the image. By testing this out 
with different degrees of error, it has been found that the 
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amount of error should be reduced to 1e–12 in order for less 
than half of the image to be dominated by noisy patches. 
When the noise was reduced by a factor of ten the effect of 
inverted noise was reduced to a level where the observer must 
look closer at any section of the restored image to notice the 
corruption due to inverted noise. Further, an experiment was 
done with an error factor of 1e–14 and it has been found that 
the inverted noise can be purged more or les from the image. 
In conclusion this deblurring method is insufficient to 
successfully remove any amount of noise that would occur in 
a real world situation, so that a technique that allows 
cancelation of the small singular values that are exploding the 
inverted noise is necessary. 

At the end the spectral filtering is applied to eliminate the 
noise. Primarily, the method that was used was the Truncated 
Singular Value Decomposition (TSVD) based method, where 
all singular values below a certain tolerance were removed 
from the matrix S. It has been established that with the TSVD 
filtering approach the tolerance needs to be between 0.5 and 
0.5 times the error in order to produce a reasonable image. 
The range is smaller as the amount of blur induced in the 
image increases; for s=4, a range of 0.05 to the error amount 
produces a good reconstruction. This implies that the range of 
tolerances that will allow for the deblurred image to be of 
good quality will shrink as the blurred image gets blurrier. It 
is shown, that applying this filtering technique good results 
(with reasonable image quality) can be obtained with error 
noise as high as 0.1%. Applying the Tikhonov method to filter 
the singular values generates results that have less noise than 
their TSVD counterparts, but are blurrier than them as well. 
This is due to the different way the singular values are 
trimmed by the different filters. In conclusion this approach is 
insufficient to create a truly sharp restored image from the 
blurry, noise added image. The same is the situation when a 
naturally blurry image is deblurred using spectral filtering. For 
image with low noise the tolerance and PSF parameters 
chosen in the deblurring attempt were 0.1 and 12, 
respectively. The reconstructed image is sharper than the 
started image, but its quality is not good enough. 

III. MODERN DEBLURRING APPROACHES 

A. Blur Model  

The homogenous blurring can be described by convolution 
(see [10]): 
                 z = u∗h[x,y] = u( , ) ( , )x s y t h s t dsdt− −∫ ,       (17) 
 

where u is an original image, h is called the convolution 
kernel or point-spread function (PSF) and z is the blurred 
image. In our case of camera motion blur the PSF is a plane 
curve given by an apparent motion of each pixel during the 
exposure. 

If the focal length of the lens is short or camera motion 
contains a significant rotational component about the optical 
axis, this simple model is not valid. The blur is then different 
in different parts of the image and is a complex function of 
camera motion and depth of scene [29].  

Nevertheless, this spatially varying blur can be described 
by a more general linear operation: 

 

  z = u∗vh[x,y] = u( , ) ( , ; , )x s y t h x s y t s t dsdt− − − −∫ ,   (18) 

where  h, again called  point-spread function  is the  (variable)  
kernel of this space-variant convolution. The subscript v 
distinguishes from ordinary convolution, denoted by asterisk.  

Because the rotational component of camera motion is 
usually dominant, the blur is independent of depth and the 
PSF changes in a continuous gradual way. Therefore the blur 
can be considered locally constant and can be locally 
approximated by convolution. As discussed in [10], this 
property can be used to efficiently estimate even the space-
variant PSF. 

B. Deblurring approaches 

Various techniques have been proposed for stabilizing 
videos taken under different environment from different 
camera systems. Below are listed some modern deblurring 
approaches: 

-   Multiple underexposed / noisy images 
The simplest way to avoid camera motion blur is to take a 

sequence of underexposed images so that the exposure time is 
short enough to prevent blurring. After registration, the whole 
sequence can be summed to get the original sharp image with 
a reasonable noise level. Unfortunately this idea turns out to 
be impractical for more than a few images because of the time 
needed for sensor read-out (see [10]). 
-  Blind restoration from single blurred image (deconvolution) 

The blur is usually assumed to be homogenous in the whole 
image for simplicity. In this case the blur can be modeled by 
convolution. That is why the reverse problem to find the sharp 
image is called deconvolution. If the PSF is not known, which 
is the case in most real situations, the problem is called blind 
deconvolution. 

The blind deconvolution problems from a single image are 
very hard solvable in contrast to the non-blind deconvolution 
problems, which can be easily solved. To find a stable 
solution some additional knowledge is required. The most 
common approach is regularization, applied both on the image 
and blur. Regularization terms mathematically describe a 
priori knowledge and play the same role as prior distributions 
in stochastic models. Good published blind deconvolution 
methods are those of Fergus et al [25], Shan et al [26], as well 
as Mignotte [24]. 

- Multiple blurred images (deconvolution) 
This approach is extensively studied at the present time. 

The idea is to use multiple images capturing the same scene 
but blurred in a different way. The camera takes two or more 
successive images and each exhibits different blurring due to 
the basically random motion of the photographer's hand or, for 
example, aircraft vibrations. Multiple images permit 
estimation of the blurs without any prior knowledge of their 
shape, which is hardly possible in single image blind 
deconvolution [28]. 

- One correctly exposed but blurred and one underexposed 
image 

This is a particular case of multi-image setup. This 
approach is most advantageous and attracted considerable 
attention only recently. Taking images with two different 
exposure times (long and short) results in a pair of images, in 
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which one is sharp but underexposed and another is correctly 
exposed but blurred. Instead of the underexposed image we 
can equivalently take an image with high increase the 
sensitivity of a camera (ISO). Both can be easily achieved in 
continuous shooting mode by exposure and ISO bracketing 
functions of DSLR (Digital Single-Lens Reflex) cameras. As 
noted in [10] for Canon compact cameras these functions can 
be written in the scripting language implemented within the 
scope of the CHDK project 
(http://chdk.wikia.com/wiki/CHDK). 

- Other methods for image stabilization 
Various 2D stabilization algorithms are presented in [11 

and 12]. Hansen et al. [11] describe the implementation of an 
image stabilization system based on a mosaic-based 
registration technique. Burt and Adelson [13] propose a multi-
resolution spline technique for combining two or more images 
into a larger image mosaic. They describe a system which 
uses a multi-resolution, iterative process that estimates affine 
motion parameters between levels of Laplacian pyramid of 
images. From course to fine levels, the optical flow of local 
patches of the image is computed using a cross-correlation 
scheme. The motion parameters are then computed by fitting 
an affine motion model to the flow. 

Matsushita et.al [14], proposed in 2006 the direct pixel 
based full frame video stabilization approach using 
hierarchical differential motion estimation with Gauss Newton 
minimization. The Gauss error functions are minimized 
iteratively to find the optimized motion parameters. After 
motion estimation, motion inpainting is used to generate full 
frame video. This method performed well in most videos 
except in those cases when large portion of video frame is 
covered by a moving object, because this large motion makes 
the global motion estimation unstable. R. Szeliski, [15] 
presented in 2006 a survey on image alignment to explain the 
various motion models, and also presented a good comparison 
of pixel based direct and feature based methods of motion 
estimation. The efficiency of the feature based methods 
depends upon the feature point's selection [16]. Rong Hu, et al 
[17] proposed in 2007 an algorithm to estimate the global 
camera motion with SIFT (Scale Invariant Feature 
Transform). These SIFT features have been proved to be 
affine invariant and used to remove the intentional camera 
motions. Derek Pang et al [18] proposed in 2010 the video 
stabilization using Dual-Tree complex wavelet transform 
(DT-CWT). This method uses the relationship between the 
phase changes of DT- CWT and the shift invariant feature 
displacement in spatial domain to perform the motion 
estimation. Optimal Gaussian kernel filtering is used to 
smoothen out the motion jitters. This phase based method is 
immune to illumination changes between images, but this 
algorithm is computationally complex. 

The feature-based approaches are even faster than the direct 
pixel based approaches, but they are more prone to local 
effects and their efficiency depends upon the selection of 
feature points. The direct pixel based approaches use 
optimally the information available in motion estimation and 
image alignment, since they measure the contribution of every 
pixel in the video frame. Hence, the direct pixel based 
approaches can be used for aligning the sequence of the 

frames in a video. Hierarchical motion estimation can be used 
to further improve the stabilization efficiency [9]. 

IV. IMAGE QUALITY EVALUATION 
To estimate the sharp of an image, two different ideas were 

proposed in the literature. The first one adjusts the contrast of 
the underexposed image to match the histogram of the blurred 
one [30]. However, this technique is applicable only if the 
difference between exposure times is small. The second way 
[31], [32] uses the image pair to estimate the blur and then 
deconvolves the blurred image. This path was followed by 
[33], where the authors show an effective way to suppress 
ringing artefacts produced by Richardson-Lucy 
deconvolution. An algorithm of this type is proposed in [10]. 
It is designed for space-variant blur and may be applied even 
for wide angle lenses. 

In [19] Wang and Li consider  perceptual image quality as-
sessment (IQA) algorithms. These algorithms have a common 
two-stage structure: 1) local quality/distortion measurement, 
and 2) pooling. In the first stage, image quality/distortion is 
evaluated locally, where the locality may be defined in space, 
scale (or spatial frequency) and orientation. For example, 
spatial domain methods such as the mean squared error (MSE) 
and the structural similarity (SSIM) index [37], [38] compute 
pixel- or patch-wise distortion/quality measures in space, 
while block-discrete cosine transform [39] and wavelet-based 
[40]-[44] approaches define localized quality/distortion 
measures across scale, space and orientation. Such localized 
measurement approaches are consistent with our current 
understanding about the human visual system (HVS), where it 
has been found that the responses of many neurons in the 
primary visual cortex are highly tuned to the stimuli that are 
"narrow-band" in frequency, space and orientation [45]. The 
local measurement process typically results in a 
quality/distortion map defined either in the spatial domain or 
in the transform domain (e.g., wavelet subbands).  

It is expected that IQA methods can automatically predict 
human behaviours in evaluating image quality [34]-[36]. The 
researchers have achieved significant progress in measuring 
local image quality/distortion, but the pooling stage remains 
not good understood. The potential of spatial pooling has been 
demonstrated by experimenting with different pooling 
strategies [46] or optimizing spatially varying weights to 
maximize the correlation between objective and subjective 
image quality ratings [47]. A common hypothesis underlying 
nearly all existing schemes is that the pooling strategy should 
be correlated with human visual fixation or visual region-of-
interest detection. This is supported by a number of interesting 
recent studies [47]-[49], where it has been shown that sizable 
performance gain can be obtained by combining objective 
local quality measures with subjective human fixation or 
region-of-interest detection data. In practice, however, the 
subjective data is not available, and the pooling stage is often 
done in simplistic or ad-hoc ways, lacking theoretical 
principles as the basis for the development of reliable 
computational models. 

The existing pooling approaches can be categorized 
generally in four groups [19]. They are briefly discussed 
below: 
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• Minkowski pooling 
Let qi be the local quality/distortion value at the i-th 

location in the quality/distortion map. The Minkowski 
summation is given by: 

         ∑
=

=
N

i

p
iq

N
Q

1

1         (19) 

where N is the total number of samples in the map, and p is 
the Minkowski exponent. To give a specific example, let qi 
represent the absolute error, then (19) is directly related to the 
lp norm (subject to a monotonic nonlinearity). As special 
cases, p = 1 corresponds to the mean absolute error (MAE), 
and p = 2 to the mean squared error (MSE). As p increases, 
more emphasis is shifted to the high distortion regions. 
Intuitively, this makes sense because when most distortions in 
an image is concentrated in a small region of an image, 
humans tend to pay more attentions to this low quality region 
and give an overall quality score lower than direct average of 
the quality map [36]. In the extreme case p = ∞, it converges 
to maxi{pi}, i.e., the measure is completely determined by the 
highest distortion point. In practice, the value of p typically 
ranges from 1 to 4 [38]-[43]. In [36], it was shown that 
Minkowski pooling can help improve the performance of IQA 
algorithms, but the best p value depends upon the underlying 
local metric qi and there is no simple method to derive it. 

• Local quality/distortion-based pooling  
The intuitive idea that more emphasis should be put at 

high distortion regions can be implemented in a more straight- 
forward way by local quality/distortion-based pooling. This 
can be done by using a non-uniform weighting approach, 
where the weight may be determined by an error visibility 
detection map [54]. It may also be computed using the local 
quality/distortion measure itself [36], such that the overall 
quality/distortion measure is given by: 

  













= ∑∑

==

N

i
ii

N

i
i qwqqwQ

11
)(/)(       (20) 

where the weighting function w(⋅) is monotonically in- 
creasing when qi is a distortion measure (i.e., larger value 
indicates higher distortion), and monotonically decreasing 
when qi is a quality measure (i.e., larger value indicates higher 
quality). Another method to assign more weights to low 
quality regions is to sort all qi values and use a small 
percentile of them that correspond to the lowest quality 
regions. For example, in [55] and [56], the worst 5% or 6% 
distortion values were employed in computing the overall 
quality scores. Local quality/distortion-based pooling has been 
shown to be effective in improving IQA performance, as 
reported in [36], [56], though the implementations are often 
heuristic (for example, in the selection of the weighting 
function w(⋅) and the percentile), without theoretical guiding 
principles. 

• Saliency-based pooling 
Here the "saliency" is used as a general term that 

represents low-level local image features that are of 
perceptual significance (as opposed to high-level components 
such as human faces). The motivation behind saliency-based 
pooling approaches is that visual attention is attracted to 
distinctive saliency features and, thus, more importance 

should be given to the associated regions in the image. A 
saliency map {wi}, created by computing saliency at each 
image location, can be used as a visual attention predictor, as 
well as a weighting function for IQA pooling as follows: 
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Given an infinite number of possible saliency features, the 
question is what saliency should be used to create wi. This can 
range from simple features such as local variance [36] or 
contrast [57] to sophisticated computational models based 
upon automatic point of gaze predictions from low-level 
vision features [56], [58]-[61]. It has also been found that 
motion information is another useful feature to use in the 
pooling stage of video quality assessment algorithms (see 
[50], [62], [63]). 

• Object-based pooling 
Different from low-level vision based saliency 

approaches, object-based pooling methods resort to high-level 
cognitive vision based image understanding algorithms that 
help detect and/or segment significant regions from the image. 
A similar weighting approach as in (21) may be employed, 
just that the weight map wi is generated from object detection 
or segmentation algorithms. More weights can be assigned to 
segmented foreground objects [64] or on human faces [63], 
[65]-[67]. Although object-based weighting has demonstrated 
improved performance for specific scenarios (e.g., when the 
image contains distinguishable human faces), they may not be 
easily applied to general situations where it may not always be 
an easy task to find distinctive objects that attract visual 
attention. 

In summary, all of the previous pooling strategies are well 
motivated and have achieved certain levels of success. 
Combinations of different strategies have also shown to be a 
useful approach [56], [62], [63], [67]. However, the existing 
pooling algorithms tend to be ad-hoc, and model parameters 
are often set by experimenting with subject-rated image 
databases. What are lacking are not heuristic tricks but general 
theoretical principles that are not only qualitative sensible but 
also quantitative manageable, so that reliable computational 
models for pooling can be derived. 

Wang and Li [19] have proposed an information theoretic 
pooling method. The approach they use is saliency-based. The 
resulting weighting function has interesting connections with 
the proposed pooling method. The same authors have tested in 
their work the hypothesis that when viewing natural images, 
the optimal perceptual weights for pooling should be 
proportional to local information content, which can be 
estimated in units of bit using advanced statistical models of 
natural images. It was found first, that the information content 
weighting leads to consistent improvement in the performance 
of IQA algorithms. Second, with information content 
weighting, even the widely criticized peak signal-to-noise-
ratio can be converted to a competitive perceptual quality 
measure when compared with state-of-the-art algorithms. 
Third, the best overall performance is achieved by combining 
information content weighting with multiscale structural 
similarity measures. There is a general belief, that the human 
vision system is an optimal information extractor, and this is a 
widely assumed conception in the computational vision 
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science [53]. Information theoretic methods are relatively new 
for IQA. The visual information fidelity (VIF) method [51] is 
one such successful method, but VIF was not originally 
proposed for pooling purpose. In [50], based upon statistical 
models of Bayesian motion perception [52], motion 
information content and perceptual uncertainty were 
computed for video quality assessment. In [36], simple local 
information-based weighting demonstrated promising results 
for improving IQA performance. The information content 
weighting method proposed in [19] is built upon advanced 
statistical image models and combines them with multiscale 
IQA methods. The result is superior performance in extensive 
tests using six independent databases, so that the general 
hypothesis mentioned above obtains strong support. 

V. SUMMARY 
In this paper are reviewed methods for and approaches to 

software stabilization of still images in sense of removing 
blur, caused by camera motion during exposure time. Basic 
deblurring methods as well as modern deblurring approaches 
are considered. Finally some techniques for image quality 
evaluation are surveyed.  

The modern deblurring approaches are the following: 
- Avoiding blur from the beginning by taking a sequence of 

underexposed images. This idea is impractical because of the 
time needed for sensor read-out. 

- Deblurring from a single image. The disadvantages are 
speed and difficulties with the segmentation of moving 
objects. 

- Deconvolution from a sequence of blurred images. The 
main disadvantage of this kind of methods is speed. 

- The most perspective approach is to use a pair of images, 
one blurred and one underexposed. Its main advantages are 
good speed, reliability, ability to deal with space-variant blur 
and the potential to segment moving objects. 
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Combining Features by Query-time Weights 
Determination for Image Retrieval 

Nikolay Neshov1

Abstract – In this paper a Content Based Image Retrieval 
approach is presented that combines weighted features. The 
determination of feature’s weight involves examination by K 
additional queries formed by the first K retrieved images. For 
each additional query, the user query is added to the database 
and the standard deviation of its rank is utilized to calculate the 
feature’s weight. Finally it is shown the performance of the 
system. 
 

Keywords – Content Based Image Retrieval (CBIR), Late 
Fusion, Weights Determination, Lucene Image Retrieval (LIRe) 

 

I. INTRODUCTION 

The necessity of CBIR system with better performance is 
growing due to the increased number of digital images in the 
last years. Although there are a lot of implementations of 
CBIR systems [1], they still have a limited accuracy. This is 
mainly because of the fact that the semantic content of images 
is not described appropriately by using only their low-level 
features. The database images that depict natural photos can 
be described more accurate by utilizing different type of 
features, such as color, texture and shapes. In order to increase 
the performance of the system, the challenge is to find out a 
way to fuse the information from all available visual features 
when measure the similarity between each image from the 
database and user query. There are two main approaches for 
fusion: early fusion, where multiple image feature vectors are 
combined to form a new feature vector, and late fusion, where 
the result lists produced by the distinct searches (using each 
available feature) are combined in a new ranked list. There 
has been much work done in the area of combination of 
features for CBIR. Generally speaking, the late fusion 
methods are most widely used and developed [2]. For 
comparison purposes, in this paper we have implemented the 
following five fusion methods: CombSUM with Min-Max 
normalization (CombSUM Min-Max), CombSUM with Z-
Score normalization (CombSUM Z-Score), Borda Count and 
Inverse Ranking Position [4]. All of these methods use equal 
weights of the scores (or ranks) to produce the final score (or 
rank) for each image from the database. In contrast, the 
method suggested in the paper is based on associating weights 
to the features with respect to the content of the query. The 
calculation of feature’s weight is done by testing the system 
by K additional queries that are formed by the first K retrieved 

images. For each additional query, the initial query is added to 
the database and the standard deviation of its rank is used to 
calculate the feature’s weight. Finally a weighted sum of the 
scores produced by each feature is utilized to compute the 
similarity score between initial query and each image in 
database. The algorithm suggested in this work is 
implemented with the help of Lucene Image Retrieval (LIRe) 
[5], [6] - an open source Java library. The comparison test to 
other approaches such as CombSUM Min-Max, CombSUM 
Z-Score, Borda Count and Inverse Ranking Position show that 
system based on the proposed method have a higher accuracy. 

II. DATABASE AND PERFORMANCE MEASURES 

For experiments of the proposed algorithm, we used 
WANG Database [7]. It contains a total of 1000 images 
manually divided in 10 classes of 100 images each. To 
estimate the retrieval accuracy of the system each image from 
the database is used as query. Then by scanning the list of 
results if the current image belongs to the query’s category it 
is considered relevant. The performance measure utilized is 
Mean Average Precision (MAP) [8]. 

III. FEATURES CONSIDERED FOR COMBINATION 

Based on the results provided by M. Lux [6] for the WANG 
database, where the retrieval performance of 11 descriptors 
has been investigated, we selected the top four of them (those 
that have the highest accuracy in terms of MAP). The features 
extracted by these descriptors are considered for combination. 
Table I. summarizes the details for each of descriptor (MAP 
and dimension of the respective feature vector). 

TABLE I 
MAP FOR ALL FOUR DESCRIPTORS CONSIDERED FOR COMBINATION 

AND DIMENSION OF RESPECTIVE FEATURE VECTORS 

Descriptor  MAP, 
% 

Feature vector 
dimension 

Joint Composite Descriptor (JCD) 50,95 168 
Color Histogram (CH) 48,44 512 
Correlogram Autocorrelogram (CA) 47,51 1024 
DCT Histogram (DCTH) 44,55 192 

A brief explanation for all descriptors used as a background 
in this paper can be found in [9]. 

IV. ALGORITHM DESCRIPTION 

In order to explain the idea of proposed algorithm we 
consider the following: Suppose we have a database (DB) that 

1Nikolay Neshov is with the Faculty of Telecommunications at 
Technical University of Sofia, 8 Kl. Ohridski Blvd, Sofia 1000, 
Bulgaria, E-mail: nneshov@tu-sofia.bg.  
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Fig. 1. Example describing additional requests formulation for feature’s weight determination

contains N images and CBIR system in which M descriptors 
are implemented to extract their visual features. When the 
user is searching for a query Iq, the system extracts m-th 
feature vector (m=[1;M]) and calculates the distances to all 
feature vectors of the images in database. An initial retrieval 
list m

qL  is then generated that contains R images from the 
database in ascending order of distances to the query. That 
is },...,,...,{ 1 Rr

m
q IIIL = , where rI is the r-th retrieved image. 

Then the system (using descriptor m) is examined by K 
additional queries, in which the query Ik (k=[1;K]) is the k-th 
retrieved image from the beginning of m

qL . Let’s denote the 
subset of additional queries for initial query q 
as m

q
m
qKk

m
q LSubqIIISubq ⊂= },,...,,...,{ 1 , and  

rk ≡ , because RK < . Furthermore each k-th request is carry 
out by adding Iq to DB. This kind of query formulation is 
based on an assumption that the first K retrieved images are 
more likely to be relevant to the initial query. Hence Iq should 
be found in the top ranks of resulted list, when the system is 
requested by Ik. A visual example of requests, structured in 
this way (in case of K = 3) can be seen in Fig. 1. Given image 
Iq to the input of the CBIR system, it retrieves R images as 
result. Next, three additional requests are performed using the 
first 3 retrieved images },,{ 321 III . It can be seen (in red 
rectangles) that the initial query Iq is retrieved in the top 
ranking positions of all three lists produced as result of the 
additional queries. Moreover the rank of Iq increases as k 
increases. The observed effect is expected because the more 
dissimilar image (with respect to Iq) is given to the system’s 
input, the more distant position for the initial query should be 
judged. The method developed in this work is based on a 
hypothesis that accuracy of the system (hence the 
performance of the descriptor m) becomes higher if the effect 
described above is more pronounced.  

In the classical approach of CBIR, the results are only 
based on the similarity between Iq and images in DB. The 
suggested approach for additional query formulation takes 
into account also the similarity between each k-th image and 
images in the database. For the example in Fig. 1 it can be 
seen that when the query is Iq, there is only one image (I1) 
which is more similar than I2. On the other hand if the query is 
I2, there are two images from the database - more similar than 
Iq. 

Given initial query Iq, for each descriptor m, (m = [1;M]), M 
dependencies of the query rank as a function of k (i.e. 

)(kfr m
k = ) can be obtained. The analysis of deviation in the 

ranks (as k increases) makes it possible to measure the 
presence of the observed effect in the hypothesis described 
above.  Fig. 2 depicts the functions )(kf  for one image from 
the WANG database (K = 10 and М = 5). 
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Fig. 2. Dependency of initial query rang from the additional queries 

for each descriptor and K = 10 
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It is shown that the deviation of k can be positive as well as 
negative. Fig. 3 depicts the functions )(kf  for the same 
image when K = 500 and step of incensement of k is 10. 
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Fig. 3. Dependency of initial query rang from the additional queries 

for each descriptor and K = 500 

Despite the fluctuations in )(kf  it can be observed that for 
all descriptors, the functions tend to increase at sufficiently 
large values of K. According to the foregoing hypothesis, 
those descriptors for which smaller values of the standard 
deviation m

qσ  of )(kf  are produced should be given greater 
weights.  

The value of m
qσ  is given by: 

 ∑
=

−=
K

k

m
q

m
k

m
q r

K 1

2)(1 µσ ,  (1) 

where 

 ∑
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m
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m
q r

K 1

1µ ,  (2) 

The final similarity score ), (' nq IIsim  between Iq and image 
from tha database In , n=[1;N] is given as wighted average 
score: 

 ∑
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where m
ns  is normalized similarity score between Iq and In 

which is calculated by using MIN-MAX normalization [2]: 
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where max
ns  and  min

ns  denote respectively the maximum and 
the minimum similarity score with respect to the query image 
and m

ns  is the similarity score, determined from the distance 
between feature’s vectors of Iq and In: 

 m
n

mm
n dds −= max .  (5) 

The feature’s weight mp  in Eq. 3 is given by: 

 

∑
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in which 1
1

=∑
=

M

m

mp . 

For the investigation of the proposed method, the value of 
K = 5. The choice of this value is based on experimental tests 
which show that if K is greater than 5, the accuracy 
performance of the system is not increasing any more. 
Furthermore, any additional query decreases the retrieval 
performance which is not desirable especially in case of large 
databases. 

V. EXPERIMENTAL RESULTS 

Table II shows an experimental comparison of the 
performance of the proposed combination approach in this 
article and several late fusion methods available in the 
literature for different sets of descriptors. It can be seen that 
proposed algorithm reaches the highest value of MAP among 
all others examined techniques. The increase in performance 
in comparison to all other methods is higher for each features’ 
sets and is the highest when all four features are combined. 

TABLE II 
PERFORMANCE COMPARISON IN TERMS OF MAP [%] OF THE 

PROPOSED METHOD AND FOUR OTHER LATE FUSION METHODS 

 
Fig. 4 allows for a visual interpretation of the performance 

values from Table I. It can be noted that the fusion methods 
based on rank (Borda Count and Inverse Ranking Position) 
reach lower values of MAP compared to the other methods 
based on scores. 

       Descriptors’                        
                  sets 
Fusion  
method 

JCD  JCD JCD CH JCD 
CH 
CA 
DCTH 

CH CH CA CA 

CA DCTH DCTH DCTH 

Proposed 
Method 56,9 58,13 61,5 60,66 61,58 

CombSUM 
Min-Max 56,44 57,94 61,18 60,19 60,71 

CombSUM Z-
Score 56,86 58,04 61,43 60,59 61,09 

Borda Count 55,95 56 59,31 58,76 59,71 

Inverse Ranking 
Position 54,15 54,12 55,78 54,97 56,26 
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Fig. 4. Graphical comparison of Mean Average Precision, of the 

proposed method and four other late fusion methods 

VI. CONCLUSIONS 

The contribution of this work has both scientific and 
practical aspects.  

From the scientific point of view this paper suggests an 
approach for CBIR, which is based on combination of features 
by query-time weights determination. The method is 
compared to four well known late fusion methods and the 
investigations show increasing of retrieval performance in 
terms of MAP (Table II). Compared to the most accurate 
baseline descriptor (JCD) the improvement of MAP is from 
50,95 % (Table I) to 61,58 % (more than 20 %). 

From the practical point of view a system for Content 
Based Image Retrieval is built that represents an extension of 
LIRe. 
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Method for Colorization of the Original Photographs of 
Nikola Tesla 

Vladan Vučković1 and Sanja Spasić2 

Abstract – This paper presents in detail the basic methods for 
colorization of the original photographs of Nikola Tesla. This 
research is done in cooperation with the Nikola Tesla Museum in 
Belgrade on a project entitled "Computer Simulation and 
Modeling of the Original Patents of Nikola Tesla" approved by 
the Ministry of Education and Science of the Republic of Serbia 
[1]. The colorization of the old, original photographs from the 
Museum of Nikola Tesla gives the another dimension of them. 
The authors show in detail the procedure that was used in the 
realization of this segment of the project.  
 

Keywords – Nikola Tesla original photographs, colorization 
techniques. 

 

I.  INTRODUCTION 

Project Computer Simulation and 3-D Modeling of the 
Original Patents of Nikola Tesla has begun in April 2009, 
carried out at the Faculty of Electronics in Nis, in the 
laboratory CiitLab [1]. The team of engineers and students 
from the Faculty of Electronic Engineering has accomplished 
a great success and results, which are implemented in 
presentation systems at the Nikola Tesla Museum, so that 
museum visitors have the opportunity to see modern 
animation of Tesla’s inventions. In this way, through the 
project, the two institutions, Nikola Tesla Museum in 
Belgrade as an institution of national importance, that heritage 
Tesla’s legacy and Faculty of Electronic Engineering in Niš as 
a development institution, were linked in a common project. 
The aim of the project is multiple. Basically, it is digital and 
detailed 3-D modeling of the original patents of Nikola Tesla, 
which are the part of the Museum’s archives. Using 3-D 
models, further objectives are rendering, animation, 
simulation and visualization in real time and space shaded by 
wire (3-D stereo) model [2],[3],[4],[5]. Beginning with the 
late 2013, the another research direction of the project has 
opened. The idea is to colorize the series of white/black 
photographs of Nikola Tesla heritage from the Museum of 
Nikola Tesla. Color is a form of human perception. Eyes and 
the brain as well receive the spectral information used as the 
basis for a sense of color. Colors such as red, green or blue, 
for example, are just words that do not describe the spectral 
components of the light that is reflected from the object. The 

picture color makes it much easier for us to understand the 
essential characteristics of an object or human figure. 

Whether the image is in color (RGB) or grayscale 
(Grayscale) it makes a certain impression on us. Considering 
the fact that there are a large number of images in Grayscale 
mode, it is good to perform a colorization and thus contribute 
to the image revival. The combination of grays and 
colorization can make very effective results. 

In this paper a method of accurate segmentation of the 
image is presented, it is one of the most famous images of 
Nikola Tesla and its colorization. This method is based on the 
colorization process at the level of the pixels in space, on 
additional heuristic knowledge as well, and historical period 
and the conditions in which the image is created. 

II. IMAGE ENHANCEMENTS 

In order to perform colorization method successfully, it is 
essentially to prepare basic background image. The process of 
colorisation is carried out according to the gray image source 
color. The technique of this colorization staining by reference. 
It is based on the fact that each pixel of the gray Ig (x, y) is 
transformed into a color pixel U (Ri) wherein the starting 
point is the fact that the distance is the same for all of a color 
tint. The process of colorisation is best to start with the 
process of segmentation, which is a critical and essential 
component in the systems of image analysis and pattern 
recognition. Therefore, image segmentation can be formally 
defined as the process where someone shares a picture to the 
many non-overlapping regions, where i = 1,2,3, ..., n, where is 
the number of non-empty sets. If the P (Ri) denote a basis 
related to the generality (uniformity) of all elements within the 
region Ri, these conditions are to be met: 
 

1. RRU i
n
i ==1  

2. =ji RR  Ø, for every i and j, wherein i<> j 

3. )( iRP =TRUE , for every i=1,2,3,...,n 

4. =ji RR   FALSE , for every i<> j 

5. iR  is connected region, for every  i=1,2,3,...,n 
 
    This is a necessary condition for colorization method and 
generate good results in the treatment process. However, in 
addition to these conditions, it is very important to perform 
some improvements of the basic image. An improvement to 
the base is done using a method whose main goal is to change 
some features of the image so that it is suitable for further 
analysis and processing. In general, the improvement is not 
improving the information content of the image, but facilitates 
the use of existing information.   Methods for image 
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enhancement are numerous, and many depend on the 
conditions under which the image is obtained, as well as the 
implementation of an enhanced image. Therefore, many 
methods for image enhancement are interactive or adaptive. 
The most common methods for improving the image are 
contrast enhancement, noise elimination, image sharpening, 
coloring pictures... Some methods:  

• each image pixel is treated independently of the other, 
• the pixels are treated depending on their environment.   

   In our case we preferable method in which each pixel is 
treated independently of the other wherein the method 
includes a simple approach: take the sample of adjacent pixels 
in space and time, which have similar intensities, and which 
should have a similar color. To achieve this, we multiply the 
quadratic cost function and thus obtain an optimization 
problem that can be efficiently solved using standard 
techniques. A characteristic of image enhancement methods is 
that it’s usually very simple, so it can be executed in real time. 
In order to present image colorization better and more 
faithfully, we take as an example, one of the most famous 
images of Nikola Tesla in front of his high-frequency 
transformer. The first step in colorization is of course 
introduction to Tesla's habits, details from his life from that 
time, including the manner and style dressing. Image we will 
process is the original from in 1896. Materials of that time, 
and above all we are considering electrical materials, are very 
different from the present, modern materials, and therefore it 
was more of a challenge to colorize this original photo in 
Grayscale technique. Figure 1 shows the original black and 
white photograph of Nikola Tesla in front of his transformer. 
At first glance, the image seems very easy to handle, however, 
a more detailed analysis shows that the image has a lot of 
flaws and imperfections that must be removed before the 
colorization. First of all, deficiencies are related to "blotch" 
skin and clothing, as well as stains that appear on clothes and 
the floor. A major problem is a blurring of the chair, clothes 
and the background, while the transformer itself with its 
windings is very complex - individual coils can be seen in 
termination. Due to the focus and shooting angle, the coils 
have different thicknesses so their shadows should be taken 
into account.  

 
Fig. 1. Nikola Tesla - Bases of colorisation 

Because of the image specificity and complexity, in the pre-
processing, we have used both methods. Arranging basic 
background begins by filtering the image using the method 
where the pixels are treated depending on their environment 

A. Filter image 

One of the best solutions is filtering software image. Image 
filtering allows you to apply different effects to digital photos. 
Here we apply the Dust & Stretches filtering images using 2D 
filters similar to those that are an integral part of the 
commercial packages for image processing. In this way, the 
image defects will be reduced and skin freckles removed. The 
advantage of this tool is having a 2D matrix and 2D images. 

 

Fig. 2. Filter image 

The essence is that each pixel of the image is summarized 
and thus provides the product that represents the pixel color 
component values of the pixel and its neighbors. This method 
constructs a matrix which is further multiplied by the current 
pixels and their neighbors, while other elements of the filter 
matrix corresponding to adjacent pixels (Fig. 2).  

The operation in which the summation of the elements 
product of two 2D functions, which allows you moving  one 
of the two functions over elements of the other functions is 
called convolution. The difference between the convolution 
and correlation is that reflexive projection of filtering matrix 
is essential for convolution (mirror method), but usually it is 
all symmetrical so that there is no difference. 
As shown in Figure 3, selecting the desired radius and type of 
matrix multiplication, the picture gets a completely different 
look – face ‘blotch’ is lost (Fig.3).    

Fig. 3. Dust & Streatches filter 
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However, despite image filtering, certain other irregularities 
and picture stains are necessary to remove by manual image 
reconstruction. This process is necessary because filtering 
includes only three pixels in order to preserve the authenticity 
of the images. Increasing the value of the radius the picture 
quality would be reduced. 

B. Reconstruction of the image  

 Because of optical electronic systems imperfections to scan 
black-and-white photographs, filtering images in such systems 
inevitably leads to smaller or larger image degradations, 
which in this case are rounded yellow (Fig. 4.). This 
imperfection arises often reducing image quality and creating 
a certain geometric distortion. Due to the limited duration of 
exposure when shooting, the obtained image is blurred. 
Similar degradation is obtained if the optical system of the 
camera does not focus the image on the image sensor surface.  

 Also, noises and distortions must be manually removed 
when image restoration is done. Using the image restoration 
procedures we compensate for the mentioned image 
degradation that is introduced during the formation and 
acquisition of images, which is another method of image 
enhancement. 
   Image restoration techniques are numerous, because they 
largely depend on the problem that is to be solved. Image 
restoration techniques can be divided into three groups: 
• direct technique 
• an iterative technique and 
• numerical technique. 
The most commonly used direct restoration technique that 

reduce the restoration process to processing images signals 
applying the appropriate filter on degraded image. Transfer 
function of such a filter is obtained on prior modeling of the 
process of degradation or on the basis of estimation of the 
parameters of degradation of the picture. The effect of 
degradation was determined using samples and its 
application to the appropriate location using the tools Brush 
Tool and for surface equalization and colors harmonization 
Blur Tool was used set to 50% in order to avoid too much 
loss of originals quality.Applying these procedures on basic 
image it is fully set in Grayscale mode and ready for the next 

stage of processing – colorization itself. 

III. IMAGE COLORIZATION 

 Photos colorization using computer is a process of adding 
color to monochrome images. Colorizing the image includes 
hand-coloring pictures including any method of manual 
adding color to Grayscale mode, i.e. increasing the realism of 
photography. In the process of colorization is not just enough 
to add color but it is very important to harmonize the texture, 
set the edge and do the segmentation of the image if there is a 
need. Accordingly, colorization requires significant user 
intervention and a sense of color harmony. However, the 

problem may arise when adding color because photos can lose 
system details that characterize it. Therefore, the focus during 
the colorization is very important and the use of proper 
colorization techniques. In our case we preferable method in 
which each pixel is treated independently of the other wherein 
the method includes a simple approach: take the sample of 
adjacent pixels in space and time, which have similar 
intensities, and which should have a similar color. To achieve 
this, we multiply the quadratic cost function and thus obtain 
an optimization problem that can be efficiently solved using 
standard techniques.  In this approach, optimization is solved 
through three layers: input, output, and an invisible layer. The 
essence of this method lies in the invisible layer neural 
network that is result of tangent function while the outputs 
reproduce linear functions (Fig.4.). 
 
 
 
 
 
 
  
           a)                           b)                                     c) 
 

Fig.4.  Tangent function of invisible layer, b) linear function of 
output layer, c) neural network for colorisation 

A. Edge extracting 

 Edges extracting is one of the most important and most 
commonly used methods to analyze images. The edges are 
local discontinuities of brightness (or color) of the image and 
give a good indication of the boundaries of objects in the 
scene. Therefore, in the analysis of image edges are used for 
segmentation, registration and identification of objects in the 
scene. Figure 5a clearly indicates edges that should be 
carefully processed (indicated by yellow arrows), especially 
the edges of the transformer windings, which must be strictly 
defined, while the edges of face parts must blend in with the 
surrounding elements. All elements should be separated by 
levels in order to specifically assign the properties of the 
individual parts of the image and not to lose the detail quality. 
At the edge, which shadings should be milder, the tool Blur 
Tool is used – these are transitions between the skin and the 
hair, eyebrows and skin, hair and skin, etc... However, that 
image cannot be final since the quality of the details that 
describe and animate it has been lost. It is therefore very 
important that the next step is processing texture.  

B. Description of textures 

 On object surfaces made of natural or man-made materials 
such as wood, fabric, leather, sand and the like, usually there 
are no expressed edges. What clearly characterizes appearance 
of such surfaces is their structure and texture. 
    Using methods based on operator, first step is image 
processing application by an operator, and then from the 
obtained results suitable features for description of textures 
are extracted. Applied operators can be very different: the 

183 



operators to extract edges, linear and non-linear filters, 
histogram, various statistical operators of the first and second 
row, and so on. The basic element of texture, or primitive, is a 
collection of pixels that is characterized by the list of 
attributes. In our case, the primary attributes are the coils, 
clothes, plates, while the secondary are a wall, a chair, base 
moldings on transformator carrying coils etc...The simplest 
primitive is pixel with gray level attribute. However, the most 
common primitive is maximum connected set of pixels having 
a particular property (e.g., the same level of gray or the same 
direction of the edge). Properties that may be assigned after 
application of paint are: Soft Light, Darken, Hard Light, etc.., 
where the percentage adjustment of presence of color and 
shadow is performed (Fig. 5b). 

 

Fig. 5a. Edge extracting.     Fig. 5b. Description of textures  

IV. COLORIZATION ANALYSES 

After image colorization completion it is necessary to 
analyze the image. Thus using visualization the qualitative 
and quantitative characteristics of image objects and their 
relationships are determined. Image analysis has a number of 
procedures that to some extent imitate the process of human 
perception (perception), and the image was successfully 
colorized as far as it managed to preserve all details and avoid  
distortion (Figure 6). 
 

 

 

 

 

 

 

 

Fig. 6. Analyses Grayscale - RGB   

V. CONCLUSION 

This paper presents details about the colorization methods 
for the one of the famous Nikola Tesla photograph. This 
photograph was taken in 1896. and nowadays is presented in 
White-Black technology. We presented the method and a 
software infrastructure  from the original photograph to the 
colorized version. There are many steps in this procedure, 
main ones are described. Finally, the colorized picture of 
Nikola Tesla is presented. This work is a part of an a 
interdisciplinary project III44006 realized at Faculty of 
Electronic Engineering in cooperation with a Ministry of 
Science and Technology and the Nikola Tesla Museum from 
Belgrade.  

We believe that the realization of the project is very 
important for both institutions, especially the Nikola Tesla 
Museum in Belgrade, that has a special status of the institution 
of national importance, so that the results of the project were 
implemented immediately in direct support the work on this 
major institution. The project had a number of promotions, 
seminars, and media attention. To crown the success is a joint 
appearance with the Museum of Nikola Tesla at the World 
Exhibition in China in 2010 at the central stand of the 
Republic of Serbia. 3-D movie for the occasion was made 
especially seen by some 200,000 visitors. 
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The Effect of the Contrast Enhancement Processes on the 
Structural Entropy of Colonoscopic Images 

Gábor Csizmadia1 and Szilvia Nagy1 

Abstract – Gastroenterological cancers, especially the 
colorectal cancers are in the top four lethal cancer types, 
appearing in both the male and female population. Colonoscopy 
is the usual way to diagnose the malign polyps in the colonic or 
rectal section of the enteron. A trained gastroenterologist can 
identify the potentially malign polyps, which need to be removed, 
and sent to biopsy only from the topology of the endoscopic 
image taken of the excrescence, and the structural entropy based 
analysis is one of the candidates to be included as a property in 
evolutional or learning algorithms, that help the decision of the 
medical staff members. 

In this paper we analyze, whether contrast enhancing 
algorithms change the type of localization of the image. Usually 
the colonoscopic images are of not good quality, practically only 
the shades of pink are present, so contrast enhancement is 
necessary, and if these processes have influence on the structural 
entropy of the image, then they should not be applied in the 
evolutional algorithms. 

 
Keywords – Colonoscopy, image processing, structural 

entropy, contrast enhancement. 
 

I. INTRODUCTION 

Colorectal polyps are defined as lesions of the mucosa in 
the colonic or rectal tract of the bowels, that are protruding 
into the lumen [1]. About 60 % of the population gets polyps 
in their colorectum, however, most of these polyps are benign 
and have no possibility to develop into a benign lesion: the 
rate of the colorectal cancer is around 5-6 % in the population. 
One can think, that it would be a safe - though costly - 
solution to remove all the polyps detected in the bowel, or at 
least all those of larger size, but some of these lesions have 
tendency to remain safe, and/or regress, if left in situ, but 
removing them can cause unwanted side effects as all the 
invasive operations. The colorectal polyps are usually 
classified into several classes, even the ones protruding into 
the bowel. (The non-protruding ones can be slightly elevated, 
flat or depressed, of those the latest is considered to be 
potentially carcinogenic, the flat ones are mostly harmless.) 
The protruding lesions are classified as benign, pre-malign 
and malign, of those the distinction of the pre-malign and 
benign polyps is the more complicated task, and the early 
diagnosis significantly increases the chance of survival. 
Unfortunately, in most of the countries there is no organized 
testing of the population.  

The pre-malign lesions can be classified as adenomas and 
serrated polyps, each group having several sub-groups. The 
diagnosis is based on biopsy results, and in the last few 
decades, as the microscope-, or at least higher zoom-aided 
endoscopy developed, the topology of the patterns is also 
helpful. Kudo and his coworkers have introduced a 
classification scheme based on the patterns of the pits on the 
surface of the polyps [2-4]. Narrow band imaging (NBI) can 
also increase the chance of detecting malign or pre-malign 
parts of the polyp, as well as the use of chromoendoscopy, 
where the lesion is sprayed with a bright blue dye (0.2-0.4 % 
solution of indigo carmin), which sits into the pits of the 
structure [1,5]. A polyp with normal, high-zoom endoscopy, 
with NBI and one with chromoendoscopy can be seen in 
Fig. 1 

The Kudo classification scheme starts with Class A1, where 
the pits are round, regular, and A2, with stellar, asteroid, or 
papillary shaped pits. This class is usually considered as non-
adenomous, and these polyps are mostly light in color in the 
NBI. Class B has three subclasses, they are indicating 
adenomas. B3 is either tubular, with large or small patterns - 
classes B3L or B3S -, or into the later class, round pits, that are 
smaller than the regular size can be classified. Usually in these 
cases, the NBI shows darker parts, too. The class B4 contains 
dendritic, branched, gyrus- or sulcus-like pit-structure, 
whereas B5 has irregular shaped patterns. Most of these 
patterns are dark in NBI. 

Distinguishing the classes above needs a qualified eye 
[6,7], but the gastroenterologist could be helped with several 
image-processing algorithms. As it can be seen in Fig. 1, most 
of the images are of not good quality, the contrast is small, 
especially in case of white-light images, even though the 
dynamic range is large die to the black background patterns at 
the corners of the image and the reflections of the light from 
the surface of the wet bowel. Edge detection algorithms can 
also be applied, and learning algorithms based on various 
image properties could also be developed to help the 
diagnostitian. 

In this article we present a possible candidate, the structural 
entropy based localization analysis, for the qualification of the 
images and study, how the localization type changes after 
histogram stretching, and reflection filtering. 

II. CONTRAST ENHANCEMENT AND REFLECTION 
FILTERING 

As a first step, we have prepared the images for further 
analysis. After separating the color channels, we received 
histograms like the one shown in Fig. 2, where after the peak 
around the 0 value, we received a valley, then the valuable 
part of the histogram, and after another depression, the peak 

1 Gabor Csizmadia and Szilvia Nagy are from the Department of 
Telecmmunications, Széchenyi István University, H-9026 Győr, 
Egyetem tér 1. Hungary. E-mail: nagysz@sze.hu. 
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due to the reflections followed around the lightness value 255. 
As a first step we detected the borders of the valuable part of 
the image, then stretched that part of the histogram to the 0 to 
255 domain, and substituted all the reflection and background 
shades that were out of the valuable part of the histogram with 
0. The resulting image can be seen in Fig. 3. A). The contrast 
enhancement is clearly visible compared to Fig. 1. A). 

It is clearly visible, that although the shapes were more 
detectable on the picture, the places of the reflections still had 
a bright frame, that can disturb all later algorithms, thus we 
deleted them by a selective substitution algorithm: if the 
average of the first and second nearest neighbors of the pixel - 
altogether 24 pixels - differed from the brightness value of the 
pixel itself by more than a threshold, we substituted the pixel 
value either by the average of the neighbors, or by 0. The first 
substitution is more suitable for later edge-detecting 

algorithms, whereas the second is more appropriate for 
structural entropy based further studies. Both images can be 
seen in Fig 3. B) and C), respectively. 

III. STRUCTURAL ENTROPY AND THE 
LOCALIZATION 

The structural entropy based localization characterization 
was developed for quantum mechanical purposes, namely for 
describing electron density distributions [8], and applied for 
detecting structures and superstructures in mezoscopic 
systems [9-11]. Later the method was introduced to scanning 
electron microscopy image processing [12], and it proved to 
be suitable for characterization of the surface roughness - and 
thus the catalyzing ability - of gold catalyzers [13].  

The structural entropy and the spatial filling factor can be 
introduced by using the nth Rényi entropies 
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where Ii denotes the normalized pixel intensity, and N the 
number of pixels. The pixel intensities should be normalized 
to 1, as the entropies are defined for probability distribution, 
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The first Rényi entropy is the well known Shannon entropy, 
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i ii IIS 11 ln , it describes the general disorderedness of the 

system, whereas the second of the Rényi entropies, 
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2 ln , is practically the logarithm of the average 
number of light pixels. The difference of the two values it the 
structural entropy, it is the measure of the “disorder” in the 
shape of the distribution, without the spatial “disorder” (i.e., 
without S2). If we select other two Rényi entropies, the result 
will be also suitable for characterizing some kind of shape of 
the distribution. 

   

Fig. 1. White-light (A), chromoendoscopy (B) and narrow-band imaging (C) pictures of colorectal polyps. Pictures were taken at the Petz 
Aladár Hospital Győr, Hungary 

 

 
Fig. 2. The histogram of the blue color channel of the picture in 

Fig. 1. A). The valuable part between approximately 25 and 110 is 
detectable. The value of the background is around 15-20, so a level 

of 20 for the lower, and 30 for the higher end was set as thresholds in 
the algorithm that detected the borders of the valuable part of the 
histogram. The other two color channels, as well as the grayscale 

transformed image have similar characteristics 

B) 

A) 

A) C) 
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Fig. 3. Processed result examples of the blue channel of the image in 
Fig. 1. A). Subfigure A) shows the result of the histogram stretching, 

B) shows the results of the reflection filtering, if the substitution 
value is the average of the neighboring pixels, and C) the reflection 

filtered image with substitution value 0. The white frames around the 
former reflection spots are significantly decreased 

     

 

 

 

Fig. 4. Some of the studied images. left hand side column shows the 
original images, the right hand side column the image masked 

manually. Pictures were taken at the Petz Aladár Hospital Győr, 
Hungary 

 
Usually the following two of these Rényi entropy differences 
are studied: 

 ,SSSstr 21 −=   (3) 

 ,SSq 20ln −=−   (4) 

where q is a quantity in quantum mechanics, called spatial 
filling factor. The structural entropy vs. the spatial filling 
factor of the images are plotted, thus receiving a localization 
map. On this map, each localization maps have well 
distinguishable curves. If the distribution has a given type of 
localization, e.g., it decreases to zero according to a Gaussian 
function, then the image’s Sstr(q) point will take place on the 
curve corresponding to the Gaussian localization type. 
 

A) 

A) 

B) 

C) 
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IV. LOCALIZATION TYPES 

Images, like the one in Fig. 1. A), and in Fig. 3. are studied 
at various stages of the procession. The results are compared 
to the original images’ localization type as well as to the 
localization types of images processed by hand: to images 
where the reflection spots were covered by a black mask. The 
analyzed pictures are shown in Fig. 4, the results for a typical 
colour channel are summarized in Fig. 5. 

V. CONCLUSION 

In case of most of the images, the contrast enhancement 
does not change much the localization types, compared to 
images with the reflection masked by hand, if the masking by 
hand is not too extensive, i.e., the background is not masked 
on a large surface. Although the reflection boundaries that are 
left by the automatic histogram stretching distort the 
localization type to a quicker one, the local reflection filtering 
techniques move them back to approximately the localization 
type of the manually reflection-masked image. 
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Fig. 5. The changing of the localization type of the images in Fig. 4. 
Blue color channel. The 1st row in Fig. 4 is denoted by ○ and □, the 

second one by × and +, the third by triangles, and the last one by 
pentagram and hexagram. The colors mean the following: black: 

original, red: histogram stretched, green: filtered with substitution of 
the average of the pixels, blue: filtered with substitution of 0 
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 Receiver Induced Intermodulation Interference  
in GSM-900 

Peter Petkov1, Kliment Angelov 2, Ilia Iliev 3, Boncho Bonev4, Vladimir Poulkov5

Abstract –In this paper a specific case related to 
intermodulation interference caused by co-existence of GSM-900 
and UMTS-900 technologies on the same site has been 
investigated. The analysis and experimental results showed that 
the interference is not induced into the transmission path 
between the User Equipment (UE) and the Base Station (BS). It 
is a result of overloading the input stage of the UE’s receiver thus 
driving its operating point into a nonlinear region. 
 

Keywords –Co-existence Intermodulation interference, 3G, 
UMTS, GSM. 

 

I. INTRODUCTION 

The market share of GSM services recently has reached its 
peak. In the most general case, three or more network 
operators share a limited frequency resource, which in many 
cases could cause interference problems the solving of which 
raises the need of taking specific measures related to planning, 
interference suppression or coordination. The interference 
problems become more severe with the implementation of 
broadband service (UMTS) in the frequency limited GSM-900 
band. System planning takes into account co-channel and 
adjacent channel interference [1]. The main cause of these 
interference signals is the frequency reuse in the cellular 
network, signals falling outside the compensation range of the 
delay equalizer and out-of-the-network emissions of unwanted 
signals [2].  

In some occasions, interference occurs due to non-linear 
performance of the transmission path [3]. For example, two or 
more UMTS or GSM signals radiated from co-sited or close 
spaced antenna systems can generate Intermodulation (IM) 
products of third and/or higher order that can fall within a 
certain frequency of the receive channel. Similar case could 
arise, when several GSM channels mix and generate IM 

products, which affect the UMTS service, operating in the 
upper frequency band as described in [4]. Another problem 
related to the generation of IM products is considered in [5], 
where the authors analyse several scenarios. One is the case 
when an impaired service UMTS base station is 
geographically closely located with a GSM base station and 
another the case when they are operating on physically 
separated areas. Usually IM products up to the fifth order are 
taken into account. Complexity arises because of the 
broadband character of the UMTS signal - it can generate IM 
products by itself. The paper discuses and evaluates some 
aspects of UMTS and GSM co-existence interference. The 
authors also propose a new frequency planning strategy, that 
takes into account out-of-band IM interference signals and 
improves QoS of the 3G wireless network [5]. 

In this paper the intermodulation interference caused by co-
existence of GSM-900 and UMTS-900 technologies on the 
same site is investigated. In point II the sources of 
intermodulation interference are considered. In point III the 
results from the measurements of the induced interference as a 
result of overloading the input stage of the UE’s receiver are 
presented. Finally in the conclusion a recommendation for 
mitigation of such interference is given.  

II. SOURCES OF INTERMODULATION 
INTERFERENCE  

Main cause of the Intermodulation interference is the non-
linear performance of the transmission or receive path, where 
several signals are mixed and generate IM products. There are 
several models to describe this type of induced 
intermodulation. One of the most adequate models is 
described in [7]. Despite the fact it was initially created do 
provide compliance between aeronautical services and 
broadcast services, same analyses and conclusions can be 
delivered and applied to any type of radio networks. The ITU 
defines four types of interference mechanisms: 
• TypeA interference – caused by unwanted emission into 

the operating channel band from one or more out of band 
transmitters. 

• Type A1 interference mechanism occurs when one on 
more out of band transmittersinteract and produce 
intermodulationcomponents into the operating channel. 
Transmitter side Passive Intermodulation Distortions 
(PIM) are a typical case of A1 type intermodulation 
interference. 

• Type A2 interference is occurred when spurious 
emissions of an out of band transmitter fall within the 
receive band of the service. It happens only when the 
transmit and receive bands are in immediate proximity. 
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Fig. 1. Type A intermodulation interference example. A base station 
produces and transmits an intermodulation product with the same 
frequency as the downlink frequency of the neighbor BTS. The 

interference signal propagates in the coverage area 
 

• Type B interference is generated in the receiver side, 
resulting from out of the band broadcasted signals with 
substantial levels (Fig. 2).This type of interference is 
instrument specific and can be proved with standardized 
receivers only. The general purpose instruments in 
general have wide dynamic range and may not detect B-
type of interference.   

 

Fig. 2.Type B intermodulation interference. The interference signals 
are induced in the receiver side. “Trigger” station – in green, “Cut-

off” Stations – in red 
 

• B1 type of interference occurs when the UE receiver is 
loaded with a particularly strong signal; it drives the 
operating point of the receiver’s input stage to a 
nonlinear region of its operating characteristic. Once 
this happens, high order products are generated in the 
receiver’s circuitry. In order this type of interference to 
occur, it is necessary two or more broadcasted signals 
to have a frequency relationship, which in a non-linear 
interact to produce an intermodulation product within 

the wanted RF channel. At least one of these signals 
must have a level, strong enough to drive the receiver 
into non-linear region (Trigger level). The other signals 
have to have levels which are detectible (Cut-off level) 
in order to generate intermodulation products. Usually 
third and fifth order intermodulation products are 
considered, because their products fall whiting the 
receive band of the system. However, analyses should 
include signals from all sources that are above the Cut-
off level and include even and odd order products, up 
to fifth order (beyond the limitations proposed by ITU  
[7]). 

• Type B2 interference may occur when the UE receiver 
is overloaded by one or more signals with very high 
levels. It leads to desensitization in most of the cases or 
complete loss of receiver operation [6, 7]. 

III. EXPERIMENTAL RESULTS 

In order to correctly determine the type of interference the 
authors have performed research and measurementsat a 
location where interference problems occurred after the 
installation and commissioning of 3G UMTS service in the 
900MHz band. In this location the UMTS service was 
degraded and the quality of service in the downlink was 
deteriorated.  

 
 

Fig. 3. Aerial photo of the problem area  
 

After initial analysis in order to find out the reason for this 
service degradation and suggest possible solutions of the 
problem, the hypothesis was that the broadband UMTS carrier 
mixed up with the existing on site narrowband GSM carriers 
thus producing IM products that affect the GSM service.   

The location of the problematic area was narrowed down to 
a circular shaped region of 10 m in diameter, situated 120 m 
NW from the base station (Fig. 3). The uphill terrain profile 
suggested that this region is within the antenna beam peak of 
the base station. The instruments used for interference 
detection were standard GSM terminal and AniteNemo 
FSR-1 standardized measurement receiver. Fig. 4illustrates 
the frequency spectrum in case of two operators, where one of 
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the operator’s carriers (Broadcast Control Channel - BCCH) 
are completely absorbed into the noise, created by the other 
operator’s UMTS and GSM service carriers.  

The color marking of the figure is as follow: - Orange – 
first operator’s channels (Dark orange – UMTS frequencies); 
Red – second operator’s channels; Green – channels of other 
mobile operators; Yellow – BCCH channels of the second 
operator and Grey – guard frequency bands.  

However, the on-site measurements with a spectrum 
analyzer showed that no interfering signals are propagated in 
the transmission channel. This conclusion was confirmed with 
UMTS carrier ON and OFF, in the case where the other 
operator’s carrier was clearly detectable (Fig 5). 

A similar picture was noticed when a service check-up was 
performed with a standard Sony-Ericsson handheld UE 
terminal. The service was interrupted and phone calls were 
impossible to be performed. 

 

Fig. 4. Snapshot of the 900MHz spectrum in the test point, measured 
with standardized measurement receiver 

 

 

Fig. 5. Snapshot of the 900MHz spectrum in the test point, measured 
with spectrum analyzer 

 
Analysing the significant difference in the resluts from 

Fig. 4 and Fig. 5, we came to the conclusion that the 
interference is of the type “B2”, i.e. it is not generated in the 
tranmission path and induced into the user  receiver 
equipment. Due to the relatively high level of the first 
operator’s carriers (and proximity to the base station), the 
interference in such a standartized UE terminal is generated 
because of the nonlinear input charecteristics of its receiver. 

This conclusion was confirmed from the results of the 
measurements obtained when introducing a 10 dB attenuation 
pad to the input of the receiver as shown in Fig.6. 

 

Fig. 6. Snapshot of the 900MHz spectrum in the test point, measured 
with standardized measurement receiver, with 10dB attenuation pad 

 
After adding the 10dB pad, the interference (noise) levels 

dropped by more than 30dB and second operator’s carriers 
became clearly noticable. For an additional confirmation of 
this conclusion different measurements were  conducted by 
decreasing the carrier transmission levels form the base 
station. With every drop of the carriers a decrease in the ‘B2’-
type interference product was observed until it dissapeared 
completely after a total of 20 dB decrease of all carriers.  

 

Fig. 7. Snapshot of the 900MHz spectrum in the test point, with a 
new set of GSM frequencies of the First operator 

 
Several attempts to mitigate the interference were taken by 

rearrangement of the frequency allocation on behalf of the 
first operator. The new frequency set was choosen in the way 
that the discrete value intermodulation products (of the GSM 
carriers) not to coincide with the BCCH carriers of the Second 
operator (Fig. 7).Some improvements of the signal-to noise 
ratio could be noticed on the measurement receiver and 
improvement of the quality of service of the Second operator 
on the UE handheld terminal, however these attempts didn’t 
lead to complete erradication of the problem and in case of 
pracitcal implementation it will lead to limitations and bring 
additional complexity from the frequency allocation point of 
view. 

IV. CONCLUSION 

In this paper, a special case of type “B” intermodulation 
interference caused by co-existence of GSM-900 and UMTS-
900 technologies on the same site was considered. Despite the 
fact that in the literature interference mechanisms are well 
explored for other types of radio communication equipments, 
authors had not found similar analyses related to the operation 
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of UMTS and GSM base stations in vicinity to one another. 
Such type of interference can raise serious operation problems 
and should be taken into account especially in the case of 
heterogeneous wireless networks (where different types of 
micro, pico and nanocells coexist) and with the introduction 
of 4 and 5G technologies. There is no straight-forward 
solution of the problem, however with a careful selection of 
transmit powers and operating frequencies on behalf of the 
mobile operators having base stations in vicinity of one 
another the problem can be successfully mitigated.  
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Parametrical Analysis of DVB-T Channels 
 Lidia Jordanova1, Georgi Karpov2, Dobri Dobrev3

Abstract – The paper deals with the influence of channel 
coding, modulation and diversity reception on the error 
probability in DVB-T channels. Two mathematical models of the 
channel are presented, which are used for determining the BER 
at the decoder output, when receiving signals by one or more 
antennas. The CNR values are determined, that are required to 
achieve Quasi Error Free reception, depending on the code rate, 
modulation type and number of diversity branches. 
 

Keywords – DVB-T, concatenated RS-convolutional code, 
M-QAM, BER, CNR, Antenna diversity technique. 

 

I. INTRODUCTION 

According to DVB-T standard, quality receiving of 
terrestrial digital programs is achieved when BER at the input 
of MPEG-4 demultiplexer is less then 10−11. This criteria 
corresponds to Quasi Error Free (QEF), it means less than one 
uncorrected error event per hour of system's work [1]. 

The main difficulty in terrestrial television broadcasting 
systems is multipath radio signal propagation that causes 
intersymbol interference (ISI), from where, the bit error 
probability in received video and audio information, increases. 
In DVB-T systems the criteria for QEF receiving can be 
achieved by using two-step Reed-Solomon - convolutional 
channel coding, COFDM method of transmitting the signal 
through radio channel and special diversity antennas with 
received signals combining [2]. 

For transmitting of payload digital stream (video, audio 
signals and additional programs data) plus bits for inner, outer 
error protection and synchronization bits, the DVB-T standard 
uses two modes – 2K with 1512 subcarriers and 8K with 6048 
subcarriers. Subcarriers are equally distributed through the 
baseband of one TV channel, which is 8 MHz. The used 
methods for modulation of subcarriers are QPSK, 16-QAM 
and 64-QAM.  

Significant improvements of the CNR at the receiver input 
without increasing the transmitted power can be achieved by 
using of diversity reception [3]. There are different variants of 
this technique, which differ in the criteria for combining the 
signals, received by spatial diversity antenna system. Signal 
combining can be selectively (Selective Combining – SC), 
combining according to the criteria for maximum signal to 

noise ratio (Maximum Ratio Combining – MRC), combining 
with the same amplification of signals from different antennas 
(Equal Gain Combining) and others [4]. 

The aim of this work was to investigate the influence of the 
channel codes parameters, the modulation types and the 
number of diversity branches on the BER characteristic of 
digital terrestrial television channels. 

II. ERROR PROBABILITY IN DVB-T CHANNEL  

The amplitude of received signal in the fading channel can 
be present as Ac = α·Ac0, where Ac0 is amplitude of signal 
without influence of channel fading and α is the fading 
amplitude. The received carrier amplitude Ac0 is modulated by 
α. The parameter α is a random variable with mean-square 
value Ω, the probability density function of α depends on type 
of channel fading. Since, the power of received signal 
attenuates with α2, the instantaneous value of energy per bit to 
spectral power density γ = α2(Eb /N0). The mean-square value 
of γ is calculated by the formula 

 2
 0 0b bE N E Nγ α= = Ω . (1) 

For Rayleigh fading channel, used for transmitting the M-
QAM modulated signal, the bit error probability (BEP) is 
defined as [4]  
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When no channel coding is applied, ζ = 1. 
In DVB-T systems the channel coding is performed in two 

stages, as firstly the MPEG-4 digital stream is applied to the 
input of RS-coder and then, RS-coded stream is applied to the 
input of convolutional coder. 

The bit error probability after the RS decoder PRS,out is 
related to the bit error probability at the input of RS decoder 
PRS,in by the following dependence [5]: 
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where N is the number of symbols in a RS-coded block 
(N = 204), t is the maximal number of erroneous symbols, that 
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can be corrected with RS code (t = 8), βi is the average 
number of symbol errors remaining uncorrected in the 
received block after decoding. According to DVB-T standard 
[6] it is accepted that βi = i. In formula (4) PRS,in actually 
represents BEP after the convolutional decoder. 

BEP after convolutional decoder PC,out depends on 
parameters of transmitted signal, and on the characteristics of 
the communication channel. The upper bound of BEP after 
convolutional decoder is defined as [6] 

 ( )0,
1

( )
free

C out d b
d d

P w d P E N
k

∞

=

≤ ∑ , (5)  

where Pd(Eb/N0) is the probability of choosing an incorrect 
path at Viterbi decoding, which differs from the correct path 
in terms of d positions, k is the constructive code length, d is 
the free distance of convolutional code, w(d) is the number of 
paths with distance d, dfree specifies the free distance of the 
used code. Values of parameters d and w(d) are given in [5]. 

For the Rayleigh fading channel there is the following 
dependence between probability Pd and BEP in 
communication channel Pin [7]: 
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To determine Pin the expressions (2) and (3) are used, where 
the following substitution is made: ζ = RRS·RC. The Reed-
Solomon code rate RRS = 0.92 and the convolutional code rate 
RC can be 2/3, 3/4, 5/6 and 7/8. 

III. INFLUENCE OF DVB-T SIGNAL PARAMETERS 
ON RADIO CHANNEL NOISE IMMUNITY  

To estimate the noise immunity of DVB-T channel the 
dependence of BER at channel decoder output from CNR at 
demodulator input is used. The relation between CNR and 
Eb /N0, expressed in dB, is given by [2] 

 ( )0 10 lg 10 lg 1 / 4bCNR E N m α= + − − +  

 ( )10 lg 10 lg 10 lg ,RS C

pl s

nz s

N T
R R

N T Tτ
+ + +

+
 (7) 

where m = log2M is the number of bits pеr symbol; α is the 
roll-off factor of √cos2-filter (α = 0,35); Npl is the number of 
subcarriers, used to carry payload information; Nnz is the 
number of non-zero subcarriers, used to carry TPS 
(Transmission Parameter Signaling), pilot carriers and data; Ts 
is the period of one OFDM symbol and Tτ is the guard interval 
length. 

The noise immunity of DVB-T channel depends on the 
modulation type, the channel code rate and the parameters of 
communication channel, that take into account the influence 
of white Gaussian noise and multipath propagation. 

The influence of modulation type and convolutional code 
rate on the noise immunity of DVB-T channel is shown on 

Fig. 1. In this simulation research is accepted that k = 6, 
γ = Eb /N0, Npl = 6048, Nnz = 6817 and Tτ = Тs /32. 

The obtained results show that for the three convolutional 
code rates when using different modulation for OFDM 
subcarriers, the values of CNR, that are required to achieve 
BER = 10−11, are the following (see Tab. I): 

TABLE I 
VALUES OF CNR 

RC 1/2 3/4 7/8 
QPSK 8.2 dB 11.6 dB 15.4 dB 

16QAM 13.5 dB 17.2 dB 21.3 dB 
64QAM 18.1 dB 22.2 dB 26.6 dB 

 
It is evident that increasing the modulation level in order to 
achieve higher transmission rates through radio channel 
requires working at lower convolutional code rates. 

The influence of OFDM symbol guard interval on the 
channel noise immunity can be estimated from Fig. 2. It can 
be seen that in order to maintain a certain quality of reception, 
when Tτ decreases from Тs /4 to Тs /32, it is necessary to 
increase CNR by 1 dB. Moreover, the system spectral 

efficiency increases, because the data transmission rate is 
higher at lower values of Tτ . 

 
Fig. 1 BER dependences for different modulations and 

convolutional code rates. 

 
Fig. 2 Impact of OFDM guard interval length on the noise immunity 

of DVB-T channel for 16QAM and RC = 1/2. 
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IV. IMPROVEMENT OF BER PERFORMANCE OF 
DVB-T CHANNEL USING DIVERSITY RECEPTION  

The method of diversity reception allows increasing the 
CNR at the receiver input by combining of some copies of 
received signal in a certain way. The increase of CNR at the 
receiver input implies the decrease of BER at MPEG-4 
decoder. The researches, presented in this paper are based on 
Selective combining (SC) of signals in receiver. SC is 
technique of the switched type, it means, that in a current 
moment the receiver selects the antenna with the highest 
received signal power and ignores inputs from the other 
antennas. The advantage of SC method is simple and cheap 
technical implementation. Usually, two or four diversity 
branches are used, as in the first case the realization is simpler 
and cheaper, and in the second case higher system efficiency 
is achieved. The number of diversity branches is determined 
by the number of receive antennas [3]. 

To determine the bit error probability when SC receiving 
scheme with L branches is used, the following dependence 
can be applied [9] 
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For DVB-T channel, where the concatenated Reed-
Solomon - convolutional code is used, the parameters λk and q 
are calculated as 
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The bit error rate at the output of channel decoder is 
determined from expressions (2) - (6) as BEP in the 
communication channel is equal to 
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The following two figures (Fig. 3 and Fig. 4) show 
dependence of BER at the output of concatenated RS-
convolutional decoder from CNR at demodulator input for the 
cases with two (L = 2) and four (L = 4) receive antennas. To 
obtaining this dependences, it is accepted that k = 6, 
γ = Eb /N0, Npl = 6048, Nnz = 6817 and Tτ = Ts /32. 

The researches are conducted for the three modulations of 
OFDM subcarriers (QPSK, 16QAM and 64QAM), as in the 
figures only dependences for three code rates (1/2, 3/4, and 
7/8) are shown. 

 

The values of CNR, required for QEF reception when two 
and four diversity branches are used can be seen in Tab. II. 

TABLE II 
CNR VALUES WHEN COMBINING THE SIGNALS 

RECEIVED BY VARIOUS ANTENNAS 

L RC 1/2 3/4 7/8 

2 
QPSK 4.4 dB 6.8 dB 9.3 dB 

16QAM 10.2 dB 12.9 dB 15.7 dB 
64QAM 15.2 dB 18.3 dB 21.3 dB 

4 
QPSK 2.1 dB 3.1 dB 4.1 dB 

16QAM 8.0 dB 10.4 dB 12.6 dB 
64QAM 13.2 dB 15.9 dB 18.3 dB 

 
It is obvious, that for the given modulation of OFDM 

subcarriers and for a given code rate, by using of receive 
combining technique, it is possible to obtain the essential 
decrease of CNR values, which are necessary for QEF 
reception. The gain with respect to the parameter CNR 
compared to the case when only one receive channel is used is 
shown in Table III. 

 

 

 
Fig. 3. BER characteristics of DVB-T channel when L = 2 

 
Fig. 4. BER characteristics of DVB-T channel when L = 4 
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TABLE III 
BENEFITS REGARDING THE PARAMETER CNR. 

L RC 1/2 3/4 7/8 

2 
QPSK 3.8 dB 4.8 dB 6.1 dB 

16QAM 3.3 dB 4.4 dB 5.6 dB 
64QAM 2.9 dB 3.9 dB 5.3 dB 

4 
QPSK 6.1 dB 8.5 dB 11.3 dB 

16QAM 5.5 dB 6.8 dB 8.7 dB 
64QAM 4.9 dB 6.3 dB 8.3 dB 

 
The conducted researches show, that using of more than 

four diversity branches does not influence essentially values 
of CNR, that are required for BER = 10−11. This is illustrated 
on Fig. 5. 

It is important to mark, that in contrast to the convolutional 
code rate and the type of subcarrier modulation the diversity 
reception technique does not influence the spectral efficiency 
and its implementation is associated with increasing the 
system complexity. 

 
 
 

V. CONCLUSION 

The investigations carried out on BER characteristic of 
DVB-T channels allow to define the minimum acceptable 
values of CNR, which are required for achieve QEF reception, 
taking into account the code parameters, the size of OFDM 
symbol guard interval, the modulation type and the number of 
diversity branches. 

Obtained results show, that when the signal is received by 
one antenna and the convolutional code rate is maximal, the 
values of CNR varies from 15.4 dB (QPSK) to 26.6 dB 
(64QAM). Using two diversity branches allows these values 
to be reduced by 6.1 dB (QPSK) and 5.3 dB (64QAM), and 
when using four diversity branches the achieved reduction is 
11.3 dB (QPSK) and 8.3 dB (64QAM). 
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Abstract – In this paper two algorithms for optimizing the 

parameters of APSK constellations are presented. A 
mathematical model is synthesized which is applicable for both 
algorithms. The optimal parameters for 16APSK constellations 
derived by both algorithms are determined. Dependencies of the 
symbol error probability on the Es /N0 ratio are given using the 
optimized parameters of the APSK constellations studied. 
 

Keywords – APSK constellation, Minimum Euclidean distance, 
SER, Es /N0 . 

I. INTRODUCTION 

The requirement to the contemporary communication 
systems for providing higher rate of the transmitted data 
demands the application of modulation methods with a greater 
spectral efficiency. When M-ary modulation technique of 
higher order is used then both the spectral efficiency and the 
bit rate are increased but in turn the channel noise immunity is 
decreased. These contradictious requirements have to be taken 
into account when modulation technique is selected for 
satellite DVB systems. 

In the satellite systems except the noise and the 
interference, the channel nonlinearity also causes a problem. 
The nonlinearity exists because of the fact that the working 
mode of the board power amplifier is chosen near the 
saturation point in order to reach the maximum level of the 
transmitted signal. The nonlinear signal distortions, similarly 
to the noise and interference in the radio channel, are the 
reason for the increase of the error probability. 

The research done shows that the noise immunity of a 
linear AWGN channel when using APSK and QAM 
modulations with equal order of manipulation, is almost the 
same [1]. The APSK modulation, however, provides a greater 
resistance to nonlinear distortion in the radio channel [2,4], 
which is the reason why this modulation is most widely used 
in the second-generation satellite DVB systems. 

The concept of the APSK modulation was put forward 40 
years ago [3], but only later were its advantages appreciated in 
the cases when the radio channel is nonlinear [4]. In [1] are 
given APSK constellations whose parameters are optimized 
according to the criterion of maximum mutual information. 

Exactly these constellations are accepted in the standard 
DVB-S2. 

The aim of this paper is to study the impact of the APSK 
signal parameters on the noise immunity of the radio channel 
and to derive their optimal values with which a minimal 
symbol error probability is reached. 

II. MATHEMATICAL MODELS OF THE USED 
ALGORITHMS 

The APSK constellation consists of N number of concentric 
circles, where the k-th circle contains nk number of signal 
points. Each of the circles in the constellation is characterized 
by a primary phase shift φk and radius rk . For convenience, 
instead the radiuses are used their retios relative to the radius 
of the innermost circle - γ. The APSK modulation is usually 
denoted as n1-n2-…APSK. 

The aim of the parameter optimization of the APSK 
constellation is to achieve maximum radio channel noise 
immunity without any essential deterioration of the power 
effectiveness. There are several known algorithms for 
optimization of APSK constellations [5,6], whose major 
differences are related to the criterion chosen. The studies 
presented in this paper are based on two of these algorithms. 
In the first algorithm, the constellation parameters are chosen 
so as to maximize the minimum Euclidean distance. The aim 
of the optimization which is done by the second algorithm is 
to provide minimum symbol error probability. 

After processing the basic expressions, given in [7], the 
following dependence for determination of symbol error 
probability Ps was obtained: 

0
1 1, 1 1,

1 1 1
( )

2 2
.i j

S i j

M M M M

i j j i i j j i

d
P P s s erfc

M M N= = ≠ = = ≠

≤ → =
 
 
 

∑ ∑ ∑ ∑     (1) 

In this expression, P(si→sj) denotes the probability that 
instead of the i-th symbol the j-th one is accepted, M is the 
modulation order, N0 is the noise power density and dij is the 
Euclidean distance between the i-th и j-th points of the 
constellation. The value of the error complementary function 
is obtained by the formula [8] 

( )21
( ) experfc x x

x π
≈ ⋅ − .                                             (2) 

In order to determine the Euclidean distance between two 
points which define the i-th and j-th positions of the APSK 
signal vector, we can use the cosines theorem, i.e. 

2 2

( ) ( ) ( ) ( )2. . .cosi j p i q j p i q j i jd r r r r= + − Θ ,                              (3) 
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where rp(i) and rq(j) are the radiuses of the circles where the 
two points are located and Θij is the angle between the signal 
vectors studied. The value of Θij is derived by the formula [6] 

( ) 1 1
2i j p q

p q

i j

n n
ϕ ϕ π

− −
Θ = − + −

 
 
 

,                             (4) 

where φp and φq denote the relative phase shifting of the signal 
points located on the p-th and q-th circles, np and nq is the 
number of these points. 

The relation between the radiuses of the circles in the 
APSK constellation and the energy per symbol Es can be 
described by the following dependency: 

2 2 2 2 2 2

1 1 2 2 1 1 2 1 1
. . ... . ( . ... . )

N N N N

S

n r n r n r n n n
E

M M

r γ γ
−

+ + + + + +
= =    (5) 

where γi = r(i+1) /r1.  
The mathematical model described is applicable for both 

algorithms and allows to optimize the following parameters of 
APSK constellations: the number of phase states nk of the 
signal vector with amplitude rk , the ratios between the 

amplitudes of the signal vector γ(k-1) = rk /r1 and the relative 
phase shifting of the symbol points φk , where  k = 1, 2, … N. 

In this paper are given only the results derived when using 
both algorithms for the optimization of 16APSK constellation 
parameters. As it is evident in Fig. 1, the signal vector in this 
case has two amplitude (r1 and r2) and 12 phase states, and the 
initial phase shifting of the symbol points located on the inner 
and outer circles, is respectively φ1 and φ2. The parameters 
which undergo optimization are the number of symbol points 
on the inner and outer circles of the 16APSK constellation n1 
and n2 , their initial phase shifting φ1 and φ2 and the radius 
ratio of the two circles γ1 = r2 /r1 . 

III. PARAMETERS OF 16APSK CONSTELLATION 
OBTAINED BY THE FIRST ALGORITHM 

For the optimization of the 16APSK constellation 
parameters, by the first algorithm we need to find the 
maximum value of the minimum Euclidean distances dmin , 
and for this purpose the expressions (3), (4) and (5) are used. 
The study is conducted for different combinations of the 

parameters n1, n2 and φ1, and for each of them is defined the 
functional dependency of dmin on the rest parameters of the 
APSK constellation – γ1 and φ2 . 

In Fig. 2 are shown the results of a 16APSK constellation 
simulation study, where is accepted that n1 = 4, n2 = 12 and 
φ1 = 45о and the energy per symbol is limited, i.e. Es = 1. The 
analysis of the results obtained shows that the maximum 
Euclidean distance is provided when γ1 = 2.73, and the impact 
of the parameter φ2 , which is not very prominent, can be 
ignored, when γ1 ≥ 2,08. As a result, for the 4-12APSK 
constellation in question, the following values of the 
parameters studied are chosen as optimal: γ1 = 2.73 and 
φ2 = 0. 

Analogous studies have also been conducted for other 
16APSK constellations, and the parameters of some of them 
are shown in Table I. For comparison, in the same table are 
given the parameters of the standard 16APSK constellation, 
which is used in the DVB-S2 systems with LDPC rate 
RLDPC = 8/9. 

TABLE I 
PARAMETERS OF THE OPTIMAL 16APSK CONSTELLATIONS 

Constellation 
Number (CN) n1, n2 γ1 

φ1 , 
deg 

φ2 , 
deg 

CN 1 3, 13 3.61 60 0 
CN 2 4, 12 2.73 45 0 
CN 3 5, 11 2.17 36 0 
CN 4 6, 10 2.00 30 0 

DVB-S2 4, 12 2.6 45 15 
 

The dependencies of the symbol error rate (SER) on the 
energy per symbol to noise power density radio (Es/N0) for the 
optimized 16APSK constellations are shown in Fig. 3. In 
Table II are given the values of Es /N0 parameter which are 
necessary for providing SER = 10−1, 10−2 and 10−3. 

As it is evident in Table II, the best radio channel noise 
immunity can be provided when the third APSK constellation 

 
Fig. 1. 4-12APSK constellation 

 
Fig. 2. Minimum Euclidean distances with 4-12APSK in a 

dependency on γ1 and φ2 
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is used, where n1 = 5, n2 = 11, γ1 = 2.17, φ1 = 36о and φ2 = 0о. 

In comparison with the constellation which is standard for 
DVB-S2, the achieved benefit is 0.36 dB (for SER = 10−2) and 
0.46 (for SER = 10−3).  

TABLE II 
CALCULATED VALUES OF THE PARAMETER ES /N0 , dB  

SER 10−1 10−2 10−3 
CN 1 13.080 16.803 18.926 
CN 2 12.540 15.958 18.026 
CN 3 12.357 15.558 17.507 
CN 4 12.371 15.654 17.703 

DVB-S2 12.528 15.913 17.969 
 

IV. OPTIMIZATION OF 16APSK CONSTELLATION 
UNDER THE CRITERIA FOR A MINIMUM SER 

The aim of the study presented in this section is to derive 
the parameters of the 16APSK constellation, where a 
minimum of the functional dependency which is presented by 
expression (1), is reached. We have used the same 
combinations of the parameters n1, n2 and φ1 as in the previous 
section and for each of them is derived the functional 
dependency of SER on the parameters γ1 and φ2 of the APSK 
constellation. 

The results of the conducted simulation study for the 4-
12APSK constellation, obtained when Es /N0 = 15 dB, are 
shown in Fig. 4. In this case, the symbol error ratio is 
minimum, when the ratio of the radiuses of the outer and inner 
circles γ1 = 2.5. As the impact of the initial phase shifting of 
the signal points located on the outer circle of the APSK 
constellation is ignorable small, it is accepted that φ2 = 0. 

Analogous studies are conducted for the rest of the 
16APSK constellations and the derived results are given in 

Table III. It is evident that the values of the parameter γ1 are 
very close to the ones derived in the previous study. 

 
Fig.4. Dependencies of the symbol error rate for 4-12APSK 

on the parameters γ1 and φ2 

TABLE III 
PARAMETERS OF THE OPTIMAL 16APSK CONSTELLATIONS 

Constellation 
Number (CN) n1, n2 γ1 

φ1 , 
deg 

φ2 , 
deg 

CN 1 3, 13 2.86 60 23 
CN 2 4, 12 2.5 45 0 
CN 3 5, 11 2.25 36 6 
CN 4 6, 10 2.07 30 0 

 
In Fig. 5 are shown the dependencies of SER on the Es /N0 

 where the optimized parameters of the 16APSK constellations 
studied are used. The values of the parameter Es /N0, for which 
the symbol error rate is 10−1, 10−2 and 10−3, are given in 
Table IV. 

 

Fig. 5. SER characteristics of 16APSK channels  
 

In this case, too, the highest noise immunity of the radio 
channel is achieved when the third APSK constellation is used 

 

Fig. 3. SER characteristics of 16APSK channels 
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with parameters n1 = 5, n2 = 11, γ1 = 2.25, φ1 = 36о and 
φ2 = 6о. In comparison with the standard for the DVB-S2 
constellation, the benefit achieved is approximately 0.4 dB. 

TABLE IV 
CALCULATED VALUES OF THE PARAMETER ES /N0 , dB 

SER 10−1 10−2 10−3 
CN 1 12.978 16.656 18.826 
CN 2 12.532 15.899 17.950 
CN 3 12.328 15.546 17.521 
CN 4 12.329 15.642 17.735 

DVB-S2 12.528 15.913 17.969 

V. CONCLUSION 

The algorithms presented in this paper allow the 
optimization of the amplitude and phase states of the M-
APSK signal vector, so as to achieve maximum noise 
immunity of the radio channel. The results of the studies 
conducted show that the parameters of the APSK 
constellations which are derived by both algorithms, are very 
close. For the example used in this paper, which is related to 
16APSK constellations, by the optimization carried out with 
the first algorithm are provided values for the parameter 
Es /N0 , which are from 0,36 dB to 0,46 dB smaller than those 
allowed in the DVB-S2 standard. 
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Outage Performance of Dual-hop AF Relaying System in 
Weibull-gamma Fading Environment 

Jelena A. Anastasov, Aleksandra M. Cvetković, Daniela M. Milović and Dejan N. Milić

Abstract – In this paper, brief outage performance analysis of 
dual-hop relaying system over composite Weibull-gamma fading 
channels is presented. Upper bound SNR approximation is used 
for analytical and numerical evaluations of outage probability. 
New lower bound for outage performance for proposed system 
with variable gain amplify-and-forward (AF) relay is derived. 
Appropriate comparison of the approximation and the exact 
results is obtained. Effects of fading and shadowing phenomena, 
outage threshold and average signal-to-noise ratio per hop are 
explained by numerical analysis. 
 

Keywords – CSI - assisted AF relays, dual-hop system, fading 
channel, outage probability, shadowing 

 

I. INTRODUCTION 

Implementation of relaying technology can extend the cell 
coverage and reduce no signal area. On the other hand, relay 
networks redirect high intensity traffic in order to establish a 
balanced network load [1]. In wireless systems, utilization of 
relays is one of the ways to improve the system performance, 
by reducing the multi-path fading and shadowing effects [1-
3]. 

The effect of fading caused by multipath propagation is 
often modelled by Rayleigh, Ricean, Nakagami-m and 
Weibull distributions [4]. When propagation channel is 
affected only by fading (short distances), due to reflection, 
diffraction and scattering, the average signal power is 
assumed to have constant value. At the large distance, the 
obstructions between transmitter and receiver diminish signal 
power which often results in the variation of the average 
power, i.e. shadowing effects [4]. The random fluctuations of 
average signal power are often modelled by the lognormal 
distribution [5]. Composite fading models based on the 
lognormal shadowing distribution are very inconvenient for 
analytical manipulations because of unavailable closed-form 
solution of those problems [6], [7]. Therefore, a gamma 
distribution may be used as a good approximation for the 
lognormal distribution while a K (i.e. Rayleigh/gamma) and 
generalized-K (GK) (i.e. Nakagami-m/gamma) distributions 
[6], [7] are mathematically more tractable and convenient for 
performance evaluations. On the other hand, Weibull fading 
model gives an excellent fit to measured data of multipath 
fading in urban propagation environment. Also, Weibull 

fading model unifies Rayleigh fading model and under 
required circumstances describes channel with deeper fading 
conditions [8]. 

Based on achievable performance gain, relaying systems 
can be classified as: decode-and-forward (DF) and amplify-
and-forward (AF) relays [2]. DF relays process digital signals 
and require more complex and more expensive practical 
realization compared to AF relays. AF relays process analog 
signals by amplifying transmitted signal and retransmiting it 
to the destination. Furthermore, channel state information 
(CSI) − assisted AF relays (or variable gain AF relay) and 
relays with fixed-gain are two subcathegories of AF relays 
[2], [3]. 

Analysis of dual-hop system with CSI-assisted AF relays 
over channels corrupted by fading and shadowing phenomena, 
simultaneously, was presented in [9]-[11]. In [9], considering 
upper-bound signal-to-noise ratio (SNR) approximation some 
performance evaluations over GK fading channels were 
performed. Also, system with variable AF dual-hops with 
Ricean fading and shadowing was analyzed in [10]. The exact 
and bounded expressions of outage and bit error performance 
were presented in this paper. In [11], the noise- and 
interference-limited AF relaying systems were discussed over 
composite extended generalized-K fading links. In this paper, 
we analyse outage performance of dual-hop AF relaying 
systems in Weibull-gamma fading environment. This 
composite fading/shadowing model describes a variety of real 
channel conditions unlike other fading models do. To the best 
of authors' knowledge, AF relaying systems performances in 
given fading environment were not analysed in the literature. 

The main focus in this paper is on the analysis of CSI-
assisted AF relaying systems as low-cost and simpler to 
implement for practical realization. We derive analytical 
result for evaluating lower-bounded outage probability. Based 
on this approximation, numerical results were obtained and 
simulation validity was confirmed. The derived analytical 
expression is compared to the exact result and appropriate 
conclusions are given. 

II. PERFORMANCE EVALUATION 

In a typical dual-hop wireless communication system, the 
source, S, and destination terminals, D, communicate over the 
CSI-assisted AF relay. In that case, signal at the relay 
terminal, R, can be presented as 

 ( ) ( ) ( )tntrtr RSR += 1α , (1) 

where α1 is the fading envelope over the S-R channel, rS(t) is 
the desired signal and nR(t) is the additive white Gaussian 
noise (AWGN) at the relay. The signal rR(t) is amplified and 
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re-transmitted to the destination. The received signal at the 
destination has the following form 

 ( ) ( ) ( )( ) ( )tntntrGtr DRSD ++= 12 αα , (2) 

where α2 is the fading envelope over the R-D channel. The 
AWGN at the destination is denoted by nD. The average 
power of this AWGN is denoted by N2. The gain of the CSI-
assisted relay is set to [2] 

 
1

2
1

2 1
N

G
+

=
α

, (3) 

where E[nR(t)2]=N1, (E[.] denotes expectation). 

The overall SNR at the receiving side can be expressed as 
[3] 
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21

++
=

γγ
γγγ eq , (4) 

where iii N/2αγ = , i=1, 2, are the SNRs at the first and the 
second hop, respectively. Exact result for outage probability 
of the observed system, over Weibull-gamma channels, is 
defined as probability that instantaneous overall SNR falls 
below a predetermined threshold. The exact expression can 
not be obtained in a closed form and it is not easy for 
mathematical computation. Therefore, the upper bound, γbound, 
of end-to-end SNR, γeq, is introduced as [9], [11] 

 ( )21,min γγγγ =≤ boundeq . (5) 

As a matter of fact, this approximation chooses the hop 
with the weakest SNR to determine system performance. This 
bound used for performance evaluations in many papers e.g. 
[9], [10], is shown to be sufficiently accurate at mid-high 
average SNR range. The cumulative distribution function 
(cdf)  of independent fading/shadowing channels, for the 
proposed approximation, has the form [9] 

 ( ) ( )( )∏
=

−−==
2

1

11
i

ththb i
FFP γγ γ , (6) 

where ( )thi
F γγ , i=1, 2, is the cdf of SNR at the first and the 

second hop, respectively. 
We assume that both hops experience Weibull-gamma 

fading. When the desired signal envelope, R, is Weibull 
distributed, the corresponding probability density function 
(pdf) is given by [12] 
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where β is the multipath fading severity parameter, Γ(.) 
denotes the Gamma function [13, eq. (8.3107/1))], and 
y = E(R2) is the average fading power. As mentioned before, 
when shadowing effects are present in the propagation 

channel, y is also random process. For the proposed scenario y 
is described by the gamma pdf as [12] 

 ( ) ( )
( ) 0,/exp1

≥
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Ω−
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−

yyyypy α

α

α
, (8) 

where α is the shadowing severity parameter and Ω = E(y2). 
In the propagation channel where fading and shadowing occur 
simultaneously, the average PDF of the WG random variable 
can be determined as 

 ( ) ( ) ( )∫
∞

=
0

dyypyRpRp yyRR . (9) 

After substituting (7) and (8) in (9), and representing the 
exponential functions in terms of the Meijer's G functions 
according to [14, eq. (01.03.26.0004.01)] and [13, eq. 
(9.312)], the resulting integral has the following form 
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with 
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,
 denoting the Fox's H function, where 

p, q, m, n are integers such that 0 ≤ m ≤ q, 0 ≤ n ≤ p; ai,bj ∈С, 
where С is the set of complex numbers, and 
Ai, Bj ∈ R+ = (0,∞), (i = 1,..., p; j = 1,..., q) [4]. 

Now, by applying [14, eq. (07.34.21.0012.01)] and [4, eqs 
(2.1.3), (2.1.4)], after some mathematical manipulations, the 
pdf of the desired signal envelope is derived as [16, eq. (4)] 
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Since the instantaneous SNR per symbol of ith receiving 
branch is 0

2 / NER sii =γ , the corresponding average input 
SNR will be 0/ NEsii αγ Ω= . Based on this, we derive the 
pdf of the instantaneous SNRs in the following form 
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The cdf of SNRs can be readily evaluated as 
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Substituting (13) in (6) the outage probability of AF dual-
hop system can be approximately obtained. 

III. NUMERICAL RESULTS 

The following numerical results based on the analytical 
approximation are evaluated in Mathematica software 
package, considering the relation between Fox’s H function 
and Meijer’s G function, given in [17, p. 531, eq. (22)]. 
Simulation results are obtained in Matlab software package, 
and these results correspond to the exact outage probability 
results. 

The outage performance versus average SNR 
values( γγγ == 21 ) is presented in Fig. 1 for different 
Weibull fading parameters. Presented curves are obtained 
based on derived approximate expression (6) and compared 
with the simulations based on exact approach. Very good 
agreement of approximation and simulation results can be 
noticed at middle and high SNR values. When Weibull fading 
parameter increases, the channel fading conditions are better 
and the outage probability decreases, as expected. Also, it is 
noticable that approximation and simulation results match 
better at low SNR values over channel with deeper fading. 

Fig. 1. Outage probability versus average SNR per both hops for 
different values of fading parameter 

 
A mismatch of the simulated and approximation outage 

probability results for different values of average SNR can be 
noticed in Fig. 2. When average SNR is 10dB, the relative 
error between simulation value of outage probability and its 
approximation when β=2.8 is 34% while the the relative error 

when β=0.8 (deeper fading) is 8%,. This example confirms 
conclusion mentioned in description of the previous figure, 
namely, better agreement between approximation and 
simulation results are expected in channels with deeper 
fading. Also, it is noticable that considered mismatch is 
smaller for higher average SNR values. For example, when 
average SNR is 20 dB the relative error between simulations 
and analytical results for β=0.8 and β=2.8 is the same and 
equals 7%. 

 

 
Fig. 2. Outage probability versus fading parameter for different 

average values of SNR 

In Fig. 3. the lower bound outage probability in function of 
the average SNR for various values of fading and shadowing 
is obtained. As expected, the outage probability decreases 
with the shadowing parameter α increasing (lighter 
shadowing environment). Also, it can be seen that the effect 
of shadowing parameter, α, on outage probability is weaker in 
environment with deeper fading (for lower values of β). For 
example, when β=2.5 difference between lower bounded 
values of outage probability for α=1.8 and α =4.5 is 0.027, 
and when β=0.8 this difference in outage performance for the 
same values of parameter α is smaller and equals 0.00265. 

Fig. 3. Outage probability versus average SNR per both hops for 
different values of shadowing and fading parameters 
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Fig. 4. Outage probability versus first hop average SNR for different 

values of second hop average SNR 
 

Fig. 4. shows the outage probability as the function of 
average SNR on the first hop versus the average SNR on the 
second hop. Beside the numerical results based on the 
analytical approach, simulation results are also presented in 
this figure. We can notice that for high values of average SNR 
at the first hop, values of outage probability tend to irreducible 
outage floor. We can also see that outage floor depends on 
average second hop SNR value. For smaller values of average 
SNR at the second hop, the outage floor appears at lower 
values of average SNR at the second hop. The outage floor 
can be also numerically evaluated considering derived 
expression (6). 

IV. CONCLUSION 
Outage performance analysis of CSI-assisted AF dual-hop 

relaying system based on derived analytical result was 
realized in this paper. The propagation environment was 
described as Weibull-gamma fading environment. Influences 
of fading and shadowing conditions over propagation 
channels on outage probability were discussed. The obtained 
results showed good agreement of analytical approximation 
method and simulations at mid-high SNR values. Also, better 
agreement of approximation and simulation results is noticed 
with fading/shadowing parameters decreasing, namely for 
worst channel conditions. 
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Dynamic Characteristics of Selection Combining 
Receiver with Different Decision Algorithms 

Dragan Drača1, Aleksandra Panajotović1 and Nikola Sekulović2 

Abstract – In interference-limited environment, selection of  
appropriate antenna in diversity system plays crucial role in 
determining system performance. Therefore, in this paper, we 
simulate selection combining (SC) receiver with different 
decision algorithms which operates in Nakagami-m and Rayleigh 
fading environments in order to find out which decision 
algorithm and under which conditions provides the best system 
performance. Simulation results are obtained using sum-of-
sinusoids  Nakagami-m simulator. 
 

Keywords –Average fade duration (AFD), Average level 
crossing rate (LCR), Nakagami-m fading, Rayleigh fading, 
Selection combining (SC). 

 

I. INTRODUCTION 

Multipath fading due to multipath propagation caused by 
signal reflection and refraction and cochannel interference 
(CCI) as a result of frequency reuse aiming to increase 
cellular radio capacity are the main factors limiting system’s 
performance [1]. Several statistical models are used to 
describe fading in wireless environments: Rayleigh, 
Nakagami-m, Rician, and Weibull. Among them, Nakagami-
m distribution provides optimum fits to collected data in 
indoor and outdoor environments [2]. Moreover, it can model 
signal in severe, moderate, light and no fading environment 
via adjusting its parameter m. Thanks to those features, that 
distribution is very often used in open technical literature for 
modeling fading in wireless environment.  

Receive diversity techniques, which combine input signals 
from multiple receive antennas, are the well known techniques 
that can be used to upgrade transmission reliability and 
increase channel capacity without increasing transmission 
power and bandwidth [3]. The most popular space diversity 
techniques are selection combining (SC), equal-gain 
combining (EGC), and maximal-ratio combining (MRC) [4]. 
The SC technique, the one considered in this paper, is the 
most practical for realization because it processes only one of 
the diversity branches, while MRC technique is the most 
difficult for implementation but it provides the best 
performance among these three techniques. So, it is evident 
that trade off between practical realization and system 
performance must be done.  Traditionally, SC receiver selects 

the branch with the highest signal-to-noise ratio (SNR), or 
equivalently, with the strongest signal assuming equal noise 
power among the branches. However, in interference-limited 
environment, SC receiver can apply one of following decision 
algorithms: desired signal power algorithm, total signal power 
algorithm, and signal-to-interference ratio (SIR) algorithm.  

In this paper, dynamic characteristics of three different 
types of L-branch SC diversity receiver operating over 
Nakagami-m and Rayleigh fading environment in the presence 
of CCI are modeled and simulated using program package 
Matlab. The Nakagami-m fading simulator incorporating 
Pop’s architecture with Zhang decomposition algorithm is 
used [5]. In other words, a random phase into low-frequency 
oscillators for gaining the wide-sense stationary property is 
inserted, while decomposing a real number of the fading 
figure, m, into two parts, an integer and a fraction, is 
introduced to accomplish design [6]. The average level 
crossing rate (LCR) and average fade duration (AFD) of SC 
system are simulated to investigate a dynamic representation 
of the system outage performance depending on system and 
channel parameters and applied algorithm. The accuracy of 
the proposed simulation process was provided comparing 
simulated results with previous obtained numerical results for 
LCR [7] and AFD [8] of SC diversity system with desired 
signal power algorithm.  Excellent agreement between results 
gives us idea to simulate, in this paper, dynamic 
characteristics of the other two SC systems.  

II. NAKAGAMI SIMULATOR 

The architecture of sum-of-sinusoids-based Nakagami-m 
simulator, used in this paper, is depicted in Fig. 1 [6]. 
  
 

 
 
 
 
 
 
 
 
 
 
 
 

Fig. 1.  The block diagram of sum-of-sinusoids-based  Nakagami-m 
simulator 
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The corresponding composite signal representing 
Nakagami-m envelope is  
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with p = [2m], N = 4M+2, ( )2 cos 2 /n mf n Nω π π= ,  

/n n MπΦ = , 0NΦ = . The parameter fm is maximum Doppler 
shift and jψ is random phase uniformly distributed in the 
range (-π, π]. 

III. LCR AND AFD 

 The average LCR and AFD are metrics evaluating the 
dynamic performance of diversity system and therefore very 
important to get complete overview about system. Namely, 
they are used for proper selection of adaptive symbol rates, 
interleave depth, packet length and time slot duration in 
various wireless communications systems.  
 In interference-limited environment, where level of CCI is 
sufficiently high as compared to thermal noise, the average 
LCR of the ratio of desired signal and CCI, µ, at threshold µth, 
is defined as the rate at which a fading process crosses level 
µth in a positive (or negative) going direction, while the AFD 
presents average length of time in which envelope remains 
under threshold. 
 Figures 2 and 3 describe average LCR and AFD simulation 
processes for SC system operating in interference-limited 
Nakagami-m environment [7], [8].  
 Depending on applied selection decision algorithm of SC 
receiver, output signal-to-interference ratio (SIR), µsc(t), can 
be defined on one of following ways: 

  
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 2.  The algorithm for simulation of average LCR of  L-branch 
SC receiver. 
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desired signals: r1(t), r2(t), …, rL(t) 
CCIs: i1(t), i2(t), …, iL(t) 
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t = 0, T, ∆t 
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µSC(t+∆t) < µthj 

LCR = LCR+1 
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208 



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Fig. 3.  The algorithm for simulation of AFD of  L-branch SC 

receiver. 
 
 

IV. SIMULATION RESULTS 

 The simulation results for second order performance 
metrics of dual SC receiver operating in Nakagami-m fading 
environment are presented in following figure for three 
different decision algorithms aiming to show adventage each 
of them in comparison to other ones.   
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Fig. 4.  Simulated second order performance metrics of dual SC 

receiver over Nakagami-m fading: a) Average LCR; b) AFD. 

 
 Note that in all considered range of threshold there is a 
great similarity in behavior of both performance curves for 
cases when receiver applies total signal and desired signal 
algorithms. Total signal algorithm requires the simplest 
realization since separation of CCI from desired signal is not 
needed. Otherwise, desired signal algorithm is easier for 
mathematical modeling and therefore very often performance 
of SC receiver with desired signal algorithm was studied [9-
11]. When we speak about average LCR, it is obvious that it is 
better that system applies SIR algorithm for less threshold, i.e. 
total signal algorithm for greater threshold. In addition, almost 
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for each threshold, SIR signal algorithm provides the best 
performance for AFD.  

It is well known that Nakagami-m distribution contains a 
set of other distributions as special cases. For example, 
simulator presented in Fig. 1 becomes Rayleigh simulator for 
Nakagami parameters equal 1. Simulated results for that case 
are depicted in Fig.  5. 

 

-6 -4 -2 0 2 4 6 8 10 12 14
10-1

100

 

 

No
rm

al
iz

ed
 av

er
ag

e L
CR

µth [dB]

m = 1, mI = 1
 desired signal algorithm
 total signal algorithm
 SIR algorithm

 a) 

-4 -2 0 2 4 6 8 10 12 14
10-2

10-1

100

101

 

 

No
rm

al
iz

ed
 A

FD

µth [dB]

m = 1, mI = 1
 desired signal algorithm
 total signal algorithm
 SIR algorithm

 b) 

 
Fig. 5.  Simulated second order performance metrics of dual SC 

receiver over Rayleigh fading: a) Average LCR; b) AFD. 
 

Figure 5 confirms conclusions made from previous figure. 
Note that differences between decision algorithms are more 
expressed for more severe fading.  

Accuracy of simulated results are confirmed through 
comparison with numerical results obtained for desired signal 
algorithm in [7], [8]. 

V. CONCLUSIONS 

 This work is result of an intention to compare different 
decision algorithms applied in SC receiver. Important and 

widely accepted performance indicators, average LCR and 
AFD, are choosen to be simulated. SC diversity system with 
arbitrary number of uncorrelated branches in Nakagami-m and 
Rayleigh fading environments in the presence of the strongest 
CCI is modeled. Simulation results obtained using program 
package Matlab give a slight advance to SC receiver with SIR 
decision algorithm. 
 Further work will concentrate on the simulation of the first 
order performance metrics of considered system in both 
correlated and uncorrelated environments.  
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Comparative Performance Studies of Laboratory WEP 
IEEE 802.11g PTP Links 

José A. R. Pacheco de Carvalho1,  

Cláudia F. F. P. Ribeiro Pacheco2, Hugo Veiga3, António D. Reis4

Abstract – The importance of wireless communications, 
involving electronic devices, has been growing. Performance is a 
very relevant issue, leading to more reliable and efficient 
communications. Laboratory measurements are made about 
several performance aspects of Wi-Fi (IEEE 802.11 g) WEP 
point-to-point links. A contribution is given to performance 
evaluation of this technology, using available equipments (DAP-
1522 access points from D-Link and WPC600N adapters from 
Linksys). Detailed results are presented and discussed, namely at 
OSI layers 4 and 7, from TCP, UDP and FTP experiments: TCP 
throughput, jitter, percentage datagram loss and FTP transfer 
rate. Comparisons are made to corresponding results obtained 
for Open links. 

 
Keywords – Wi-Fi, WLAN, WEP Point-to-Point Links, IEEE 

802.11g, Wireless Network Laboratory Performance.  

I. INTRODUCTION 

Contactless communication techniques have been 
developed using mainly electromagnetic waves in several 
frequency ranges, propagating in the air. Wi-Fi and FSO, 
whose importance and utilization have been recognized and 
growing, are representative examples of wireless 
communications technologies.  

Wi-Fi is a microwave based technology providing for 
versatility, mobility and favourable prices. The importance 
and utilization of Wi-Fi has been increasing for 
complementing traditional wired networks. It has been used 
both in ad hoc mode and in infrastructure mode. In this case 
an access point, AP, permits communications of Wi-Fi 
devices (such as a personal computer, a wireless sensor, a 
PDA, a smartphone, a video game console, a digital audio 

player) with a wired based LAN through a switch/router. In 
this way a WLAN, based on the AP, is formed. Wi-Fi has 
penetrated the personal home, where a WPAN allows personal 
devices to communicate. Point-to-point and point-to-
multipoint setups are used both indoors and outdoors, 
requiring specific directional and omnidirectional antennas. 
Point-to-point and point-to-multipoint links use microwaves 
in the 2.4 and 5 GHz frequency bands and IEEE 802.11a, 
802.11b, 802.11g and 802.11n standards [1]. The 2.4 GHz 
band is intensively used and is having increasing 
interferences. Therefore considerable attention has been 
focused on the 5 GHz band where, however, absorption 
increases and ranges are shorter. 

Nominal transfer rates up to 11 (802.11b), 54 Mbps (802.11 
a, g) and 600 Mbps (802.11n) are specified. The medium 
access control is CSMA/CA. There are studies on wireless 
communications, wave propagation [2,3], practical 
implementations of WLANs [4], performance analysis of the 
effective transfer rate for 802.11b point-to-point links [5], 
802.11b performance in crowded indoor environments [6]. 

Performance has been a very important issue, resulting in 
more reliable and efficient communications. In comparison to 
traditional applications, new telematic applications are 
specially sensitive to performances. Requirements have been 
pointed out [7]. E.g. requirements have been quoted as: for 
video on demand/moving images, 1-10 ms jitter and 1-10 
Mbps throughput; for Hi Fi stereo audio, jitter less than 1 ms 
and 0.1-1 Mbps throughputs. 

Wi-Fi security is very important as microwave radio signals 
travel through the air and can be easily captured. WEP was 
initially intended to provide confidentiality comparable to that 
of a traditional wired network. The CRC32 checksum used in 
WEP does not provide a great protection. In spite of 
presenting weaknesses, WEP is still widely used in Wi-Fi 
networks for security reasons, mainly in point-to-point links. 
A shared key for data encryption is involved. In WEP, the 
communicating devices use the same key to encrypt and 
decrypt radio signals. More advanced and reliable security 
methods have been developed to provide authentication such 
as, by increasing order of security, WPA and WPA2.  

Several performance measurements have been made for 2.4 
and 5 GHz Wi-Fi open [8,9], and WEP links [10], as well as 
very high speed FSO [11]. In the present work new Wi-Fi 
(IEEE 802.11 g) results arise, using WEP encryption, through 
OSI levels 4 and 7. Performance is evaluated following 
laboratory measurements of WEP and Open point-to-point 
links, using the same type of available equipments. 
Comparisons are made, leading to conclusions about the 
comparative performance of the links.  
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The rest of the paper is structured as follows: Chapter II 
presents the experimental details i.e. the measurement setup 
and procedure. Results and discussion are presented in 
Chapter III. Conclusions are drawn in Chapter IV. 

II. EXPERIMENTAL DETAILS 

The measurements used a D-Link DAP-1522 bridge/access 
point [12], with internal PIFA *2 antenna, IEEE 802.11 
a/b/g/n, firmware version 1.31 and a 100-Base-TX/10-Base-T 
Allied Telesis AT-8000S/16 level 2 switch [13]. The wireless 
mode was set to access point mode. The firmware from the 
manufacturer did not make possible a point-to-point link with 
a similar equipment. Therefore, a PC was used having a 
PCMCIA IEEE.802.11 a/b/g/n Linksys WPC600N wireless 
adapter with three internal antennas [14], to enable a PTP link 
to the access point. In every type of experiment, interference 
free communication channels were used (ch 8 for 802.11 g). 
This was checked through a portable computer, equipped with 
a Wi-Fi 802.11 a/b/g/n adapter, running NetStumbler software 
[15]. For WEP encryption, it was activated in the AP and the 
PC wireless adapter using 128 bit encryption and a shared key 
composed of 26 ASCII characters. The experiments were 
made under far-field conditions. No power levels above 30 
mW (15 dBm) were required, as the access points were close. 

A laboratory setup has been planned and implemented for 
the measurements, as shown in Fig. 1. At OSI level 4, 
measurements were made for TCP connections and UDP 
communications using Iperf software [16]. For a TCP 
connection, TCP throughput was obtained. For a UDP 
communication with a given bandwidth parameter, UDP 
throughput, jitter and percentage loss of datagrams were 
determined. Parameterizations of TCP packets, UDP 
datagrams and window size were as in [10]. One PC, with IP 
192.168.0.2 was the Iperf server and the other, with IP 
192.168.0.6, was the Iperf client. Jitter, representing the 
smooth mean of differences between consecutive transit 
times, was continuously computed by the server, as specified 
by the real time protocol RTP, in RFC 1889 [17]. The scheme 
of Fig. 1 was also used for FTP measurements, where FTP 
server and client applications were installed in the PCs with 
IPs 192.168.0.2 and 192.168.0.6, respectively. The server PC 
also permitted manual control of the settings in the access 
point. 

The server and client PCs were HP nx9030 and nx9010 
portable computers, respectively, running Windows XP. They 
were configured to optimize the resources allocated to the 
present work. Batch command files have been written to 
enable the TCP, UDP and FTP tests. The results were 
obtained in batch mode and written as data files to the client 
PC disk. Each PC had a second network adapter, to permit 
remote control from the official IP University network, via 
switch. 

III. RESULTS AND DISCUSSION 

The access point and the PC wireless network adapter were 
manually configured, for IEEE 802.11 g, with typical fixed 

transfer rates (6, 9, 12, 18, 24, 36, 48, 54 Mbps). For every 
fixed transfer rate, data were obtained for comparison of the 
laboratory performance of the WEP and Open links at OSI 
layers 1 (physical layer), 4 (transport layer) and 7 (application 
layer) using the setup of Fig. 1. For each standard and every 
nominal fixed transfer rate, an average TCP throughput was 
determined from several experiments. This value was used as 
the bandwidth parameter for every corresponding UDP test, 
giving average jitter and average percentage datagram loss.  

At OSI level 1, noise levels (N, in dBm) and signal to noise 
ratios (SNR, in dB) were monitored and typical values are 
shown in Fig. 2. The main average TCP and UDP results are 
summarized in Table I, both for WEP and Open links.. 

In Figs. 3-4 polynomial fits were made to the 802.11 g TCP 
throughput data for WEP and Open links, respectively, where 
R2 is the coefficient of determination. A very good agreement 
was found for the 802.11 g data, within the experimental 
error, for WEP and Open links. Average values were found of 
14.7+-0.4 Mbps and 14.5+-0.4 Mbps for WEP and Open 
links, respectively. In Figs. 5-6, the data points representing 
jitter data for 802.11 g for WEP and Open links, respectively, 
were joined by smoothed lines. It was found that average jitter 
is slightly higher for WEP (2.6+-0.2 ms) than for Open links 
(2.3+-0.1 ms), meaning that increasing security leads to  a 
slight degradation of jitter performance. In Fig. 7, percentage 
datagram loss data for 802.11 g are shown for WEP links. It 
was found that average percentage datagram loss is slightly 
higher for WEP (1.6+-0.4 %) than for Open links (1.2+-0.1 
%), meaning that increasing security leads to a slight 
degradation of performance. 

At OSI level 7 we measured FTP transfer rates versus 
nominal transfer rates configured in the access point and the 
PC wireless network adapter for IEEE 802.11 g as in [10]. 
The results show the same trends found for TCP throughput. 

Generally, except for TCP throughput, it was found that 
average jitter and percentage datagram loss results show that 
increased security in WEP links leads to slight degradations in 
performances compared to Open links. 

 

 

Fig. 1- Laboratory setup scheme. 
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Fig. 2- Typical SNR (dB) and N (dBm). 

TABLE I 
AVERAGE WI-FI (IEEE 802.11G) RESULTS;  

WEP AND OPEN LINKS.  

Link Types WEP OPEN 

Parameter/ 
IEEE 
standard 

802.11g 802.11g 

TCP 
throughput 
(Mbps) 

14.7+-0.4 14.5+-0.4 

UDP-jitter 
(ms) 2.6+-0.2 2.3+-0.1 

UDP-% 
datagram 
loss 

1.6+-0.4 1.2+-0.1 

 

 

Fig. 3- TCP throughput versus technology and nominal transfer rate; 
WEP links. 

 
Fig. 4- TCP throughput versus technology and nominal transfer rate; 

Open links. 

 

Fig. 5- UDP - jitter results versus technology and nominal transfer 
rate; WEP links. 

 

Fig. 6- UDP - jitter results versus technology and nominal transfer 
rate; Open links. 
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Fig. 7- UDP – percentage datagram loss versus technology and 
nominal transfer rate; WEP links. 

IV. CONCLUSION 

A laboratory setup arrangement has been planned and 
implemented, that permitted systematic performance 
measurements of available wireless equipments (DAP-1522 
access points from D-Link and WPC600N adapters from 
Linksys) for Wi-Fi (IEEE 802.11 g) in WEP point-to-point 
links.  

Through OSI layer 4, TCP throughput, jitter and percentage 
datagram loss were measured and compared in WEP and 
Open links. The average TCP throughput 802.11 g data were 
found to agree fairly well, within the experimental error, for 
both link types. It was found that average jitter is slightly 
higher for WEP than for Open links, meaning that increasing 
security leads to a slight degradation of jitter performance.  
Concerning average percentage datagram loss is was found to 
be slightly higher for WEP than for Open links, meaning that 
increasing security leads to a slight degradation of 
performance. 

At OSI layer 7, FTP performance results have shown the 
same trends found for TCP throughput. 

Generally, except for TCP throughput, it was found that 
average jitter and percentage datagram loss results show that 
increased security in WEP links leads to slight degradations in 
performances compared to Open links. 

Additional performance measurements either started or are 
planned using several equipments, security settings, and 
topologies, not only in laboratory but also in outdoor 
environments involving, mainly, medium range links 
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Analysis of the SC Macrodiversity Reception in the 
Presence of Gamma Shadowed Nakagami-m Fading  

Nikola Simić1, Milan Milovanović1 and Daniela Milović1 

Abstract – In this paper an analysis of selection combining 
(SC) macrodiversity system reception in correlated Gamma 
shadowing environment will be presented. The system consists of 
three maximal ratio combining (MRC) microdiversity combiners 
with an arbitrary number of input branches. The signal envelope 
is exposed to a short-term fading, modeled by Nakagami-m 
distribution. Closed form results are obtained for the Probability 
Density Function (PDF) and Cumulative Distribution Function 
(CDF) at the reception. Outage probability (OP) of the 
macrodiversity system will be observed, in order to determine 
the influence of different parameters such as correlation level  
and short-term fading severity on reception performance as well 
as the optimum number of branches.  
 

Keywords – Macrodiversity, Shadowed fading channel, 
Correlation, Probability density function, Cumulative density 
function. 

I. INTRODUCTION 

The performance of a wireless communication system 
mainly depends on the wireless environment. The wireless 
channel is unpredictable, and therefore an analysis of wireless 
systems is difficult. However, there is a simple analysis of the 
wireless channel using a phenomenon known as fading. In 
wireless communication, fading is deviation of the signal 
amplitude and it can vary with time or radio frequency. 
Furthermore, fading can also be a consequence of the 
multipath signal propagation and due to its nature is described 
as a random process. 

 The total fading in the channel is a complex combination 
of a short and long-term fading [1]. The long-term fading 
refers to a slower variation of the mean signal value. This type 
of fading occurs in mobile terrestrial and satellite 
communication systems and it is called shadowing, too. The 
long-term fading occurs due to the specific propagation 
environment (high-rise buildings, vegetation...). Since the 
location, size and dielectric properties of objects which are 
located in the signal path, as well as changes in reflecting 
surfaces and objects that scatter and attenuate signal are 
unknown and random facts, statistical models are used for 
fading describing. The most common models found in 
literature for describing this type of fading are lognormal and 
gamma distribution [1]. By the short-term fading it is 
considered short signal amplitude variations due to multipath 
propagation of the signal which occurs due to reflection, 

diffraction and scattering from objects in the environment [2], 
[3]. This type of fading can be described using many 
distributions such as Rician and Rayligh, and one of the 
mostly used is also Nakagami-m distribution. This distribution 
has a wide range of applicability and it is especially suitable 
for channel modeling in mobile terrestrial wireless systems.  

Wireless communication system may be strongly degraded 
by the influence of fading. As a result, many techniques were 
developed and one of the most common that can improve 
system’s performance is diversity technique. This technique 
does not need the increase of transmission power or additional 
bandwidth employment [4]. The most effective way to 
improve the reliability of the transmission is a technique 
called spatial diversity. This technique mitigates the effect of 
short-term fading, and thus can be applied to a microdiversity 
system implemented as series of separated antennas at the 
reception. 

When the diversity system is applied to a single base station 
on the small terminals with multiple antennas, due to a lack of 
space between the antennas, there is a correlation between the 
signals received by input branches of microcombiner. The 
correlation at the macro level is a common phenomenon that 
has proved to be significant in many wireless communication 
systems and its influence will be discussed in this paper, while 
the correlation at micro level will be considered to be 
negligible. Channels at micro level are not correlated if the 
distance between antennas is 2λ  (for example, if the 
frequency is 900 MHz, sufficient distance is 16.67cm) [5].  

In a single mobile station (MS) and observed base stations 
at any given moment, components often exhibit a link 
correlation described in [6]. The level of correlation depends 
on several factors such as the distance between the base 
stations, the relief of the surrounding terrain and the angle at 
which it receives the signal. In cellular radio systems, the 
correlation of the links between the mobile station and base 
stations affects the coverage area and the characteristics of the 
interference. In this paper we analyze the influence of several 
channel parameters to the system performance and the optimal 
number of antennas at micro level.  

II. SYSTEM MODEL 

Considered system model consists of SC macrodiversity 
system composed of three geographically distributed MRC 
microdiversity receivers with an arbitrary number of input 
branches, implemented at single base stations and it is shown 
in Fig. 1. Moreover, we consider that the branches at macro 
level are subjected to the correlated gamma shadowing, while 
at micro level branches operate in the presence of Nakagami-
m fading. 
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Fig. 1. System model 
 

Signal received by the ith antenna at the jth base station in 
the presence of Nakagami-m fading can be described with the 
following distribution [7]: 
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In the previous equation m represents Nakagami-m fading 
severity parameter and it can take a value 5.0≥m . With 
increase of parameter m, the fading severity decreases. The 
average signal power at the jth base station is described with 
Ωj while Γ(⋅) is Gamma function.  
      The signal envelope at the output of the jth MRC combiner 
with L branches is equal to: 
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This signal envelope can be described with the following 
conditional PDF [7]: 
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Where yj =LΩj is the total input power and M is the parameter 
that describes Nakagami-m fading influence, defined with: 
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Parameter qj  refers to the exponentially correlation coefficient 
ρmj  between input channels at micro level and it is described 
with the following equation: 
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Since we consider that branches at the micro level are not 
correlated, 0=ρmj , so finally M j= mjL. 

 The correlated shadowing environment at the macro level 
is usually described with the correlated Gamma distribution 
[8]: 
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where ρ is the correlation coefficient between the branches at 
the macro level, c represents the order of gamma shadowing 
and yi are random variables of the total input power. y0 is 
related to the average power of y1, y2 and y3, while In(⋅) is the 
first kind and nth order modified Bessel function [9].  

After signal processing at the micro and macro level, 
probability density function (PDF) at the macrodiversity 
system output is defined by [8]: 
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while the cumulative density function of the signal (CDF) is 
defined as [8]: 
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where is conditional cumulative density function of the MRC 
receiver output signal defined as: 
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     Now after substituting Eq.(3) and Eq.(6) into Eq.(7), and 
Eq.(3), Eq.(6) and Eq.(9) into Eq.(8), taking for simplicity that 
system is symmetric ( 3,1,,,, ====ρ=ρ iLLccmm iiii ), 
the first order statistical measures (PDF and CDF) can be 
presented respectively as: 

( )
( ) ( ) ( ) ( )∑∑∑∑

+∞

=

+∞

=

+∞

=

+∞

=
+−

−

+ΓΓρ−ρΓ

⋅
⋅=

0 0 0 0
2

0
21

1

!1
6

k s i j
cc

MM

R
kckcyM

RMRp

 

( )
( ) ( ) ( )[ ] ( ) ( )( ) j

jicskcsk

csk

cscsyscs 112!

2
12

0
12

)1(2

+++ρ−+Γ

ρ
×

++−++−++

−++

 

( )
( )( )

( ) 20

1

3
1

1
1

v

i

i yRM
cskcsk 








ρ+

ρ−⋅⋅
⋅

+++++
ρ+

×  

( ) 










ρ−
ρ+

⋅×
1

32
0

1 y
RMK v                                                   (10) 

where is jisckMv +++++−= 2321 , and:       
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where is jisckMzv +++++−−= 2322 . In previous 
equations Kv(z) is modified Bessel function of the second kind 
while (a)n is the Pochhammer symbol. 
     Outage probability (Pout) is defined as a probability that the 
achieved level of received signal is less than the threshold γ 
sufficient for the satisfactory reception. It can be described 
using cumulative density function as:  
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III. NUMERICAL RESULTS 

    In this section will be presented the behaviour of the first-
order statistical measures at the output of described 
macrodiversity system. Obtained results, using the previous 
mathematical analysis for y0=1 and various values of system’s 
parameters will be graphically presented. 

First of all, probability density function of the output signal 
is shown on Fig. 2 for the different values of shadowing 
severity and correlation coefficient among macro level 
branches. 

 

Fig. 2. Probability density function at the output of the 
macrodiversity system depending on the shadowing severity and 

correlation among the branches. 
    
     In Fig. 3 it is shown the outage probability at the output of 
the macrodiversity system depending on the various system 
parameters, including shadowing order, short-term fading 
severity and the correlation among branches at macro level. 

 

Fig. 3. Outage probability at the output of the macrodiversity system 
depending on the various system parameters. 

 
     It can be seen that with the increase of correlation 
coeficient ρ between the branches at the macro level, the 
outage probability is increasing, i.e. system performance is 
getting worse. Moreover, it can be seen that with increasing 
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the order of gamma shadowing  parameter c and with 
increasing the severity of Nakagami-m fading, the outage 
probability is getting lower, i.e. system performance is 
increasing. 
      Fig. 4 shows the outage probability for fixed high short-
term fading severity and shadowing order, depending on the 
number of branches at micro level.. 

 

Fig. 4. Outage probability at the output of the macrodiversity system 
depending on the number of branches at micro level for strong fading 

influence. 
 

      By observing Fig. 4 it can be clearly seen that with the 
increase of the number of branches L at the micro level, the 
outage probability is decreasing, i.e. the system performance 
is getting better. 
       In. Fig. 5 is presented the influence of increasing the 
number of branches at micro level when the input signal is not 
subjected to a strong impact of fading at the both micro and 
macro level.  

 

Fig. 5. Outage probability at the output of the macrodiversity system 
depending on the number of branches at micro level for low fading 

influence. 
      
     From Fig. 5 it is evident that as the number of input 
branches at the micro level increases, a significant decrease of 
the outage probability is provided. In the case when the input 

microcombiner has 2, 3, 4 or 5 antennas, the outage 
probability for 1/γth=15 dB is 3.7E-5, 5.2E-6, 1.8E-6, 9.8E-7, 
respectively. If we fix the outage probability at 10-5, it can be 
seen that required normalized threshold for achieving this 
probability for 2, 3, 4 and 5 antennas at the micro level is 
17.30 dB, 13.97 dB, 12.58 dB and 11.78 dB, respectively. As 
it was expected, with increasing the number of antennas, 
relative gain is being reduced. Consequently, with increasing 
the number of antennas at micro level from 4 to 5 obtained 
relative gain is less than 1dB so it is not suitable for typical 
application. 

IV. CONCLUSION 

In this paper, we discussed performance of the SC 
macrodiversity receiving system in the presence of Nakagami-
m short-term fading at the micro level. The system is exposed 
to the correlated gamma shadowing environment at the macro 
level. System performance was discussed using probability 
density function and outage probability. Based on the rapidly 
converging infinite-series expressions obtained for probability 
density function and cumulative density function, numerical 
results were presented graphically. It is shown that with the 
increase of number of branches at micro level the outage 
probability of whole macrodiversity system decreases which 
means that the output accuracy increases. On the other hand, 
due to simplicity it is preferred the small number of branches. 
Therefore, as results of compromise between the complexity 
and the quality, we suggest that L takes value up to 4, 
depending on the long-term shadowing severity. Further 
increasing the number of branches at micro level would not 
provide the same increase of quality so it is not suitable for 
typical application. 
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Start-Stop Ring Oscillators for GALS Designs 
Goran Jovanović1 and Mile Stojčev1  

Abstract – The tendency of integrating a whole digital signal 
processing or communication system in a single chip, referred as 
System-on-Chip (SoC) design, becomes nowadays pronounced. 
The main design challenges in realization of such complex VLSI 
IC systems deal with high-speed of operation, low-power of 
consumption, high flexibility, etc. Voltage controlled oscillators 
are broadly used, as basic building blocks, in this type of 
applications, mainly intended for controlling asynchronous data 
transfer between different macro-blocks within a SoC design. 
Even the fact that diverse structures exist for realization of 
voltage controlled oscillators, the ring configuration is very 
attractive due to wide tuning range it can achieve, its operation 
at low voltage, small silicon area, and possibility to integrate this 
oscillator in standard CMOS process. In this article we 
investigates performance of ring oscillators constructed from 
several different types of inverting gates (used as delay elements) 
available in library (in our case it is 130 nm SiGe IHP 
technology), in order to determine the operating frequency in 
terms of power supply voltage variations, temperature 
variations, and the number of delay stages in the ring oscillator 
structure. The proposed design solutions are suitable to be used 
as start-stop oscillators, mainly intended for reliable data 
transfer between macro-blocks within a SoC operating in 
different clock domains. 
 

Keywords –Ring Oscillator, Start/stop oscillator, GALS design. 
 

I. INTRODUCTION 

Voltage controlled oscillators (VCOs) are one of the 
commonly used building blocks for analog and mixed-signal 
circuits that we meet in communication and digital signal 
processing applications like phase- locked loops (PLLs), 
frequency synthesizers, clock and data recovery circuits, etc 
[1]. Generally, VCOs can be roughly categorized into the 
following two types [2]: i) tuned VCOs- harmonic oscillators 
such as Hartley-, Colpits-, Pierce-, Wien Bridge-, crystal-
oscillators, etc. These oscillators consist of an amplifier to 
offer signal gain and a frequency feedback-selective network 
to feedback a selected frequency range to the input; and ii) 
non-linear VCOs- two different types of non-linear oscillators 
exist; j) relaxation oscillators- the output frequency is 
determined by the time spent in charge/discharge capacitors; 
and jj) ring oscillators (RO)- cascaded combination of delay 
stages connected in a close loop chain, and commonly used in 
the clock generation subsystem within a VLSI circuit. 

Due to flexibility for on-chip integration CMOS based RO 
configuration becomes an attractive design solution having in 
mind the following advantages [1]: 1) it can be easily 

designed with the state-of-art CMOS and BiCMOS VLSI IC 
technology, i.e. small size of integration; 2) it can achieve its 
oscillations at low-voltage; 3) it can provide high frequency 
oscillations with dissipating relatively low power; 4) it can be 
electrically tuned; 5) it can provide easy control in wide 
tuning range; 6) it can provide multiphase outputs, i.e. 
generates a multiphase digital clock signals; and 7) no 
requirements for on-chip inductor for which realization large 
silicon area is needed. Compared to tuned VCOs some 
drawbacks of ROs include larger power consumption, higher 
phase noise, poorer frequency stability, and the limit of 
highest achievable frequency. Several types of ring VCOs 
have been reported in literature using different types of delay 
cells including multiple feedback loops, single ended delay 
cells, and dual-delay paths [3].  

Here in focus of our interest are single ended ring VCOs 
because it is easy to integrate these structures in CMOS 
technology, give wide tuning range, and operates at low-
voltage. 

II. RING VCO 

A single ended inverter base ring VCO block diagram is 
shown in Fig. 1. 

I1 I2 IN

 
Fig. 1. Block diagram of single ended VCO 

 

A ring oscillator consists of number of gain stages in a loop 
with the output of the last stage feed back to the input of the 
first. The ring must satisfy Barkhausen criteria according to 
which it should provide a phase shift of 2π and must have 
unity voltage gain to achieve oscillation. Each delay should 
provide phase shift of π/N, where N is the number of delay 
sages. The remaining π phase shift is provided by dc 
inversion. Single ended oscillator requires odd number of 
stages for dc inversion. Frequency of oscillation for N stage 
delay ring VCO is given by 

 0
1

2
f

Nτ
=  (1) 

where τ is a propagation delay of each inverter stage.  
From eq. (1) one may conclude that the number of inverter 

stages, N, used in the ring structure and the propagation delay, 
τ, of the delay stages limit the oscillation frequency f0 of the 
RO. The increase of oscillation frequency can be achieved in 
two ways: a) by reducing the propagation time delay τ of 
inverter stages; or b) by decreasing the number of stages N in 
the ring structure. The reduction of N is attractive not only for 

1Goran Jovanović and Mile Stojčev are with the University of Niš, 
Faculty of Electronic Engineering, Aleksandra Medvedeva 14, 18000 
Niš, Serbia, E-mail: goran.jovanovic{mile.stojcev}@elfak.ni.ac.rs.  
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the purpose of operational speed increment but also for power 
consumption reduction and saving in the silicon area for RO 
implementation in ICs. But in such design solutions the 
number of available multiphase outputs reduces with the 
decrease of N. From the other hand, the delay τ of each stage 
depends on the circuit structure and process parameters.  
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Iss Iss

Iss Iss

CG

CG

CG

CG
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N  
Fig. 2. Conventional voltage controlled ring oscillator 

 

Let a conventional voltage controlled RO be given in Fig. 
2. Assume that the gate to source parasitic capacitance of the 
NMOS and PMOS transistors are equal as is shown in Fig. 2. 
The difficulty in obtaining a value for the frequency arises 
when trying to determine τ, mainly due to nonlinearities and 
parasitic of the circuit. As is referred in [4] the delay per stage 
is defined as the change in the output voltage at the midpoint 
of the transition, VSW, divided by the slew rate ISS/CG, resulting 
in a delay per stage of CG*VSW / ISS. Using definition (1), the 
oscillation frequency is given by 

 0 2 SW G

Issf
NV C

=  (2) 

For the given number of inverter stages, N, the oscillation 
frequency f0 can be controlled by varying the current ISS, or 
amplitude VSW only, since CG is usually fixed parameter. The 
smallest propagation delay time is determined by the structure 
of the inverter stage, process parameters and design 
technology, and can be controlled by incorporating additional 
voltage control delay (may be capacitive or resistive load) at 
the output of the inverter stage. 

III. STRUCTURE OF INVERTER STAGES 

This paper extends our prior work [5] with additional 
analysis and results for six different library types of inverter 
stages and deals with details related to dependency of RO 
oscillating frequency in terms of voltage and temperature 
variations. As we have already mentioned single ended ring 
oscillators are realized with N inverter stages, where N is an 
odd number, Fig. 3. For synthesis of the inverter stage in our 
cell library, we have at disposal the following six different 
types of inverters: (a) basic inverter; (b) current starved with 
power switching; (c) current starved with output switching; 
(d) inverter with symmetric-load; (e) inverter based on NAND 
gate; and (f) inverter based on NOR gate. Designs presented 
in Fig. 4 (b), (c) and (d) are of current starved type for which 

the charging and discharging current is limited by a bias 
voltage. More details related to realization of these types of 
inverter stages can be found in Reference [6]. Designs 
presented in Fig. 4 (a), (e) and (f) correspond to classical 
(basic) inverter, NAND logical gate, and NOR logical gate, 
respectively. 
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(d)  
Fig. 3. Logical structures of single ended ring oscillators: (a) basic 

inverter; (b) current starved; (c) NAND gates; (d) NOR; 
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Fig. 4. Electrical schemes of delay elements: (a) basic inverter; (b) 

current starved with power switching; (c) current starved with output 
switching; (d) current starved with symmetrical  load; (e) NAND 

gates; (f) NOR; 
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IV. SIMULATED RESULTS 

Our primary interest, in this paper, was to investigate the 
performance of all design solutions concerning the range of 
frequency regulation in terms of voltage and temperature 
variations (i.e., sensitivity to these variations), in order to 
choose the best design for a given application. The results 
obtained by simulation are presented in Fig. 5 and 6, 
respectively. For all ring structures the number of delay stages 
N=5. 
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Fig. 5. Operating frequency in terms of power supply voltage 
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Fig. 6. Operating frequency in terms of temperature 

By analyzing the simulation results presented in Fig. 5 and 
6 we can conclude the following: 

1. Having in mind that the basic (current starved output 
switching) delay stage involves minimal (maximal) time delay 
τ, by using this ring oscillator structure a highest (lowest) 
oscillator operating frequency can be achieved. The operating 
frequency (for working ambient temperature of 25oC) is 
within a range from 1.2 up to 5.2 GHz for highest (25-390 
MHz for lowest) for power supply voltage variations from 0.8 
up to 1.8 V, respectively. All other design solutions lie within 
these boundaries.  

2. Similarly, the ring oscillator based on basic (current 
starved output switching) delay cells has highest (lowest) 
sensitivity to temperature variations. For temperature 

variations typical for the industrial range (from -40 up to 
100oC) and for fixed power supply voltage of 1.8 V, the 
oscillating frequency is within a range from 5.9 down to 4.7 
GHz for highest (335-405 MHz for lowest). The other designs 
of ring oscillators generate output frequencies within these 
limits. 

In Table I the results which relate to the average ring 
oscillator sensitivities in terms of voltage and temperature 
variations are given. Again, the sensitivity of the basic 
inverter (current starved with output switching inverter) is 
highest (lowest) 4 MHz/mV (0.3 MHz/mV) for voltage 
variations, and –8 MHz/K (0.25 MHz/K) for temperature 
variations, respectively. 

TABLE I 
AVERAGE SENSITIVENESS OF RING OSCILLATOR 

Type 0 MHz
mV

 
  

df
dV

 0 MHz
K

 
  

df
dT

 

basic inverter 4 –8 
current starved with 
power switching 0.4 0.5 

current starved with 
output switching 0.3 0.25 

inverter with 
symmetric-load 0.5 0.8 

NAND gate 2.2 –6 
NOR gate 0.95 –2 

V. RING OSCILLATOR FOR GALS APPLICATION 

Contemporary SoC designs suffer from several problems, 
including: wire connection complexity, cross talk, data 
synchronization, multiple clock sources, etc.  Here we will 
focus on multiple clock-sources issue. Within a SoC a unique 
and global clock source will limit the chip design performance 
and therefore each macro-block (IP core) cannot run at 
maximum speed because of the clock skew. To cope 
efficiently with this problem a Globally Asynchronous 
Locally Synchronous (GALS) designs are used.  
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Fig. 7. Topology of pausable GALS 

 

In a GALS design the communication between the 
synchronous IP cores (macro-blocks) occur asynchronously. 
Usually, a GALS system consists of a number of locally 
synchronous modules each surrounded with an asynchronous 
wrapper. Communication between synchronous blocks is 
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performed indirectly via asynchronous wrappers. Several 
GALS design styles have been proposed in literature such as 
pausable clocking scheme, asynchronous and loosely 
synchronous [7]. We are interested about pausable clocking 
scheme because it is the simplest one and based on usage a 
start-stop ring oscillator (see Fig. 7).   

Data transfer between Locally Synchronous Modules 
LSM1 and LSM2 is performed during the following steps: 

1. Initially we assume that both ports Out1 and In1 are 
empty, and local clock generators LG1 and LG2 are disabled. 

2. When the Out1 is empty the enable signal en1 is 
activated and the start-stop local clock generator LG1 is 
activated.  

3. After several clock pulses data from LSM1 is transferred 
to port Out1, the signal en2 is deactivated and LG1 stops its 
operation. 

4. The handshake procedure for data transfer from port 
Out1 to port In1 is activated. As a consequence the enable 
signal en2 becomes active and the start-stop clock generator 
LG1 is activated. 

5. After several clock pulses data from port In1 is accepted 
by LSM2, the signal en2 is disabled and LG2 stops its 
operation. 

In a given design solution, both building blocks LG1 and 
LG2 are realized as start-stop single-ended three-stage ring 
oscillators (see Fig. 8). 
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Fig. 8. Three stage single ended start/stop ring oscillator: (a) logical; 
(b) electrical scheme; 

 

For a given ring oscillator, presented in Fig. 8, we obtain  

0 MHz1.1
mV

df
dV

 =   
and 0 MHz0.075

K
 =   

df
dT

. 

The benefits of using start/stop ring oscillator in a given 
design are the following: (a) the structure of RO is simple, 
occupied silicon area is small; (b) RO always starts its 
operation with known phase what simplifies the realization of 
Out1/In1 handshake control logic; (c) most of the time RO is 
in inactive state (duty cycle < 1%), power consumption is 
low; (d) data transfer is high, RO oscillating frequency is 2 
GHz.   

VI. CONCLUSION 

Many applications like frequency synthesizers, data clock 
recovery circuits for serial data communication, and start-stop 
oscillator as interface electronics in GALS designs (intended 
for parallel data transfer between macro-blocks within a SoC) 
reported ring structures. Ring oscillators have not only wide 
tuning voltage range but also have multiphase outputs which 
is an unique future of ring oscillators what make them 
attractive for realization of a control logic. The period of 
oscillation generally depends linearly upon the delay of each 
stage, which must be tuneable to obtain a controlled oscillator. 
In this paper, we investigate realization of five different types 
of five-stage single-ended ring oscillators based on usage of 
library available standard inverter gate stages for 130 nm SiGe 
IHP technology [8]. By conducting a comparative analysis of 
all candidate architectural designs our primary goal was to 
percept the dependence of oscillating frequency in terms of 
voltage and temperature variations. In a given case the 
characteristics of the proposed single-ended start-stop ring 
oscillator are highly attractive for its use in high-speed 
(2GHz) GALS interface within a SoC, and low-power 
consumption achieved thanks to low duty-cycle (<1%) 
operating principle of the ring oscillator. 
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FPGA Implementation of Digital PLL-based Frequency 
Synthesizer with Programmable Frequency Dividers 

Marieta Kovacheva1 , Eltimir Stoumenov2 and Ivailo Pandiev3 

Abstract – In this paper an approach for modelling and 
implementation of digital PLL (DPLL)-based frequency 
synthesizer with programmable division factors through the use 
of a VHDL is described. The functional elements of the DPLL 
structures are implemented in FPGA devices using the Matlab 
Simulink environment and the System Generator toolbox (from 
Xilinx Vivado® design suite). The experimental test that has 
been used for validating the FPGA configuration is based on the 
ZedBoard development board, which is built around the Xilinx 
Zynq-7020 SoC. The proposed device has wide-band frequency 
response (up to 1MHz) and can operate with single supply 
voltage at 3.3V. Simulation and experimental results show good 
agreement with theoretical predictions.  
 

Keywords – Mixed-signal circuits, Digital PLL, Numerically 
controlled oscillator (NCO), Frequency synthesizer, VHDL, 
FPGA. 
 

I. INTRODUCTION 

The digital phase-locked loops – PLLs (DPLLs) are mixed-
signal systems with feedback that include basically a voltage-
controlled oscillator (VCO) or numerically controlled oscilla-
tor (NCO), phase detector (PD), and low-pass filter (LPF) 
within its loop. For the DPLL the frequency of the generated 
clock signal has to be synchronized (or locked) with the 
frequency of an external input digital signal [1, 2]. The DPLL 
systems are widely used in the measurement systems and 
telecommunications and are used for building of frequency 
synthesizers and synchronizers for grid connected inverters, 
FM demodulators, decoders, etc [1, 3, 4, 5, 6, 7, 8, 9]. 
Therefore of particular interest is the study of methods and 
techniques for creating digital PLLs suitable for various 
mixed-signal devices and systems. 

While some approaches imply the use of ASICs for digital 
PLL, which requires considerable design time and costs, 
FPGAs have been recently raised as flexible, fast-prototyping 
and comparatively economical solutions for design of 
complex mixed-signal processing systems. In the recent years 
a new class of FPGA devices appeared on the market. The so-
called “All Programmable SoC” contains standard FPGA 

logic and a hardwired CPU cores (dual core ARM Cortex-A9) 
on the same IC. This allows the user to take advantage of the 
highly developed ARM technology and the unprecedented 
computing power of the FPGA technology.  The two biggest 
FPAGs manufacturers – Altera and Xilinx, offers such devices 
on the market. There are two major differences between the 
Xilinx and Altera devices [10]. On the one hand, for the 
device boot-up Xilinx uses a processor centric approach. This 
means that by executing a hard coded program called 
BootROM, the processor configures the processor system 
(PS) and the programmable logic (PL) sections of the Zynq-
7000 devices [11]. In other words the FPGA section cannot be 
configured without the interaction of the PS. On the other 
hand, the Altera devices allow three different ways for system 
configuration on boot-up: (1) the processor configures the PS 
and the PL section (identical to Xilinx approach) [12]; (2) the 
FPGA section configures the processor system; (3) both 
systems could be configured independently. This is a major 
advantage for safety-critical systems. All types of Spartan -3 
and -6 FPGAs [13, 14] have built PLL blocks with a working 
frequency range from few tens of kilohertz to several hundred 
of megahertz. The electronic circuits implemented with them 
are optimized mainly for realization of frequency synthesi-
zers.  

The aim of this work is to develop a frequency synthesizer 
with programmable division factors that operates up to 1MHz 
through the use of digital PLLs. The proposed electronic cir-
cuit is based on FPGA Xilinx Zynq-7020 programmable SoC 
and by using PmodAD1TM analog-to-digital converter (ADC) 
module.  

II. PRINCIPAL OF DPLL OPERATION 

In general the DPLLs are mixed-signal electronic systems 
that produce a clock output signal which is locked or 
synchronized with the external input signal. It is possible to 
have a constant value of the phase shift 0φ  between the input 
signal and the clock output signal, but when locked, the 
frequencies must exactly match, i.e.: 

 0)()( φφφ += tt inout and (1) 

 )()( tt inout ωω = . (2) 

The PD of the DPLL circuits compares the phase at each 
input and generates a signal φU  proportional to the phase 
difference between the clock output signal and the external 
input signal.  

 )]()([)( ttKtU inoutD φφφ −=  (3) 
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where DK  is the PD gain in V/radians. 
There are two basic types of PDs, a XOR gate and a phase 

frequency detector (PFD) [3]. The XOR PD is simply an 
exclusive-OR gate. The basic advantages of XOR-based 
DPLLs are the good noise rejection and wider working 
bandwidth [1, 3].  The gain of the XOR PD may be written as 

π/DDD VK = . 
The output voltage φU  of the PD is filtered by LPF, 

removing the high frequency harmonics. Actually, the LPF 
determines the average value of the φU . To ensure sufficient 
stability of the DPLL most commonly first-order LPF with 
one pole-zero pair is used [1, 3]. Thus, for high frequencies 
the slope of the complete phase transfer function is reduced to 

decdB /20− , while the phase margin becomes more than 45°. 
The frequency of the VCO in the DPLLs can be varied by 

means of the control voltage fU , obtained by the LPF, accor-
ding to the following general formula 

 fout UKff 00 +=  (4) 

where 0K  is the VCO gain in VHz /  and 0f  is the VCO 
centre frequency. 

Numerically controlled oscillators or digital controlled 
oscillators (DCO) can easily be obtained by VCOs, which are 
controlled by digital-to-analog converter (DAC) [1, 9]. 

 The DPLLs allow a fast lock time to be achieved and are 
attractive for clock generation on high performance 
microprocessors. An object of analysis and modeling in this 
paper is the DPLL, employing XOR PD. A basic block 
diagram of a DPLL using digital PD is shown on Fig. 1. In 
locked state for low frequencies the small-signal transfer 
function is [2, 3] 
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where N and M are the feedback loop division factors of the 
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the transfer function of the LPF with one pole-zero pair. 
The parameter NK  of the divider is equal to N/1 .  
After substituting the formula for the transfer function of 

the LPF into (5) for the phase transfer function of the DPLL is 
found 
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After comparison of the left and right sides of the above 
equation the following formula was obtained: 

)/( 21 ττω += Kn  – natural frequency and 2/2τωξ n≈ – 
damping factor. 

For the impulse VCO output signal the frequency lock 
range of the DPLL is given by [9] 

 πω /2 0 omimDL UUKK±≈∆  (7) 

where imU  and omU  are the amplitudes of the input and 
output signals. 

Therefore, the capture range for simple RC group is 
τωω /LC ≈∆  ( RC=τ  is a time constant of the filter). 

Lower time constant τ  determined wider capture range. 
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Fig. 1. Block diagram of a digital PLL-based frequency synthesizer 
 

A particularly important application of the digital PLL is 
the frequency synthesizing. A frequency divider with N and M 
division factors is connected to each of the two inputs of the 
PD, as shown on Fig. 1. In locked state for the frequency of 
the VCO is obtained 

 inout fMNf )/(= . (8) 

III. FPGA CONFIGURATION OF DPLL 

The synthesis of the digital PLL circuits is strongly 
dependent by the incoming signal features, such as amplitude, 
frequency and noise level. This means that the implementation 
of the circuits should allow changing the gain to cope with a 
variation in the amplitude of the signal, and it should be able 
to change the pole frequency of the LPF and time constant of 
the integrators to different noise levels. These requirements 
are easily achieved using a FPGA to synthesize those mixed-
signal devices. 

A. A NCO implementation 

The block diagram of the created NCO employing 
SYSGEN (System Generator toolbox from Xilinx Vivado® 
design suite) blocks is given on Fig. 2. Here the input quantity 
is represented by a numerical value inN  and the reference 
value is represented by rN . The inN  and its negative value 
are applied to the inputs of the multiplexer mux_sw. This 
block acts as a controllable switch which commutates the inN  
and inN−  to the integrator input. The integrator is realized 
with a standard accumulator block configured in summing 
mode.  
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The signal from the integrator then is applied to a 
comparator with hysteresis – comp_hys block. This block is 
realized with standard relational element ( ba ≥ ), SPDT type 
of multiplexer (2→ 1) and one delay block ( 1−z ). The 
comparator reference values ( rN  and rN− ) are applied to the 
multiplexer inputs. For symmetrical output signal with duty 
cycle equal to 50% the absolute value of the two reference 
values should be equal. For proper operation rN  should be 
much greater than input quantity inN .  

The output of the comp_hys block controls the address 
input of the mux_sw block and serves as a system output. 

The output signal frequency of the NCO can be calculated 
by using the following equation 

 rSinout NTNf 4/= , (9) 

where ST  is the period of the NCO clock signal 
( NCOS CLKT /1= ). 
After building and simulation phase, the test of the NCO 
within Matlab Simulink, is exported in the Xilinx Vivado® 
programming system. In this programming system logical 
synthesis and configuration of the FPGA IC are performed. In 
the process of the logical synthesis the VHDL description is 
transformed into a set of logic gates and flip-flops. 
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Fig. 2. Block diagram of a digital NCO employing SYSGEN blocks 

B. A frequency divider implementation 

The frequency synthesizer is realized by adding a frequency 
divider in the DPLL feedback. The divider is implemented by 
using black box, which is a standard block from the Xilinx 
blockset in Matlab Simulink. The black box allows realization 
of any desired function by using VHDL description.  

The divider has a programmable coefficient 'N  and its 
output frequency is given by 

 '2/ Nff inout = . (10) 

As it can be seen, the divider could be multiple of the input, 
only even one. The duty cycle of the output signal is 50 %, 
which ensures maximal performance of the DPLL. 

The divider realization is based on the classical approach 
with a counter working on the rising edge on the input signal. 
When the value of the counter reaches the coefficient 'N  the 
output signal flips. The divider is realized and simulated in the 
Xilinx Vivado® software environment. 

IV. EXPERIMENTAL RESULTS AND DISCUSSION 

The workability of the proposed Digital PLL – based 
frequency synthesizer on Fig. 1 is proven through the simu-
lation results using the simulator built in Matlab Simulink 
environment and also through the experimental test from the 
circuits configured on prototype board. The experimental test 
that has been used for validating the FPGA configurations is 
based on the ZedBoard development board, which is built 
around the Xilinx Zynq-7020 SoC device. The supply voltage 
is equal to 3.3V. 

The oscillation frequency outf  of the NCO prototype ver-
sus the input quantity is plotted on Fig. 3. The value of the 

rN  is set equal to 1000. The master clock frequency of the 
system is equal to 100MHz. When the inN  varies from 1 to 20 
the oscillation frequency changes from 25kHz to 500kHz. The 
error δ  is not higher than 1.5% in the whole range of the 
input quantity. 
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Fig. 3. The oscillation frequency versus the input voltage at 
25kHz/bit conversion sensitivity (duty cycle – 50%) 

Fig. 4a and Fig. 4b show the NCO output signal and the 
integrator output signal. The integrator output signal is applied 
to a 8-bit DAC first. As the sampling frequency of the DAC is 
limited the NCO clock frequency is reduced by a factor of 8. 
The master clock frequency is equal to 100MHz / 8 or equal to 
12.5MHz.  In this way the output signal from the integrator 
block could be properly observed with oscilloscope. Channel 
1 (CH1) on Fig. 4a shows the integrator output signal 
(normalized to 0-3.3V) and channel 2 (CH2) shows the NCO 
output signal. The measurement is taken for 1=inN . Fig. 4b 
is the same as Fig. 1, but with 20=inN . 

      
                        a)                               b) 

Fig. 4. The output waveforms of the NCO at value of the input digital 
number equal to: a) 1 and b) 20. 

Below an experimental study which proves the proper 
operation of the DPLL system is described. The DPLL circuit 
is consisted by a XOR component acting as a PD, analog LPF 
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and a NCO. The master clock signal of the system is chosen 
kHzfCLK 390=  (derived by the onboard 100MHz quartz 

generator divided by a factor of 256). The PD gain is given by 
π/3,3 VKd = . In order to obtain maximum locking range of 

the PLL the input signals of the PD should be with 50% duty 
cycle. The LPF is purely analog and it is composed by a 
simple RC group with Ω= kR 8.15  and nFC 100=  at corner 
frequency equals 100Hz. For kHzfCLK 390=  the NCO gain 
is equal to bitHz /98 , which  corresponds to VHz /640 . 

The LPF averages the PD output signal and forms the NCO 
control quantity. In order to obtain the digital value of the LPF 
output signal a PmodAD1TM 12-bit ADC is used.  The ADC 
output code is normalized in a way that NCO output 
frequency equals 0f  when the input voltage is equal to 

CCV5,0 . The normalization is achieved by multiplication with 
constant block.  

Fig. 5a and Fig. 5b shows the input signal (CH1) and output 
signal (CH2) of the DPLL. As it can be seen on Fig. 5a for the 
central frequency 0f  of the NCO, the phase shift between the 
input signal and the output signal is maintained at a constant 
value, indicating that the DPLL is in mode of synchronization. 
Furthermore, the frequencies of the input and output signals 
are approximately equal (the error is less than 0.5%). Fig. 5b 
shows the operation of the DPLL for input signal with 
frequency 1.5 kHz which is very close to the maximum of the 
frequency lock range. The lock and the capture range of the 
DPLL are measured kHzfL 7.1=∆  and HzfC 750=∆ , 
respectively.  

  a)   b) 

Fig. 5. The input and output signals: a) 780Hz and b) 1.5kHz. 

A validation check of the proposed DPLL-based frequency 
synthesizer is performed by comparison analysis between 
simulation results and experimental test of a frequency 
synthesizer circuit implemented in Xilinx Zynq-7020 SoC 
device. The programmable frequency divider connected 
within negative feedback network of the DPLL is with 
variable division factor N from 10 to 30, which produce the 
frequencies within the lock range. Moreover the input signals 
are with amplitude 5V, frequency 50Hz and a duty cycle equal 
to 50%. Waveforms of the input and output signals are 
analyzed with digital oscilloscope type TDS1012B. For 
measuring the frequency of the input and output signals is 
used frequency counter, model GFC-8010H. The maximum 
error between simulation results and experimental test is not 
higher than 1%. 

V. CONCLUSION 
In this paper a VHDL-based description of DPLL system 

has been presented. The created system is implemented as a 
hierarchical structure of blocks representing the basic 
elements of the DPLLs. For modeling and implementation of 
DPLL-based frequency synthesizers a VHDL model of a 
programmable frequency divider is developed. As well as a 
numerically controlled oscillator employing SYSGEN blocks 
is created. 

The workability of the proposed system was proved by 
comparison of the simulation results, with the results of the 
experimental study of the breadboard circuits with the 
ZedBoard development board, built around the Xilinx Zynq-
7020 SoC. The created DPLL system can be useful for design 
and modeling of various frequency synthesizers and synchro-
nizers for control systems of PWM rectifiers, matrix conver-
ters and parallel power active filters, valid up to 1MHz. 
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Design and Realization of a Flexible Mains Switching 
Power Supply 

Zoran Zivanovic1 and Vladimir Smiljakovic2

Abstract – In this paper the design of mains power supply is 
presented. The basic theory of FLYBACK converter is also 
given. The converter was built and tested through lab 
measurements. Design steps are described and well documented 
with measurement results.  

Keywords – CCM, DCM, ESR, flyback, LC filter, MOSFET 

I. INTRODUCTION 

The most frequently used AC/DC converter is a single 
switch flyback converter. From few watts to a couple hundred 
watts, with one or multiple outputs, they need to have high 
efficiency and high power density. Unlike the forward 
converter they have only one magnetic component - the 
transformer.  

II. PRINCIPLE OF A FLYBACK CONVERTER

The basic flyback converter circuit is shown in Fig. 1. While 
the primary power switch (MOSFET) is on, the energy is 
taken from input and stored in the transformer. Actually it is a 
coupled inductor, because the current does not flow at the 
same time in the primary and secondary side. At the 
secondary the diode is reverse biased and the load takes 
energy from the output capacitor. When the power switch 

Fig.1. Flyback converter 

turns off, the output diode is forward biased and the energy is 
transferred to the output capacitor and the load. There are two 
basic modes of operation. The first mode is the discontinuous 
conduction mode (DCM) in which all of the stored energy is 
transferred to secondary during the time the power switch is 
OFF and the current has a triangular shape. The second mode 
is the continuous conduction mode (CCM) in which the part 
of the stored energy remains in the transformer when the 
power switch turns on again and the current has a trapezoidal 
shape (Figs.2 and 3).  

Fig.2. DCM Waveforms  

Fig.3. CCM Waveforms  
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A DCM converter requires a transistor and diode with 
higher current rating and bigger capacitors with low ESR 
(equivalent series resistance) and vice versa. For a given 
converter the operating mode depends on the switching 
frequency, input voltage and output load. 

III. DESIGN AND ANALYSIS 

The task is to design a 40W CCM flyback converter using 
current mode control IC with careful choice of operating 
parameters and components. Achieving the maximum 
flexibility is the primary objective. The footprint size must be 
around 160x100mm. A block schematic of the converter is 
given in Fig. 4. 

 

Fig.4. Block schematic of the converter  

  
First we choose the switching frequency to be around 100 

kHz, which is a compromise between the efficiency and size 
of the magnetics. Knowing that, a good choice of core for the 
transformer is ETD34, N87 material from TDK-EPCOS.  

Design specifications are given in Table I. 

TABLE I 
DESIGN SPECIFICATIONS 

  Min Typ Max  
Input voltage VIN 90 220 270 VAC 

Output voltage 1 VO1  +5  V 
Output voltage 2 VO2  +12  V 
Output voltage 3 VO3  -12  V 
Output power P  40  W 
Full load efficiency η  80  % 
Switching frequency fSW  100  kHz 

 
We will now calculate the basic parameters for the 

transformer, using the following equations: 
 
  (1) 

  (2) 

  (3) 

  (4) 

  (5) 

 
The results are given in Table II. 

TABLE II 
BASIC PARAMETERS 

  Max Typ Min  
Duty cycle D 0.40 0.17 0.14  
Number of prim. turns NP  38   
Number of sec. turns 5V NS5V  4   
Number of sec. turns 12V NS12V  7   
Primary RMS current IPRMS 0.65 0.41 0.37 A 
 
Now it is time to wind the transformer. We will use a 

bundle of 7 twisted wires - 0.2 mm enamelled copper wire for 
the primary and a triple bundle of 0.3 mm for the secondary, 
in order to minimize copper losses taking into account the 
skin effect.  

Knowing specific core losses we can now calculate the loss 
in magnetic component (Table III). Total transformer power 
loss at 220VAC input voltage is 1.738W. This results in 
approximately 35°C rise above ambient temperature. Satisfied 
with the results, we will keep the chosen core geometry. 

TABLE III 
TRANSFORMER LOSSES 

  Max Typ Min  
Core effect. volume VE  7.63  cm3 

Specific core losses PV  0.104  W/cm3 

Core loss PCORE  793  mW 
Primary loss PPRI  435  mW 
Secondary loss PSEC  510  mW 

IV. REALISATION 

AC/DC converter was built on two layer FR-4 substrate 
with 35μm copper with a footprint of 160x100mm. The 
transformer is wounded on through hole coil former according 
to calculations. Current sense resistor is adopted for primary 
current sensing because of its small power dissipation (less 
than 100mW). Output voltage is further filtered out by the 
added LC filter. All electrolytic capacitors are low ESR 
aluminum electrolytic capacitors.   

 Furthermore we have measured full load efficiency at 
various input voltages. For practical reasons we have used 
input voltages from 120 to 370VDC. This measure gives a 
slightly better result than the actual value. The results are 
given in Table IV. The efficiency is over 81%, which is good.  

Using variable isolation mains transformer and resistive 
load we have recorded the waveforms at the point of interest. 
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TABLE IV 
EFFICIENCY 

  Min Typ Max  
Input voltage VIN 120 300 370 VDC 

Input current IIN 0. 41 0.158 0.131 A 
Input power PIN 49.20 47.34 48.47 W 
Efficiency η 81.30 84.50 82.50 % 

 
The drain waveforms of the primary power switch at full 

load and input voltages of 90, 220 and 270VAC are given in 
Figs. 5, 6 and 7 respectively. As seen on the waveforms the 
converter is working in CCM mode. Ringing in the drain 
waveform of the power switch is not a problem because a 
maximum drain voltage is well within specifications of used 
IRFBC40. 

Gate voltage waveform can be seen in Fig. 8 and 9. 
Current waveform, typical for the continuous conduction 

mode is given in Fig.10. An ugly spike at the beginning of 
each pulse is a result of parasitic reactance. Leading edge 
blanking circuit of the PWM controller removes them easily. 
 

 

Fig.5. Drain voltage waveform at 90VAC  

 

 

Fig.6. Drain voltage waveform at 220VAC 

 
 

 

Fig.7. Drain voltage waveform at 270VAC  

 

 

Fig.8. Gate voltage waveform at 90VAC  

 

 

Fig.9. Gate voltage waveform at 220VAC  
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Fig.10. Drain current waveform at 90VAC  

 
 As we can see in Figs.11 and 12 input voltage ripple is 24 

VPP at 90VAC and 10V at 220VAC.  It is easily compensated by 
the action of current mode power controller.  

 

 

Fig.11. 100Hz input voltage ripple at 90VAC  

 

 

Fig.12. 100Hz input voltage ripple at 220VAC  

 
The picture of converter prototype is given in Fig.13. 
 

 

Fig.13. Converter prototype  

V. CONCLUSION 

In this paper the design and analysis of 40W flyback 
converter are presented. The prototype was built and tested. 
The results verified that the full load efficiency is over 81%. 
The converter is cheap and easy to manufacture. With minor 
changes we can make different versions of this power supply. 
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Design and Realization of a Low Noise Power Converter 
Zoran Zivanovic1 and Vladimir Smiljakovic2 

Abstract – In this paper the straightforward design of a low 
noise power converter is presented. The converter was built and 
tested through lab measurements. Design steps are described and 
well documented with measurement results.  
 

Keywords – EMI, noise, push-pull, ripple, spike 
  

I. INTRODUCTION 

Switching power supplies are used to convert source 
voltage (battery, DC bus, mains voltage) to DC voltage used 
in different devices.  Small size and efficiency approaching 
96% made them common in every electronic device. 
Unfortunately, they generate unwanted noise in a form of high 
frequency harmonics. Therefore, measures must be taken in 
careful board layout, shielding, filtering and synchronization 
to an external clock.  

II. PRINCIPLE OF REDUCING EMI 

Most of the noise generated in switching power supplies 
originates from power switches and diodes. Abrupt voltage 
and current transitions needed for high efficiency are the main 
causes of noise. As a result input and output voltages contain 
low frequency ripple from 100kHz to few MHz and high 
frequency content (switching spikes) with harmonics 
approaching 100MHz. Lowering the frequency and increasing 
transition times can dramatically reduce ripple and spike 
amplitude.      

 

                   

Fig.1. slew control 

DC/DC controller from Linear Technology is a fixed 
frequency, dual output (push-pull) current mode switching 
regulator with unique circuitry to control the voltage and 
current slew rates of the external N-channel MOSFETS. The 
push-pull topology is desirable for low noise converters 
because it draws current more continuously from the input 
source, thus reducing the electromagnetic interference.  

As seen on Fig.1 capacitor CV provides the voltage slew 
rate feedback, while the current slew rate occurs by means of 
the sense resistor RSEN. Because of the voltage slew control, 
MOSFET ringing is reduced and clamping circuits or 
snubbers are not required. The slew rates are simply 
adjustable through changing the values of two resistors. The 
trade-off between noise and converter efficiency must be 
made, fortunately the loss of efficiency is less than 5% in 
most cases.  

DC/DC controller has all protection features including 
opposite gate lockout, soft-start, output current limit, short 
circuit current limit, gate drive overvoltage clamp and input 
undervoltage lockout.     

III. DESIGN AND ANALYSIS 

The task is to design a 10W low noise push-pull converter 
(Fig. 2) using current mode control IC with careful choice of 
operating parameters and components. Achieving the lowest 
possible noise is the primary objective. The footprint size 
must be around 100x50mm.  

First we choose the switching frequency to be around 75 
kHz, which is a compromise between the harmonic content 
and size of the magnetics. Knowing that, a good choice of 
core for the transformer and the inductor are EFD20 and 
EFD15 respectively, both N87 material from TDK-EPCOS.  
 

 

Fig.2. Push-pull converter 

 
Design specifications are given in Table I. 
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TABLE I 
DESIGN SPECIFICATIONS 

  Min Typ Max  
Input voltage VIN 18 24 36 V 
Output voltage VO  5  V 
Output current IO 0.2 2  A 
Output current limit IOCL  2.4  A 
Full load efficiency η  75  % 
Switching frequency fSW  75  kHz 

 
 
Starting from design specifications we will now calculate 

basic parameters for the transformer and inductor (Table II). 

TABLE II 
BASIC PARAMETERS 

  Max Typ Min  
Duty cycle D 0.82 0.61 0.41  
Number of prim. turns NP  23   
Number of sec. turns NS  9   
Primary RMS current IPRMS 0.58 0.50 0.41 A 
Secondary RMS current ISRMS 1.35 1.17 0.96 A 
Output inductance L  36  μH 
Number of induct. turns N  19   

 
 
Now it is time to wind the transformer and output inductor. 

We will use 0.35 mm enamelled copper wire for the primary 
and 2 parallel strands 0.4 for the secondary, in order to 
minimize copper losses. For the output inductor we will use 3 
parallel strands of 0.4 mm enamelled copper wire.  

Knowing specific core losses we can now calculate the 
losses in both magnetic components (Table III). Total 
transformer power loss at 24V input voltage is 306mW. This 
results in approximately 14 °C rise above ambient 
temperature. The temperature rise on the inductor is 7 °C. 
Satisfied with the results, we will keep the chosen core 
geometry. 

TABLE III 
TRANSFORMER AND INDUCTOR LOSSES 

  Max Typ Min  
Core effect. volume VE  1.46  cm3 

Specific core losses PV  0.04  W/cm3 

Primary resistance  RP  155  mΩ 
Secondary resistance RS  24  mΩ 
Core loss PCORE  120  mW 
Primary loss PPRI 156 117 78 mW 
Secondary loss PSEC 132 99 66 mW 
Inductor loss PIND  160  mW 

 

 

IV. REALISATION 

DC/DC converter was built on four layer FR-4 substrate 
with 35μm copper with footprint 104x45mm. The transformer 
and the output inductor are wounded on through hole coil 
formers according to calculations. Current sense resistor is 
adopted for primary current sensing because of its small 
power dissipation (less than 40mW). Output voltage is further 
filtered out by the added LC filter. All electrolytic capacitors 
are low ESR conductive polymer aluminum electrolytic 
capacitors.   

 Using lab power supply 0-60V/3A and resistive load, we 
are monitoring output voltage noise and slowing down the 
slew rates slowly increasing the slew control resistors. As a 
result the noise before the LC filter is dominated by the 
fundamental frequency of the converter with little or no spikes 
at all.  

Furthermore we have measured full load efficiency at 
various input voltages. The results are given in Table IV. The 
efficiency is around 75%, which is not so bad. Simultaneously 
with efficiency measurements we have recorded the 
waveforms at the point of interest. 

TABLE IV 
EFFICIENCY  

  Min Typ Max  
Input voltage VIN 18 24 36 V 
Input current IIN 0. 716 0.555 0.390 A 
Input power PIN 12.89 13.32 14.04 W 
Efficiency η 77.60 75.00 71.20 % 

 
 
The drain waveforms of primary power switch at full load 

and input voltages of 18, 24 and 36V are given in Figs. 3, 4 
and 5 respectively. Characteristic gate voltage waveform can 
be seen in Fig. 6. 

 

 

Fig..3. Drain voltage waveform at 18V  
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Fig.4. Drain voltage waveform at 24V 
 
 

 

Fig.5. Drain voltage waveform at 36V 

 

 

Fig.6. Drain and gate voltage waveform at 24V 

 

Fig.7. Drain voltage ON slew rate at 24V 
 
 

 

Fig.8. Drain voltage OFF slew rate at 24V 
 
 

  

Fig.9. Input voltage ripple at full load  
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 The edges of the square wave drain waveform are slewed 

to trapezoidal shape (Fig. 7 and 8). As we can see the 
transition times are more than 400ns (in "normal" converters 
usually 50 to 100ns) and the net result is low harmonic 
content. 

The input voltage ripple is around 1Vpp (Fig.9) and contains 
only fundamental frequency without ugly spikes. It is a good 
result knowing that the input capacitor is a small 2.2µF 
ceramic capacitor. Small input filter can attenuate the noise to 
less than 5mVpp (Fig.10).   

 

 

Fig.10. Input voltage ripple with small LC filter at full load  
 
Output voltage ripple before the LC filter (Fig.11) is 5mVpp 

at the fundamental frequency with 8mVpp spikes. 
 

 

Fig.11. Output voltage ripple at full load before the LC filter  
 
After the output LC filter the residual noise is 1mVpp at full 

load and bandwidth 150 MHz (Fig.12).    

  
Fig.12. Output voltage ripple at full load after LC filter 

 
The picture of converter prototype is given in Fig.13. 
 

 

Fig.13. Converter prototype  
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Verilog-A Noise Macromodel of Current Feedback 
Operational Amplifier with Improved Speed and Accuracy 

Georgi Valkov

Abstract – In the present paper various methods to improve 
the simulation speed of Verilog-A macromodels are described. 
For the purpose of this research, a Verilog-A macromodel of the 
LM6181 current feedback low noise operational amplifier is 
analysed and optimized. The simulation speed of the model is 
measured after each optimization step to assess the impact on the 
performance. The accuracy of the noise model is also improved 
by replacing the noise sources with table defined data from the 
datasheet. 
 

Keywords – Effectiveness, Optimization, Verilog-A, Noise 
macromodel, Current feedback operational amplifier. 
 

I. INTRODUCTION 

With the growth and rapid expansion of the market for 
electronic devices, there is a high demand to reduce the design 
time of new mixed mode systems and components, combining 
analogue and digital functions of electrical and non-electrical 
behavior [1]. An important part of the development process, is 
the verification of blocks and systems. Performing detailed 
and accurate tests on the entire device or large blocks from it, 
requires detailed models and is a time consuming process. To 
aid this process, optimized models may be used that require 
much less simulation time. 

Many of the device parts have detailed Spice models. The 
digital logic is usually implemented in languages like Verilog 
or VHDL. Some modern simulators like Dolphin SMASH [2] 
support mixed language simulation of Spice, Verilog-AMS 
and VHDL-AMS models in the same project. The alternative 
is to implement the analogue and digital parts of the design in 
the same language. This offers a better portability, but some 
elements only have a Spice model and need to be translated to 
Verilog-AMS or VHDL-AMS. The rich set of functions [1], 
[3] in these languages eases the creation of new models at any 
abstraction level, from system to large and detailed models. 
Compared to VHDL-AMS, the Verilog-A/AMS models are 
faster, and easier to write and optimize. Verilog-A models are 
negligibly slower than their Spice equivalent, but the richer set 
of features in Verilog-A allow detailed and complex models to 
be optimized to achieve much better simulation times. This 
benefit is of a great importance for the circuit designers [4]. 

In the present paper a detailed Verilog-A macromodel of 
the LM6181 current feedback operational amplifier [5] is 
optimized. At each step, the speed improvement is given. The 
model includes noise effects. The noise accuracy is improved 
by using table defined noise sources from the datasheet. 

II. IMPROVE THE EFFECTIVENESS OF THE MODEL 

A. Optimizing the thermal effects group 

In model M0 [5], the circuit in Fig 1a is used to model the 
thermal behavior, where I12-14 are independent current sources 
and R27-29 are temperature dependent resistors. The Verilog-A 
code in Fig 1b models I14-R29 and uses the voltage across them 
as a contribution to V(EOS). TC is a function that returns the 
scaling factor of the resistances, depending on the difference 
between the device temperature and its nominal value, and the 
coefficients specified as parameters. The voltages in nodes 
n55-57 are added to the equations of their temperature 
dependent signals I(GB1), I(GB2) and V(EOS). 

In model M1, the circuit from Fig 1a is removed, and the 
equations for temperature effects, are added directly to I(GB1), 
I(GB2) and V(EOS). Fig 1c shows the optimized Verilog-A 
implementation for V(EOS). The old code that does not 
change is replaced with (…). The matrix order of the model is 
reduced by 3. 

 

B. Optimization of pole stages 

In model M1, the pole stages are implemented with 5 G-R-C 
blocks, as shown in Fig 2. The voltage across R8 drives EH so 
that nodes n49 and n98 always have the same potential. 

 

1Georgi Valkov is with the Department of Electronics at Technical 
University of Sofia, 8 Kl. Ohridski Blvd, Sofia 1000, Bulgaria, e-
mail: gvalkov@abv.bg. 

R27I12

n55

R28I13

n56

R29I14

n57

I(I14)<+1m; I(R29)<+V(R29)/(3.34*Tc(3.111m,0));
V(EOS)<+(...) + V(n57__gnd);

a)

b)

V(EOS)<+(...) + Tc(3.111m,0)*3.34m;c)  

Fig. 1. Schematic (a) and Verilog-A code (b) of an auxiliary circuit 
for thermal effects modeling, (c) optimized code for V(EOS) 

R8EH n99 (VCC)

n49

G2 R14 C4
n20

G3 R15 C5
n21

n98

G1 R5 C3 n15

G4 R16 C6
n22

G5 R17 C7 n23

 

Fig. 2. Schematic implementation of the pole stages 
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The R-C groups implement pole stages; the corresponding 
current sources G1-5 are controlled from the voltage across the 
previous. Nodes n20, n21 and n22 are not connected anywhere 
else in the model, so only their stages can be optimized. In M2 
these stages are implemented using a Laplace function [7], 
reducing the matrix order by 3. Laplace is computationally 
expensive, and would reduce the speed of the model if used 
for a single stage. For many stages however, there is a benefit, 
because the simplified model compensates the overhead. 

The source signal for the function is the voltage across G1, 
the output signal drives G5. Its gain of 1m is considered in the 
Laplace numerator. The transfer function of the three poles is: 

 32 4

4 5 6
14 15 16

1 1 1
GG GA

sC sC sC
R R R

=
+ + +

,  (1) 

where G2, G3 and G4 = 1k; R14, R15 and R16 = 1mΩ. 
The equation can be transformed into the following form: 

 
4 5 6

1 1 1
1 1 1

A
sRC sRC sRC

=
+ + +

.  (2) 

The poles of the Laplace transformation function are: 

 
4 5 6

1 1 1, ,and
RC RC RC
− − −

.  (3) 

The following Verilog-A code implements the stages in M2: 
 
I(G5) <+ laplace_np(V(G1), '{-1m}, '{-1/(1k*692f), 
          0, -1/(1k*692f), 0, -1/(1k*578.7f), 0}); 

C. Optimization of PSRR effects group 

In [5], the Power Supply Rejection Ratio (PSRR) effects are 
modeled by the auxiliary schematic shown in Fig 3. 

 
The voltages in nodes n99 and n50 drive G10 and G11. The 

voltages in nodes n45 and n47 contribute to EOS. 
This group may be modeled by an equation that contributes 

directly to EOS, which reduces the matrix order of the model 
by 6. In model M3a, it is implemented as a Laplace function, 
while in M3b, a differential equation is used. 

In M3a, the s-domain equation has the form: 

 ( ) ( )99 25 3 10 50 26 4 14OS n nE U R sL G U R sL G+ = + + + ,  (4) 

where: Un99 and Un50 are the potentials in nodes n99 and n50. A 
Laplace function with numerator: {R, L} and denominator: 
{1} is used. The following Verilog-A code is used by M3a: 

V(EOS) <+ ...  
+laplace_nd(V(n99__gnd),'{10,26.53u},  '{1})*141.3u 
+laplace_nd(V(n50__gnd),'{10,2.27364u},'{1})*141.3u; 

 
In time-domain, the following equation is used for M3b: 

 

99
3 99 25 10

50
4 50 26 14

n
OS n

n
n

dUE L U R G
dt

dU L U R G
dt

 + = +  
 + +  

.  (5) 

The following Verilog-A implementation is used in M3b: 
 

V(EOS) <+ ...  
+(ddt(V(n99__gnd))*26.53u  +V(n99__gnd)*10 
+ ddt(V(n50__gnd))*2.27364u+V(n50__gnd)*10)*141.3u; 

D. Merging of elements connected in parallel 

Parallel branches defined with their Y-matrices can be 
described as a current contribution of all currents through the 
original branches. The matrix order remains the same, but the 
Verilog-A equations are reduced and the simulation speed is 
slightly increased. The list of branches that are optimized is 
shown in Table 1. The following Verilog-A code shows the 
changes to merge branches GI1 and FI1 from M3 to FI1 in M4: 

 
M3: I(GI1) <+ 243.75u + V(in)*2.708u; 
 I(FI1) <+ I(va3)*100; 
 

M4: I(FI1) <+ 243.75u + V(F6)*2.708u + I(va3)*100; 

TABLE I 
LIST OF MERGED BRANCHES 

Branches 
from M3 

Combined 
branch in M4 

 

Branches 
from M3 

Combined 
branch in M4 

in, I2, F6 F6 CIN1, FN1 FN1 
GI1, FI1 FI1 CIN2, FN2 FN2 
GI2, FI2 FI2 G1, R5, C3 G1 
GR6, GB1 GB1 G5, R17, C7 G5 

E. Merging of V-R and V-V elements connected in series 

Voltage sources connected in series can be replaced by a 
voltage contribution equal to the sum of the original voltages. 
The V-R elements connected in series are changed to an 
equivalent I-R branch [7]. The list of branches that are 
optimized is shown in Table 2. The matrix order of the model 
is reduced by 6. The following Verilog-A code shows the 
changes required to merge V1-RE1 to IRE1: 

 
M4: V(V1)   <+ 0.3;    I(RE1) <+ V(RE1)/130; 

 

M5: I(IRE1) <+ (V(IRE1) - 0.3)/130; 

TABLE II 
LIST OF MERGED BRANCHES 

Elements 
from M4 

Combined 
branch in M5 

 

Elements 
from M4 

Combined 
branch in M5 

V1, RE1 IRE1 E1, VA8, R35 IR35 
V2, RE2 IRE2   

G10 R25

L3 n44n45

G11 R26

L4 n46n47

 

Fig. 3. Auxiliary schematic for PSRR effects modeling 
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F. Improved implementation of group D8, F5, D7, VA7 

In [5], the voltage source VA7 is only used to obtain the 
current through D7, which is output and drives F6, Fig 5. 

 
The current through E1 is input and drives F5. Depending 

on its direction, this current flows through one of the diodes 
D7 or D8. As a result, when the current from n40 to n99 is 
positive, it is fed directly to the output F6, otherwise the 
output current is zero. The group from Fig 5 is equivalent to 
the following Verilog-A implementation, which reduces the 
matrix order of the model by 5: 

 
I(F6) <+ max(I(IR35),0) + 4.47m; 

G. Merging of elements D5, V5, D6 and V6 

In [5], diodes D5 and D6 are using a simplified model that 
can be described by the following equation: 

 exp D
D S

T

VI I
V N
 

=  
 

,  (6) 

where ID is diode current, IS is saturation current, VD is diode 
voltage, VT is thermal voltage and N is emission coefficient. 

Voltage sources V5 and V6 apply an offset to VD. The 
currents of the two diodes have opposite directions and are 
subtracted from each other. 

The complete equation that describes them is: 

 5 5 5 5
5 exp expDZ Z DZ Z

DZ SX
T T

V V V VI I
V N V N

    − − −
= −    

    
,  (7) 

where IDZ5 is the combined current, VDZ5 is the voltage 
between nodes n40 and n23, ISX = 1fA, and VZ5 = 5.3V. 

The optimized Verilog-A code reduces the matrix order of 
the model by 4 and has the following form: 
 
I(DZ5) <+ Isx*(limexp(( V(DZ5) - Vz5)/(N*$vt)) 
             - limexp((-V(DZ5) - Vz5)/(N*$vt))); 

H. Diodes with voltage source connected in series 

In [5], the built-in diode model is used which is slightly 
faster than its equivalent Verilog-A implementation, but when 
combined with a voltage source in series, the built-in model is 
slower than a V-D couple modeled by a single equation. The 
list of elements that may be optimized is shown in Table 3. 

TABLE III 
LIST OF MERGED BRANCHES 

Elements 
from M7 

Combined 
branch in M8 

 

Elements 
from M7 

Combined 
branch in M8 

VA3, DS1 DS1 VA4, DS2 DS2 
V1, D1 DZ1 V3, D3 DZ3 
V2, D2 DZ2 V4, D4 DZ4 

 
Voltage sources V1-4 apply an offset to VD, while VA3 and 

VA4 are used to obtain the currents through the diodes. Note 
that V1 and V2 may be merged either to RE1 and RE2 as in M5 or 
to D1 and D2 as described here, the simulation speed is the 
same. The following optimized Verilog-A code models DZ1: 

 
I(DZ1) <+ Isx*(limexp((V(DZ1)-0.3)/(N*$vt)) - 1.0); 

I. Diode equations with improved efficiency 

If the device temperature is constant during a transient 
simulation, the following expression is also constant: 

 
1_
T

NVt
V N

= .  (8) 

It may be used to speed-up the computation of the diode 
equations. In Verilog-A, a parameter NVt_ is defined and used 
in the diode equations as shown in the following sample: 
 

parameter real NVt_ = 1/(N*$vt); 
I(DZ4) <+ Isx*(limexp((V(DZ4)+2.0)*NVt_) - 1.0); 

III. ACCURACY OF THE NOISE MODEL 

When modeling the noise behavior of a low-noise opamp, 
the output noise is referred to the inputs of the device [5], and 
the rest of the model is described as a noiseless block. 

In [6] the referred noise sources generate white and flicker 
noise to approximate the noise characteristic of the device. 
Some elements are modeled as noisy and may affect the noise 
behavior of the model. In this step, they are replaced with 
noiseless equations to avoid this problem, while the noise 
sources are defined using tables obtained from the datasheet. 

IV. EFFECTIVENESS ASSESSMENT 

To assess the effectiveness of the optimized models, AC, 
noise and transient simulations have been performed on a 
circuit consisting of seven non-inverting amplifiers, in the 
environment of Dolphin SMASH [2]. The simulation times 
have been measured at each step. The following simulation 
settings are used: AC interval [1Hz-1GHz], 10k points/decade, 
and Print interval for noise contribution table: every 5th point. 
For transient: Run to time 25ns, Print step 1ns, min time step 
1fs, max time step 1ns, Integration method TRAP. 

The simulation times are measured by an automation script 
and a custom plugin that runs in the simulator and uses API 
(Application Programming Interface) to hook simulation start 
and end events. The RDTSC processor instruction is used to 

n99 (VCC)

D7

VA7

D8

F5

n36

n46
 

Fig. 5. Group D8, F5, D7 and VA7 
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perform time measurements with a very-high precision. In the 
simulator exclusive mode is enabled. Real-time priority is 
used for the task, and the affinity is locked to a single CPU 
core of Intel i7 930. Hyper-threading, power saving and speed 
reduction features are disabled, and all simulations are run 
from a RAM disk to produce accurate time measurements. 
This resulted in a maximum deviation time less than 0.1% 
from the mean value. To further enhance the precision, 16 
simulations are run in each case and the 8 times resulting in 
the lowest deviation are averaged to calculate the mean time. 

The speed improvement at each optimization step for AC, 
noise and transient analyses is shown in Table 4, where ∆ε is 
the order reduction of the model matrix, and all values are in 
percent relative to the previous step. 

TABLE IV 
SPEED IMPROVEMENT AT EACH OPTIMIZATION STEP 

Step ∆ε AC Noise Transient 
1 3 101 101 104 
2 3 110 105 101 
3a 6 103 101 96 
3b 6 114 104 102 
4 0 104 103 103 
5 6 105 102 107 
6 5 113 109 520 
7 4 120 116 109 
8 8 113 132 112 
9 0 101 102 101 

Total 35 214 195 760 
 
Optimizations steps 1, 3b and 4-9 simplify the model by 

merging elements or equations together. As a result the 
simulation speed is increased for all analysis types. 

Optimization steps 2 and 3a replace element groups with 
equivalent Laplace transformations and simplify the model, 
but Laplace is heavy computationally this also introduces a 
negative impact on the performance. For AC and noise 
analyses, this effect is smaller than the performance 
improvement from removing multiple elements and nodes and 
as a result the overall simulation speed is increased. For 
transient analysis however, the negative impact is much 
higher and in M3a it cannot be compensated, so the simulation 
speed is reduced. In M2 the performance penalty for transient 
simulations is compensated, but the speed gain is negligible. 

Step 3 has two variants: in M3a the transient speed is 
reduced. Variant M3b is faster for all simulation types. 

With the original model [6], convergence problems were 
encountered for D7 and D8, during transitions of their currents 
around 0. This causes time-step reduction and has a major 
impact on the effectiveness of the model. Step 6 resolves this 
issue and improves the stability of the model. The affected 
block is replaced with a more simple and reliable equivalent 
implementation. 

Optimization step 10 improves the accuracy of the noise 
model, by replacing the original interpolated noise behavior 
with table defined values from the datasheet. The noise model 
was verified and matches the datasheet characteristics. 

V. CONCLUSION 

A Verilog-A macromodel of the LM6181 current feedback 
low noise operational amplifier is analysed and optimized. 
The optimized model is 214% faster for AC, 195% faster for 
noise, and up to 760% faster for transient simulations, 
compared to the model from [5]. The large improvement for 
transient simulations comes from the removal of a block that 
caused instability and time-step reduction in the original 
model. The simulation speed of the model is measured after 
each step of optimization, in order to assess its impact on the 
performance. The model accuracy is not affected. 

The optimization steps affect: thermal effects group, pole 
stages, PSRR effects group, merging of parallel elements, 
merging of serial elements, removal of voltage sources by 
transforming serial V-R groups to parallel I-R and moving the 
voltage source from V-D groups connected in series to the 
diode equation as an offset voltage. 

Although replacing large blocks with a Laplace function 
improves the speed of the model, for smaller blocks the 
negative impact from Laplace computation on the speed, 
particularly in the time-domain, may be higher than the speed 
improvement from the reduced number of elements and 
equations and should be avoided. 

Due to the restricted set of features in the Spice language, 
many models use inefficient solutions to perform simple tasks. 
These blocks may be entirely rewritten and optimized using 
the advanced features of Verilog-A, to improve the simulation 
speed and stability without sacrificing any accuracy. 

The noise accuracy of the model is enhanced by replacing 
the noise sources with table defined data from the datasheet. 
The noise model was verified and matches the datasheet data. 
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Subtraction Procedure for Drift Removing from ECG: 
High Level Synthesis with Compaan 

Tsvetan Shoshkov1

Abstract – The electrocardiogram (ECG) is often contaminated 
with drift interference. The subtraction procedure has proved its 
efficiency in removing the drift from the ECG.  

Development process of such device is prone and time 
consuming. High level synthesis (HLS) solves these problems. In 
this paper HLS tools are used to develop a device for drift 
removing. FPGA is used as a target platform. Automatic output 
generation is used to make the reconfiguration and further 
development easier and faster. 
 

Keywords – ECG, drift, FPGA, HLS, Compaan. 
 

I. INTRODUCTION 

Drift interference is often present in the Electrocardiogram 
(ECG) due to complex mechanical and electro-chemical 
electrode-to-skin processes. The subtraction procedure shows 
good results in removing baseline drift from ECG signals [2]. 
The subtraction procedure algorithm is modeled in Matlab. 
Based on these algorithms is developed a hardware design for 
drift removing form ECG [1]. This design realizes the 
subtraction procedure for real time operation. It is developed 
using VHDL and FPGA as a target platform. This standard 
manual development process using VHDL is error prone and 
time consuming. The design often must be reconfigured which 
is also a difficult process. 

 

 
Fig. 1. Compaan Design Flow Basic Stages 

 
In [5] are presented several system level development 

technologies. Automated high level system generation helps 
the development process and makes it easier and faster. In the 
present work we choose Compaan to develop a design for 
drift removing from ECG using the Subtraction Procedure. 
Compaan is a high level synthesis tool [4]. Compaan is used 
in the current work because it can provide full system 
integration. It can implement not only the hardware and 
software implementation but also the communication and 
integration between them. 

Compaan design flow basic stages are shown on fig. 1. 
Compaan works with simple C code input specification. Khan 

Process Network (KPN) model of computation is used [4]. 
KPN specification is automatically generated based on the 
input. After that target platform and mapping specification are 
defined. Then software and hardware implementation can be 
automatically generated. Quick changes in the input 
specification are enough to automatically generate a new 
design and reconfigure the target platform. 

II. SUBTRACTION PROCEDURE FOR BASELINE 
DRIFT REMOVING 

The process flow of the Subtraction Procedure is shown on 
fig. 2. Its structure contains three main stages: 
– Linear segments detection. Each ECG sample is checked 

if it belongs to a linear segment by using appropriate 
linearity criterion. The linearity is defined by comparing 
the criterion with a predefined threshold M. 

– Baseline drift calculation. If it is detected a linear 
segment the baseline drift is calculated using a digital 
filter and it is stored in a temporal FIFO buffer. In the 
same time the baseline drift is subtracted from the linear 
segment; 

– Baseline drift extrapolation. If the current sample belongs 
to a nonlinear segment the value of the drift is calculated 
using the data stored in the temporal buffer and it is 
subtracted from the signal in a nonlinear segment. 

 

 

Fig. 2. Basic Structure of the Subtraction Procedure for Baseline 
Drift Removing. 

 
More details about the subtraction procedure for baseline 

drift removing are given in [2], [3]. The present work is 
focused on the implementation of the subtraction procedure 
for ECG drift removing in real time using Compaan design 
flow. 
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241 



 

III. COMPAAN DESIGN FLOW 

Compaan design flow is centered on Compaan compiler 
and ESPAM tools [4]. The application must be specified as 
parameterized static affine nested loop which is a subset of the 
C language. Fig. 3 presents a detailed block diagram of the  
used Compaan design flow. 
 

Fig. 3. Compaan Design Flow. 
 
Compaan compiler automatically generates a KPN model 

of computation based on the input C specification. Processes 
are further processed by Compaan to obtain hierarchical sub 
networks. Target platform is selected to generate a platform 
specification. Processes of the KPN specification are mapped 
on HW (FPGA) and mapping specification is automatically 
generated. HW is automatically generated by ESPAM based 
on the specifications generated in the first step. [3] 

Nodes implemented with HW are using processors, which 
are composed of three separate blocks - read, execute and 
write. The read block waits until there are tokens ready to be 
read. A deep pipeline can be integrated in the execution block. 
When there are processed tokens ready to be sent the write 
block writes them into the corresponding communication link 
if there is space available. This structure provides the nodes 
with the ability to work independently of each other. Inside 
each node there is a constant track of the data, using iteration 
counters. Compaan tool allows simulation and verification of 
the system at each stage of development. It can optimize the 
size of the communication links based on the current 
application. [3] 

Compaan design flow is producing low power consuming 
and fault tolerant designs. Fault tolerance is based on the 
simplicity and higher abstraction of the input specification. 
Constant track of the data inside each node also contributes to 
make the system more fault tolerant. The asynchronous work 

inside the design makes it low power consuming since each 
node is working only where there is data to be processed. 
Memory is main source of power consumption and 
communication links size optimization is also a very 
important feature. 

The reconfiguration of the system using Compaan design 
flow is easy. It requires modification of the input C code and 
following the Compaan design flow to generate bit stream that 
can be used to reconfigure the hardware. 

IV. IMPLEMENTING THE SUBTRACTION 
PROCEDURE  FOR DRIFT REMOVING WITH 

COMPAAN 

The basic structure and elements of the Subtraction 
Procedure are shown on fig. 2. We use the Compaan design 
flow which is shown on fig 3 to implement the subtraction 
procedure for drift removing. All development flow steps are 
presented in this section. First input specification is created, 
after that KPN is automatically generated. Finally 
synthesizable VHDL code is automatically generated. More 
details for each step are listed in the following subsections. 

A. Input Specification 

As a first step of the development it is created the input SW 
specification. Short fraction of the C code input specification 
is present to picture its main concepts: 

 
#pragma compaan_procedure ecg_drift 
void filter(int data_in[WIDTH], int data_out[WIDTH], 
int drift_out[WIDTH], int cr_out[WIDTH], int 
cfr_out[WIDTH]) { 
  int ecg[WIDTH]; 
  cr[WIDTH];  
  cfr[WIDTH]; 
  int ecg_out_linear[WIDTH]; 
  int ecg_out_non_linear[WIDTH]; 
  int ecg_drift[WIDTH];  
  int ecg_filtered[WIDTH]; 
  int i, j, x; 
  ecg_drift[0] = 0; 
  // Stream data into the design 
  for (i = 1; i <= WIDTH; i = i + 1) { 
    ecg[i] = data_in[i]; 
  } 
  // Data processing 
  for (j = 1; j <= WIDTH; j = j + 1) { 
    // Linearity criterions calculation 
    linearity_criterion(ecg[j], &cr[j], &cfr[j]); 
    // Baseline drift extrapolation 
    non_linear(ecg[j], ecg_drift[j-1], 
&ecg_out_non_linear[j]); 
    // Baseline drift calculation 
    linear(ecg[j], ecg_drift[j-1], cfr[j], 
&ecg_out_linear[j]); 
    // Switch between linear and non linear 
    cr_switch(cr[j], ecg_out_linear[j], 
ecg_out_non_linear[j], &ecg_drift[j]); 
    // Subtract drift from the original signal 
    subtract(ecg[j], ecg_drift[j], 
&ecg_filtered[j]); 
  } 
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  // Stream data out 
  for (x = 1; x <= WIDTH; x = x + 1) { 
    data_out[x] = ecg_filtered[x]; 
    drift_out[x] = ecg_drift[x]; 
    cr_out[x] = cr[x];  
    cfr_out[x] = cfr[x]; 
  } 
} 
 

Functions are called inside static affine nested loops to 
process the data. Inputs and outputs of the functions are given 
as parameters. Output parameters are specified as addresses to 
variables where the result is stored. Feedbacks from the output 
drift to the linear and non-linear segment calculations are 
realized. 

First step in the specification is to stream in data into the 
design. After the actual processing starts with the first block 
witch is linearity criterion calculation. Functions for linear and 
nonlinear segment filtrations are present. Another function 
switches between the nonlinear and linear output based on the 
linearity criterion. The drift interference is subtracted by the 
original ECG signal. In the end the data is streamed out. 

B. KPN Model of Computation 

Compaan compiler is used to automatically generate KPN 
specification. This KPN specification can be used as a basis to 
generate the actual implementation of the device. It defines 
the dependencies between the nodes and connections between 
them. 

The KPN is simulated to automatically optimize the 
communication link sizes. Fig. 4 shows the produced KPN for 
drift removing from ECG using the Subtraction Procedure. 
Each function from the input specification is realized using a 
separate processing node. Additional processing nodes are 
used to stream data in and out from the design.  

 

C. Implementation 

Next step of the Compaan design flow is selecting target 
platform and mapping creation. In our case we use default 
target and mappings, since we want to generate a project to 
simulate. After we have the KPN, platform and mapping 
specifications ready, we can generate synthesizable VHDL 
code. Each node is mapped to a hardware processing core. It 
consists of read, execute and write section. Each execution 
section must be additionally filled with the actual processing 
equations. The manually filled code realizes the relation 
between the inputs and the outputs in each block. Here is a 
fraction of the code realizing the linearity criterion 
calculation: 

 
CR_CALC : process (CLK) 
  variable temp : std_logic_vector(31 downto 
0); 
begin 
  if rising_edge(CLK) then 
    if (RST='1') then 
      temp := (others => '0'); 
    else 
      temp := abs(XB(0) - (XB((25-1)/2)(30 
downto 0) & '0') + XB(25-1)); 
      if (temp(temp'high) = '0') then 
        cr <= "00" & temp_sum(31 downto 2); 
      else 
        cr <= "11" & temp_sum(31 downto 2); 
      end if; 
    end if; 
  end if; 
end process; -- CR_CALC 

 
At each step of the development flow we perform 

consistency check with the other stages to define if there are 
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Fig. 4. Subtraction Procedure Baseline Drift Removing KPN. 
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any errors. Thus errors are easy to be identified and fixed at 
earlier stages of the development.  

V. EVALUATION AND RESULTS  

Main target of our evaluation is to check if the generated 
design satisfies the application requirements. The 
development time is also a major aspect in this research. The 
system design must meet the functional and performance 
requirements and at the same time must be low power 
consuming and fault tolerant. 

We use Xilinx ISE Design Suite 14.7 to simulate and verify 
the design. Virtex 6 FPGA is used as a target platform. 
ML605 evaluation kit with 200 MHz system clock is used. 
Compaan automatically generates a test bench that streams in 
and out data from the design. We use ECG signal provided by 
the American Health Association to test our design. Finally 
we use Matlab to plot the signals in graphics. 

 

 
Fig. 5. Drift Removing Result Signals. 

 
Fig. 5 shows two samples with input and output result 

signals obtained by the simulation of the design: The results 
obtained prove that the integrated design realizes the 
subtraction procedure for drift removing according to the 
modeled algorithms. 

The design implementation of Compaan suggests that the 
processes inside are working asynchronously. The HW IP 
cores are working independently of each other, so they can 
work only when there is input data to be processed. This way 
it is achieved low power consumption. Another main point 

sufficient for low power consumption is the link sizes 
optimization that is automatically performed. 

A manual VHDL implementation of the subtraction 
procedure for baseline drift removing is presented in [1]. In 
the current work we use Compaan design flow to develop the 
same drift removing processing algorithm. Table 1 presents a 
comparison between the development times consumed in the 
two cases. The comparison points that using Compaan the 
development time required is considerably decreased. 

TABLE I 
DEVELOPMENT TIME CONSUMED 

 
Development Method Man-Months 

Manual VHDL Development 0.75 
Compaan Design Flow 0.25 

 
Automation of the generation and optimization benefit the 

development process. Using Compaan errors can be detected 
in earlier stages of the development. 

VI. CONCLUSION 

In this paper we present a high level synthesis of the 
subtraction procedure for drift removing from ECG. We use 
Compaan design flow to automatically generate an output 
design based on simple input specification. This considerably 
decreases the development time required. Compaan further 
optimizes the design and makes it fault tolerant and low 
power consuming.  

The automatic generation of the output makes the 
development faster and easier. Slight changes in the input 
specification can be made and a new design can be easily 
regenerated. This benefits the research and development 
process. Quicker further investigations in this field can be 
achieved. 
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