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Abstract – This paper surveys methods and approaches for 
digital software image stabilization by algorithmic image 
deblurring, so that the original form of the image is restored in 
the best possible way and the image is altered in a sharper, 
clearer state. Some techniques for image quality evaluation are 
also considered.  
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I. INTRODUCTION 

The main sources of blur in a photograph are: motion blur, 
camera shake and long exposure times. Anyone of these 
effects leads to worsened quality of the image. Most modern 
cameras have some built in hardware for image stabilization. 
This allows the camera to reduce the noise caused by blur in 
the image without needing to depend on a software level 
solution. Due to technological limitations, digital cameras are 
unable to perform software level deblurring on pictures. 
Advances in image deblurring are important both to the 
development of modern photography and to the restoration of 
images and videos that are not as sharp as they can be. Image 
deblurring has applications in many different real-world 
problems [8]. The ability to remove noise from images 
captured in highly technical fields such as astronomy and 
medicine is critically important for the effective job of related 
professionals. Deblurring techniques are used also for film 
restoration [2] and for decoding of bar codes in the 
supermarkets [3].  

Because every picture taken comes out blurry to some 
degree, image deblurring is fundamental in making pictures 
sharp and useful [1]. Usually the videos taken from hand held 
mobile cameras suffer from different undesired and slow 
motions (handshake, gait wobble, etc.). That’s why an 
improvement of image quality is necessary. The image 
stabilization techniques can be classified generally as: 

- mechanical image stabilization, 
- optical image stabilization (OIS), and 
- post-processing image stabilization (digital image 

stabilization). 
Mechanical stabilization systems are based on vibration 

feedback through sensors like gyros accelerometers [20]. The 
vibrations can be dumped to some extent by gyroscope 
stabilizers. Unfortunately the same cannot be applied to 
overcome the forward movement effects. Such problem arises 

for example when the camera is attached to moving vehicle. 
Also when the light conditions are bad, the camera needs a 
long exposure time to gather enough light to form the image 
and this leads to objectionable blur. A simple way to 
overcome such problems is to increase the sensitivity of the 
camera by amplifying the signal from the sensor, which 
permits faster shutter speed. This may lead to decreasing the 
image quality because of more noise. Optical image 
stabilization systems contain either a moving image sensors or 
an optical element to counteract the camera motion such as a 
prism or moveable lens assembly that variably adjusts the path 
length of the light as it travels through the camera's lens 
system [9], [21]. The use of optical image stabilization allows 
obtaining a sharp image for shutter speeds 8-16 times slower 
than without any OIS [10]. This kind of stabilization is not 
suitable for small camera modules embedded in mobile 
phones due to lack of compactness and also due to the 
associated cost, weight and energy consumption. Digital 
image stabilization tries to smooth and compensate the 
undesired motion by means of digital video processing. As 
noted in [22], there are typically three major stages 
constituting a video stabilization process in the image post 
processing algorithm: 1) camera motion estimation, 2) motion 
smoothing or motion compensation, and 3) image restoration. 

When deblurring images, a mathematical description of 
how it was blurred is very important to maximizing the 
effectiveness of the deblurring process. With real-world 
photos, we do not have the luxury of knowing the mathematic 
function by which the image was blurred. However, there 
exist methods to approximate how blur occurred. Many 
methods have been developed for image deblurring and there 
is a big interest in creation of techniques making them more 
effective (see [10], [22], [23]). 

The paper is organized as follows: Section 2 considers 
some basic and ill-conditioned methods for image deblurring. 
Section 3 is devoted to the modern deblurring approaches. In 
section 4 are noted some techniques for image quality 
evaluation. Finally a summary of main approaches is given.  

II. BASIC DEBLURRING METHODS 

This section considers some basic and ill-conditioned 
deblurring methods (see [23]). 

A. General method for image deblurring 

The general method of image deblurring is a direct method 
for obtaining a blurred or deblurred image from the original or 
blurred image, respectively. The most basic method is simple 
matrix multiplication of row and column blurring matrices 
with the original image. Here is used a very simple linear 
model for the blurring effects on an image:  

          A XA BT
C r =          (1) 
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where Ac and Ar are the column and row blurring matrices, 
T
rA  is the transpose, B is the blurred image, and X is the 

original image. B and X are matrices in Rmxn (the set of m- 
by-n matrices of real numbers), Ac is in Rmxm and Ar is in 
Rnxn. It could be expected that the naive solution in this case 
is X = 1 1

CA B(A )T
r

− − , but the experiments show that the resul-
ting output does not posses resemblance to the original image.  

Because of different extra noisy factors except accidental 
camera movements, knowing the exact blurring matrices for 
X is not sufficient to restore the image. For this reason an 
error term E needs to be included in the equation: 

      B E A XAT
C r= +           (2) 

Unfortunately, the value of the noise term is unknown, and 
so the goal of more sophisticated methods is to minimize the 
influence of the inverted noise 1 1

CA E(A )T
r

− − . The noise 
causes the deblurred image to be unrecognizable because its 
high-frequency components are amplified when the small 
singular values of the blurring matrices are inverted [1]. The 
simplest way to reduce this effect is by creating rank-k 
versions of the row and column matrices from their singular 
value decompositions: 
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       (3) 

While this method provides a better restoration than the 
previous solution, the noise still has a large effect on the 
resulting image using vec(X) = A 1

k
− vec(B). Despite the 

improvement, this simple approach is insufficient to 
appropriately reconstruct a blurred image. 

B. Point spread function and boundary conditions 

In order to increase the accuracy of deblurring functions, a 
more in-depth look at the blurring matrix A must be taken. 
Understanding the method by which the blurring matrix is 
generated is the first step to take. Since A will blur any 
original image X in the same way, we can imagine applying 
A to a black image with a single pixel of light, known as a 
point source. The resulting 'image' that describes how A acts 
on individual pixels is called the Point Spread Function (PSF) 
[1]. Depending upon the type of blurring that is being 
described, we have different functions that model the PSF 
around a central point of (k, l). A few PSFs are given below: 

PSF for Out-of-Focus Blur has the form: 
       1/(πr2)   if   (i – k)2 + (j – l)2 ≤ r2 

          
,i jp =             (4) 

            0                elsewhere 
PSF for Atmospheric Blur has the form: 
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        (5) 

PSF for Astronomical Telescope Blur has the form: 

,i jp =  
2 2
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           (6) 

The function for atmospheric blur is commonly known as 
the two-dimensional Gaussian function [4], and the function 
used for astronomical telescopes is called the Moffat function 
[5]. By convoluting the generated PSF and the original image 
X, we can generate the blurred image without needing to 
construct the larger blurring matrix. Convolution can also be 
used to smooth noise or enhance edges in a picture with an 
appropriate PSF. 

Alone, the PSF only allows us to increase the speed at 
which we reach a poorly deblurred image. In order to improve 
the accuracy of image reconstructions, we need to take into 
account that the image we are looking at does not exist in a 
vacuum, but rather, extends infinitely beyond the captured 
area. As such, noise can be generated from outside the 
boundary of the image. In order to counteract this effect, the 
use of boundary conditions allows us to make a simple 
assumption about the state of the world outside of the image's 
frame. 

There are three types of boundary conditions commonly 
used for this purpose, with different situations where they are 
used. For each boundary condition, the matrix X is placed in 
the center of a matrix three times as large as it. In the zero 
boundary condition, all other entries are left as zero. Zero 
boundary conditions assume that all space beyond the image 
is empty, which is a good assumption to make when working 
with astronomical data. A periodic boundary condition 
assumes that the image repeats infinitely, and so tiles the 
original image in each of the blocks of the larger matrix. The 
reflexive boundary condition assumes that the image is 
mirrored outside of the border, and is created by flipping the 
original image depending on what block it is in, vertically if it 
is above or below, horizontally if it is to the left or right, and 
both if it is diagonal of the middle block where the original 
image was placed. 

For certain states of the PSF and assumptions of the 
boundary condition, we can use fast algorithms in order to 
calculate the blurred image and a naive solution from it. A 
PSF P ∈ Rmxn is separable if there exists c ∈ Rm and r ∈ Rn 
such that P = crT. When the PSF is separable, under any 
boundary condition, we can interpret the blurring matrix A as 
a Kronecker product of two smaller matrices. Using the PSF, 
we are able to calculate the Ac and Ar whose Kronecker 
product form the blurring matrix A without ever having to 
construct A. We can then apply singular value decomposition 
to these matrices as in earlier techniques to generate the naive 
reconstruction of an image. Because the SVD of a Kronecker 
product can be represented in terms of the SVDs of the 
matrices that form it, we can use these singular value 
decompositions in order to more efficiently compute the naive 
solution than if we were to decompose the matrix itself [1]. 

The formulas for deblurring with Kronecker decomposition 
and SVD are given as follows: 

P = crT           (7) 
   A = Ar ⊗ Ac          (8) 
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   Ar = Ur ∑r
T
rV           (9) 

   Ac = Uc ∑c
T
cV         (10) 

       X = Vc
1UT

c c
−Σ BUr

1VT
r r
−Σ        (11) 

For PSFs that are doubly symmetric, under the reflexive 
boundary condition we can apply the two-dimensional (2D) 
Discrete Cosine Transform (DCT), which computes the 
eigenvalues of the blurring matrix A from the PSF and 
blurs/deblurs the image without constructing A [1]. The 2D 
DCT is (usually) defined by two 1D DCT, by rows: 
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and similarly by columns, by n=m. 
The 2D Complex Fourier Transform (CFT) can be applied 

whenever there is a periodic boundary condition. The 
respective 1D CFT, by rows has the form 
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and the similar form by columns, by n=m, where i2=-1. 
For both the 1D FTs, CFT and DCT, the well known FFT 

(Fast Fourier Transform) algorithm is usually applied to 
reduce processing time. The composition of results over both 
dimensions is commutative and obtains the resulting matrix 
[4], [6], [7]. These approaches make possible to compute 
efficiently the blur and naive restoration of large images 
efficiently, but are still incredibly vulnerable to noise in the 
data corrupting the image. 

C. Spectral analysis 

In each of these efficient algorithms for deblurring images, 
small eigenvalues of the blurring matrix cause a large buildup 
of inverted noise that corrupts the restoration of the original 
image. In order to damp noise from the blurred image, a 
process called spectral filtering in introduced to the deblurring 
process [1]. The method used here involves generating an m-
by-n matrix Ф, and element-wise dividing it by the 
eigenvalue matrix S. Truncated Singular Value 
Decomposition (TSVD) from Subsection A. is an example of 
spectral filtering. An implementation method of this is to only 
keep singular values that are greater than or equal to a 
specified tolerance value. The formula of TSVD method for 
Spectral Filtering has the form: 

 

          1        i = 1,…,k 
Φi ≡          (14) 
          0        i = k + 1, …, N 

 

The method where the small singular (spectral) values are 
removed is known as Spectral Filtering. The Spectral Filtering 
is used to eliminate the noise. In the Truncated Singular Value 
Decomposition (TSVD) based method all singular values 
below a certain tolerance were removed from the matrix S.  

Another method for generating the filter factors is the 
Tikhonov method (see [23], [27]). The Tikhonov method for 
Spectral Filtering is based on the following equation: 
 

Φi ≡ 
2

2 2
i

i

σ
σ α+

        (15) 

 
    The α in the Tikhonov method equation is called the 
regularization parameter; this parameter behaves in much the 
same way as the choice of k does in TSVD in damping small 
eigenvalues that would increase the inverted noise. 

The Spectral Filtering methods allow a much better 
reconstruction of the original image. Unfortunately the quality 
of the reconstructed image is not good enough, so that more 
sophisticated methods of image deblurring are required in 
order to generate more accurate deblurred images. 

 
Some experimental results about the performance of the 

above listed methods are reported in [23]. All PSFs in the tests 
were generated using Gaussian (atmospheric) blur with p = 0 
and s1 = s2, and all images were manipulated under periodic 
boundary conditions with the FFT method, which is the fastest 
for images of any size. The used images are all based on a 
sharp original image that is blurred through a given method so 
that the PSF of the blur is known. A picture of fruit bowl on a 
table was taken with an aperture 5,5 using a tripod for 
stabilization. The image was tested on blurring and deblurring 
using a number of different PSF s-variation. For the 
experiments is used the psfGauss function for MATLAB (see 
http://www2.imm.dtu.dk/~pcha/HNO/), where s=2 by default.  

Initially the blurring and deblurring was performed without 
any noise. It was determined that as the radius of the PSF 
increased, the noise that was observed in the restored image 
would increase as well. The observation is done, that even 
with a Gaussian blur using s=10, which leaves the blurred 
image such that the fruit bowl is simply an unidentifiable blur, 
there is very little graininess in the restored image. What noise 
is noticeable from this deblurring is concentrated around 
edges in the photo (such as the edges of the table). When the 
blur is increased to use s=15, the blurred image becomes even 
less recognizable, and in the full-sized image can be seen a 
noticeable amount of grain. By convoluting the grainy image 
with a low pass filter, the graininess from the restored image 
is smoothed; however, a slightly blurry image is received in 
exchange. It is noted that an image blurred without any 
random noise added in can be blurred to a high degree without 
significant loss or noise in the restored image. 

The same approach was used to create the blurred image 
and then deblur the image with noise, in order to test the 
sensitivity of the eigenvalue matrix. The fruit bowl image has 
been blurred with PSF with s = 2. When noise is added the 
following equation is used: 

В = В + err ||B||F E ,        (16) 
where E is a matrix containing normalized random noise of 
the same size as B, and ||B||F is the Frobenius norm of B (here 
B is the blurred image). The condition number (i.e. ||S||.||S-1||) 
of the eigenvalue matrix S in a case of 1% noise reaches 
2.68e+18. This means that even a very small amount of noise is 
magnified to massive degrees when inverted in the deblurring 
process. When S element-wise divides the Fourier transform 
of the noisy blurred image, the noise is magnified by an 
enormous factor, dominating the image. By testing this out 
with different degrees of error, it has been found that the 

171 



amount of error should be reduced to 1e–12 in order for less 
than half of the image to be dominated by noisy patches. 
When the noise was reduced by a factor of ten the effect of 
inverted noise was reduced to a level where the observer must 
look closer at any section of the restored image to notice the 
corruption due to inverted noise. Further, an experiment was 
done with an error factor of 1e–14 and it has been found that 
the inverted noise can be purged more or les from the image. 
In conclusion this deblurring method is insufficient to 
successfully remove any amount of noise that would occur in 
a real world situation, so that a technique that allows 
cancelation of the small singular values that are exploding the 
inverted noise is necessary. 

At the end the spectral filtering is applied to eliminate the 
noise. Primarily, the method that was used was the Truncated 
Singular Value Decomposition (TSVD) based method, where 
all singular values below a certain tolerance were removed 
from the matrix S. It has been established that with the TSVD 
filtering approach the tolerance needs to be between 0.5 and 
0.5 times the error in order to produce a reasonable image. 
The range is smaller as the amount of blur induced in the 
image increases; for s=4, a range of 0.05 to the error amount 
produces a good reconstruction. This implies that the range of 
tolerances that will allow for the deblurred image to be of 
good quality will shrink as the blurred image gets blurrier. It 
is shown, that applying this filtering technique good results 
(with reasonable image quality) can be obtained with error 
noise as high as 0.1%. Applying the Tikhonov method to filter 
the singular values generates results that have less noise than 
their TSVD counterparts, but are blurrier than them as well. 
This is due to the different way the singular values are 
trimmed by the different filters. In conclusion this approach is 
insufficient to create a truly sharp restored image from the 
blurry, noise added image. The same is the situation when a 
naturally blurry image is deblurred using spectral filtering. For 
image with low noise the tolerance and PSF parameters 
chosen in the deblurring attempt were 0.1 and 12, 
respectively. The reconstructed image is sharper than the 
started image, but its quality is not good enough. 

III. MODERN DEBLURRING APPROACHES 

A. Blur Model  

The homogenous blurring can be described by convolution 
(see [10]): 
                 z = u∗h[x,y] = u( , ) ( , )x s y t h s t dsdt− −∫ ,       (17) 
 

where u is an original image, h is called the convolution 
kernel or point-spread function (PSF) and z is the blurred 
image. In our case of camera motion blur the PSF is a plane 
curve given by an apparent motion of each pixel during the 
exposure. 

If the focal length of the lens is short or camera motion 
contains a significant rotational component about the optical 
axis, this simple model is not valid. The blur is then different 
in different parts of the image and is a complex function of 
camera motion and depth of scene [29].  

Nevertheless, this spatially varying blur can be described 
by a more general linear operation: 

 

  z = u∗vh[x,y] = u( , ) ( , ; , )x s y t h x s y t s t dsdt− − − −∫ ,   (18) 

where  h, again called  point-spread function  is the  (variable)  
kernel of this space-variant convolution. The subscript v 
distinguishes from ordinary convolution, denoted by asterisk.  

Because the rotational component of camera motion is 
usually dominant, the blur is independent of depth and the 
PSF changes in a continuous gradual way. Therefore the blur 
can be considered locally constant and can be locally 
approximated by convolution. As discussed in [10], this 
property can be used to efficiently estimate even the space-
variant PSF. 

B. Deblurring approaches 

Various techniques have been proposed for stabilizing 
videos taken under different environment from different 
camera systems. Below are listed some modern deblurring 
approaches: 

-   Multiple underexposed / noisy images 
The simplest way to avoid camera motion blur is to take a 

sequence of underexposed images so that the exposure time is 
short enough to prevent blurring. After registration, the whole 
sequence can be summed to get the original sharp image with 
a reasonable noise level. Unfortunately this idea turns out to 
be impractical for more than a few images because of the time 
needed for sensor read-out (see [10]). 
-  Blind restoration from single blurred image (deconvolution) 

The blur is usually assumed to be homogenous in the whole 
image for simplicity. In this case the blur can be modeled by 
convolution. That is why the reverse problem to find the sharp 
image is called deconvolution. If the PSF is not known, which 
is the case in most real situations, the problem is called blind 
deconvolution. 

The blind deconvolution problems from a single image are 
very hard solvable in contrast to the non-blind deconvolution 
problems, which can be easily solved. To find a stable 
solution some additional knowledge is required. The most 
common approach is regularization, applied both on the image 
and blur. Regularization terms mathematically describe a 
priori knowledge and play the same role as prior distributions 
in stochastic models. Good published blind deconvolution 
methods are those of Fergus et al [25], Shan et al [26], as well 
as Mignotte [24]. 

- Multiple blurred images (deconvolution) 
This approach is extensively studied at the present time. 

The idea is to use multiple images capturing the same scene 
but blurred in a different way. The camera takes two or more 
successive images and each exhibits different blurring due to 
the basically random motion of the photographer's hand or, for 
example, aircraft vibrations. Multiple images permit 
estimation of the blurs without any prior knowledge of their 
shape, which is hardly possible in single image blind 
deconvolution [28]. 

- One correctly exposed but blurred and one underexposed 
image 

This is a particular case of multi-image setup. This 
approach is most advantageous and attracted considerable 
attention only recently. Taking images with two different 
exposure times (long and short) results in a pair of images, in 
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which one is sharp but underexposed and another is correctly 
exposed but blurred. Instead of the underexposed image we 
can equivalently take an image with high increase the 
sensitivity of a camera (ISO). Both can be easily achieved in 
continuous shooting mode by exposure and ISO bracketing 
functions of DSLR (Digital Single-Lens Reflex) cameras. As 
noted in [10] for Canon compact cameras these functions can 
be written in the scripting language implemented within the 
scope of the CHDK project 
(http://chdk.wikia.com/wiki/CHDK). 

- Other methods for image stabilization 
Various 2D stabilization algorithms are presented in [11 

and 12]. Hansen et al. [11] describe the implementation of an 
image stabilization system based on a mosaic-based 
registration technique. Burt and Adelson [13] propose a multi-
resolution spline technique for combining two or more images 
into a larger image mosaic. They describe a system which 
uses a multi-resolution, iterative process that estimates affine 
motion parameters between levels of Laplacian pyramid of 
images. From course to fine levels, the optical flow of local 
patches of the image is computed using a cross-correlation 
scheme. The motion parameters are then computed by fitting 
an affine motion model to the flow. 

Matsushita et.al [14], proposed in 2006 the direct pixel 
based full frame video stabilization approach using 
hierarchical differential motion estimation with Gauss Newton 
minimization. The Gauss error functions are minimized 
iteratively to find the optimized motion parameters. After 
motion estimation, motion inpainting is used to generate full 
frame video. This method performed well in most videos 
except in those cases when large portion of video frame is 
covered by a moving object, because this large motion makes 
the global motion estimation unstable. R. Szeliski, [15] 
presented in 2006 a survey on image alignment to explain the 
various motion models, and also presented a good comparison 
of pixel based direct and feature based methods of motion 
estimation. The efficiency of the feature based methods 
depends upon the feature point's selection [16]. Rong Hu, et al 
[17] proposed in 2007 an algorithm to estimate the global 
camera motion with SIFT (Scale Invariant Feature 
Transform). These SIFT features have been proved to be 
affine invariant and used to remove the intentional camera 
motions. Derek Pang et al [18] proposed in 2010 the video 
stabilization using Dual-Tree complex wavelet transform 
(DT-CWT). This method uses the relationship between the 
phase changes of DT- CWT and the shift invariant feature 
displacement in spatial domain to perform the motion 
estimation. Optimal Gaussian kernel filtering is used to 
smoothen out the motion jitters. This phase based method is 
immune to illumination changes between images, but this 
algorithm is computationally complex. 

The feature-based approaches are even faster than the direct 
pixel based approaches, but they are more prone to local 
effects and their efficiency depends upon the selection of 
feature points. The direct pixel based approaches use 
optimally the information available in motion estimation and 
image alignment, since they measure the contribution of every 
pixel in the video frame. Hence, the direct pixel based 
approaches can be used for aligning the sequence of the 

frames in a video. Hierarchical motion estimation can be used 
to further improve the stabilization efficiency [9]. 

IV. IMAGE QUALITY EVALUATION 
To estimate the sharp of an image, two different ideas were 

proposed in the literature. The first one adjusts the contrast of 
the underexposed image to match the histogram of the blurred 
one [30]. However, this technique is applicable only if the 
difference between exposure times is small. The second way 
[31], [32] uses the image pair to estimate the blur and then 
deconvolves the blurred image. This path was followed by 
[33], where the authors show an effective way to suppress 
ringing artefacts produced by Richardson-Lucy 
deconvolution. An algorithm of this type is proposed in [10]. 
It is designed for space-variant blur and may be applied even 
for wide angle lenses. 

In [19] Wang and Li consider  perceptual image quality as-
sessment (IQA) algorithms. These algorithms have a common 
two-stage structure: 1) local quality/distortion measurement, 
and 2) pooling. In the first stage, image quality/distortion is 
evaluated locally, where the locality may be defined in space, 
scale (or spatial frequency) and orientation. For example, 
spatial domain methods such as the mean squared error (MSE) 
and the structural similarity (SSIM) index [37], [38] compute 
pixel- or patch-wise distortion/quality measures in space, 
while block-discrete cosine transform [39] and wavelet-based 
[40]-[44] approaches define localized quality/distortion 
measures across scale, space and orientation. Such localized 
measurement approaches are consistent with our current 
understanding about the human visual system (HVS), where it 
has been found that the responses of many neurons in the 
primary visual cortex are highly tuned to the stimuli that are 
"narrow-band" in frequency, space and orientation [45]. The 
local measurement process typically results in a 
quality/distortion map defined either in the spatial domain or 
in the transform domain (e.g., wavelet subbands).  

It is expected that IQA methods can automatically predict 
human behaviours in evaluating image quality [34]-[36]. The 
researchers have achieved significant progress in measuring 
local image quality/distortion, but the pooling stage remains 
not good understood. The potential of spatial pooling has been 
demonstrated by experimenting with different pooling 
strategies [46] or optimizing spatially varying weights to 
maximize the correlation between objective and subjective 
image quality ratings [47]. A common hypothesis underlying 
nearly all existing schemes is that the pooling strategy should 
be correlated with human visual fixation or visual region-of-
interest detection. This is supported by a number of interesting 
recent studies [47]-[49], where it has been shown that sizable 
performance gain can be obtained by combining objective 
local quality measures with subjective human fixation or 
region-of-interest detection data. In practice, however, the 
subjective data is not available, and the pooling stage is often 
done in simplistic or ad-hoc ways, lacking theoretical 
principles as the basis for the development of reliable 
computational models. 

The existing pooling approaches can be categorized 
generally in four groups [19]. They are briefly discussed 
below: 
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• Minkowski pooling 
Let qi be the local quality/distortion value at the i-th 

location in the quality/distortion map. The Minkowski 
summation is given by: 

         ∑
=

=
N

i

p
iq

N
Q

1

1         (19) 

where N is the total number of samples in the map, and p is 
the Minkowski exponent. To give a specific example, let qi 
represent the absolute error, then (19) is directly related to the 
lp norm (subject to a monotonic nonlinearity). As special 
cases, p = 1 corresponds to the mean absolute error (MAE), 
and p = 2 to the mean squared error (MSE). As p increases, 
more emphasis is shifted to the high distortion regions. 
Intuitively, this makes sense because when most distortions in 
an image is concentrated in a small region of an image, 
humans tend to pay more attentions to this low quality region 
and give an overall quality score lower than direct average of 
the quality map [36]. In the extreme case p = ∞, it converges 
to maxi{pi}, i.e., the measure is completely determined by the 
highest distortion point. In practice, the value of p typically 
ranges from 1 to 4 [38]-[43]. In [36], it was shown that 
Minkowski pooling can help improve the performance of IQA 
algorithms, but the best p value depends upon the underlying 
local metric qi and there is no simple method to derive it. 

• Local quality/distortion-based pooling  
The intuitive idea that more emphasis should be put at 

high distortion regions can be implemented in a more straight- 
forward way by local quality/distortion-based pooling. This 
can be done by using a non-uniform weighting approach, 
where the weight may be determined by an error visibility 
detection map [54]. It may also be computed using the local 
quality/distortion measure itself [36], such that the overall 
quality/distortion measure is given by: 
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where the weighting function w(⋅) is monotonically in- 
creasing when qi is a distortion measure (i.e., larger value 
indicates higher distortion), and monotonically decreasing 
when qi is a quality measure (i.e., larger value indicates higher 
quality). Another method to assign more weights to low 
quality regions is to sort all qi values and use a small 
percentile of them that correspond to the lowest quality 
regions. For example, in [55] and [56], the worst 5% or 6% 
distortion values were employed in computing the overall 
quality scores. Local quality/distortion-based pooling has been 
shown to be effective in improving IQA performance, as 
reported in [36], [56], though the implementations are often 
heuristic (for example, in the selection of the weighting 
function w(⋅) and the percentile), without theoretical guiding 
principles. 

• Saliency-based pooling 
Here the "saliency" is used as a general term that 

represents low-level local image features that are of 
perceptual significance (as opposed to high-level components 
such as human faces). The motivation behind saliency-based 
pooling approaches is that visual attention is attracted to 
distinctive saliency features and, thus, more importance 

should be given to the associated regions in the image. A 
saliency map {wi}, created by computing saliency at each 
image location, can be used as a visual attention predictor, as 
well as a weighting function for IQA pooling as follows: 

         













= ∑∑

==

N

i
i

N

i
ii wqwQ

11
/       (21) 

Given an infinite number of possible saliency features, the 
question is what saliency should be used to create wi. This can 
range from simple features such as local variance [36] or 
contrast [57] to sophisticated computational models based 
upon automatic point of gaze predictions from low-level 
vision features [56], [58]-[61]. It has also been found that 
motion information is another useful feature to use in the 
pooling stage of video quality assessment algorithms (see 
[50], [62], [63]). 

• Object-based pooling 
Different from low-level vision based saliency 

approaches, object-based pooling methods resort to high-level 
cognitive vision based image understanding algorithms that 
help detect and/or segment significant regions from the image. 
A similar weighting approach as in (21) may be employed, 
just that the weight map wi is generated from object detection 
or segmentation algorithms. More weights can be assigned to 
segmented foreground objects [64] or on human faces [63], 
[65]-[67]. Although object-based weighting has demonstrated 
improved performance for specific scenarios (e.g., when the 
image contains distinguishable human faces), they may not be 
easily applied to general situations where it may not always be 
an easy task to find distinctive objects that attract visual 
attention. 

In summary, all of the previous pooling strategies are well 
motivated and have achieved certain levels of success. 
Combinations of different strategies have also shown to be a 
useful approach [56], [62], [63], [67]. However, the existing 
pooling algorithms tend to be ad-hoc, and model parameters 
are often set by experimenting with subject-rated image 
databases. What are lacking are not heuristic tricks but general 
theoretical principles that are not only qualitative sensible but 
also quantitative manageable, so that reliable computational 
models for pooling can be derived. 

Wang and Li [19] have proposed an information theoretic 
pooling method. The approach they use is saliency-based. The 
resulting weighting function has interesting connections with 
the proposed pooling method. The same authors have tested in 
their work the hypothesis that when viewing natural images, 
the optimal perceptual weights for pooling should be 
proportional to local information content, which can be 
estimated in units of bit using advanced statistical models of 
natural images. It was found first, that the information content 
weighting leads to consistent improvement in the performance 
of IQA algorithms. Second, with information content 
weighting, even the widely criticized peak signal-to-noise-
ratio can be converted to a competitive perceptual quality 
measure when compared with state-of-the-art algorithms. 
Third, the best overall performance is achieved by combining 
information content weighting with multiscale structural 
similarity measures. There is a general belief, that the human 
vision system is an optimal information extractor, and this is a 
widely assumed conception in the computational vision 
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science [53]. Information theoretic methods are relatively new 
for IQA. The visual information fidelity (VIF) method [51] is 
one such successful method, but VIF was not originally 
proposed for pooling purpose. In [50], based upon statistical 
models of Bayesian motion perception [52], motion 
information content and perceptual uncertainty were 
computed for video quality assessment. In [36], simple local 
information-based weighting demonstrated promising results 
for improving IQA performance. The information content 
weighting method proposed in [19] is built upon advanced 
statistical image models and combines them with multiscale 
IQA methods. The result is superior performance in extensive 
tests using six independent databases, so that the general 
hypothesis mentioned above obtains strong support. 

V. SUMMARY 
In this paper are reviewed methods for and approaches to 

software stabilization of still images in sense of removing 
blur, caused by camera motion during exposure time. Basic 
deblurring methods as well as modern deblurring approaches 
are considered. Finally some techniques for image quality 
evaluation are surveyed.  

The modern deblurring approaches are the following: 
- Avoiding blur from the beginning by taking a sequence of 

underexposed images. This idea is impractical because of the 
time needed for sensor read-out. 

- Deblurring from a single image. The disadvantages are 
speed and difficulties with the segmentation of moving 
objects. 

- Deconvolution from a sequence of blurred images. The 
main disadvantage of this kind of methods is speed. 

- The most perspective approach is to use a pair of images, 
one blurred and one underexposed. Its main advantages are 
good speed, reliability, ability to deal with space-variant blur 
and the potential to segment moving objects. 
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