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Abstract – In this paper, we propose the application of 
Gradient Descent Bit Flipping (GDBF) algorithm in decryption 
stage of McEliece cryptosystem based on Quasi-Cyclic Low-
Density Parity Check (QC-LDPC) codes. Comparing of 
complexity between GDBF and Gallager B decoders is given by 
binary operations for each decrypted bit. 
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I. INTRODUCTION 

The main purpose of the cryptosystem is to guarantee 
confidentiality to the message. McEliece cryptosystem is 
important public key code, derived by Robert J. McEliece in 
1978 [1]. It is based on binary Goppa codes [2], it is still 
unbroken, and worth mentioning that no polynomial-time 
algorithm is discovered to recover the secret message in the 
McEliece cryptosystem even using quantum computers. This 
property is unique from other worldwide implemented 
solutions for public key cryptosystem and digital signatures as 
RSA [3], DSA, ECDSA [4].  

The McEliece cryptosystem demands the sender to encode 
the information into a codeword through the receiver’s public 
key, then to introduce a certain number of intentional errors in 
the encoded word. This allows the receiver that is able to 
correct those errors through his secret private key, to recover 
the secret information. The McEliece shows some drawbacks, 
among of them, the large of the key that prevented its 
widespread adoption and low transmission rate. There are 
many ways to overcome these drawbacks of the McEliece 
cryptosystem, and the most solutions are based on replacing 
of Goppa codes with other families of codes. However, it is 
difficult to replace Goppa codes with other codes in the 
absence incurring into serious security flaws. The families of 
code must achieve to some conditions to ensure the security, 
must to be large enough to keep away from the enumeration, a 
generator matrix of a permutation equivalent code must be 

obscure that no permit to appear any construction for the 
secret code and this code has efficient algorithm to correct the 
codeword form the errors, this means that receiver can able to 
read the transmitted ciphertext over the unsecure channel. 

On the other hand, it is well known that Low Density Parity 
Check (LDPC) codes are powerful error correction codes that 
achieve performance near the Shannon limit [5]. The effective 
iterative decoding algorithms for LDPC codes make these 
codes have high attraction comparing with other class of 
codes. The first supposition to use LDPC codes in the public-
key cryptosystem was in [6]. In that paper, it has been 
clarified that employment of LDPC codes instead of Goppa 
codes does not allow decreasing the key length. However, it 
have been presented that QC-LDPC code based cryptosystem 
is immune to any known attack [7]. The new features are 
appeared with QC-LDPC code, less key size and higher code 
rates and keep or respect the original version.  

In this paper, we consider the required computational effort 
for gradient descent bit flipping (GDBF) decoder [8] in BSC 
with McEliece cryptosystem. Complexity of the decoder is 
measured by number of needed binary operations for each 
iteration of GDBF algorithm. We compare the cost of GDBF 
decoder with Gallager B decoder [5]. In Section II McEliece 
cryptosystem based on QC-LDPC is described. The GDBF 
decoder over BSC is described in Section III. In Section IV a 
calculation cost of GDBF decoder for each iteration. Finally, 
some concluding remarks and future research directions are 
given in Section V. 

II. DESCRIPTION MCELIECE CRYPTOSYSTEM 
BASED ON QC-LDPC CODES 

In the McEliece cryptosystem, the receiver makes the 
private key that is created by the sparse parity-check matrix 
H, that is selected randomly and has the form  

                               
00 1 1[ | | .... | ],n −=H H H H                            (1)                                                    

where Hi is a circulant block, and each row (column) has 
weight dv. It is important to avoid short cycles (4-length) in 
matrix H. Selecting randomly n0 vectors hi (disjoint set of 
different modulo p), give us huge families of codes with codes 
identical parameters [11] as a condition to replace Goppa. 
Systematic generator matrix for the code is G=[I |P], where I 
is a kxk identity matrix and P is given in form 
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where 
0 1n −H  is non-singular matrix and operator T denotes 

transposition.  
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Fig. 1. McEliece cryptosystem with QC-LDPC codes 
 

Procedure of McEliece cryptosystem with QC-LDPC codes 
is shown in Fig. 1. The receiver (Bob) chooses other two 
matrices such that increase the code secrecy. The first matrix 
is kxk scrambling matrix S and the second is a nxn non-
singular matrix Q. Finally the public key is given by 

                         1 1' − −= × ×G S G Q .                                (3) 

It should be noticed that low density of matrix G' helps to 
avoid attacks to the dual code. Matrix H can be recognized by 
one row of each circulant block, so H is mapped into a new 
matrix such T=H' HQ . The sender obtains the public key 
from the public directory, and anyone can get this key. Alice 
encrypts the cleartext u to obtain a ciphertext as .= G' +x u e  
and e is a random vector of 't  intentional errors. The first 
requirement that Bob does it when the ciphertext is received, 
is reverse transformation as: 

                      1' ,−= = +Q S G Qx x u e                       (4)            

where 'x  is a codeword and is affected by the vector error Qe , 
with weight less or equal to 't t m= , and m is column and row 
of matrix Q. Finally, Bob can obtain the cleartext after 
decoding process using any LDPC decoder and then 
multiplication by matrix S.  

The capability of the receiver to correct all errors depends 
on the type of the LDPC decoder and in the other hand on the 
structure of the private key. The receiver has a lot of chances 
to select the better structure for private key to avoid the short 
cycles in the Tanner graph and to avoid any attack. LDPC 
decoder has an important role to eliminate the intentional error 
vector. For the decoding algorithm, there are many algorithms 
based on soft decision and message passing between variable 
and check nodes, such as Sum Product Algorithm (SPA) [12], 
SPA algorithm is very complexity and has the best 
performance. The running time required by each algorithm 
depends highly on its computational complexity and the 
processing platform used.  

III. GDBF DECODING ALGORITHM FOR BSC 

A. LDPC Codes  

LDPC codes are linear block codes that are designed by 
appropriate construction of the corresponding parity check 
matrix H, which is characterized by being sparse. LDPC code 
is denoted as C(n,k) and matrix H with dimension mxn. Every 
code vector c satisfies the condition Hc=0, where operations 
are performed over GF(2). Irregular LDPC code is one with a 
sparse check matrix H that has a variable number of ‘1’s per 
row or per column. The information can be represented by 
bipartite or Tanner graph. The bipartite graph describes the 
relationship between two types of nodes, the symbol nodes vj 
with column weight dv and the parity check nodes ci with row 
weight dc. QC-LDPC codes [9] have some advantages 
compared with other constructions that are constructed by 
circulant permutation matrices such easier to implement with 
good performances [10]. Every row of the parity check matrix 
H corresponding to a parity check equation, and thus to a 
parity check node. Each bit of the code vector corresponding 
to a symbol node. Let vj a variable node in the Tanner graph 
and M(j) denotes as a set of parity check nodes connected with 
vj , and N(i) is a set of variable nodes connected with parity 
check node ci . Let r is a received codeword and e is an entry 
error sequence determined by the probability of the BSC. 

B. GDBF Decoder over BSC  

GDBF is a class of BF algorithms based on the gradient 
descent algorithm. This algorithm is designed for transmission 
is done over additive white Gaussian noise (AWGN) channel 
and for each iteration an inversion function is calculated as 
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for AWGN xj can be considered by polar representation              
(-1,+1) of the jth bit of the estimated codeword in the tth 
iteration, and yj denotes the corresponding symbol of the 
received signal.  For all variable nodes, inversion function is 
calculated for every particular iteration and only symbols have 
the minimum value of inversion function are flipped to obtain 
the new value for the jth bit for the next iteration ( 1)t

jx + . Here 
we implement GDBF for BSC, where xj takes binary value 
(0,1) and inversion function also takes integer value. We can 
consider an inversion function as a special case for regular 
LDPC code as: 
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 where summation over modulo 2 is denoted by using ⊕  in 
combination with summation operator. In the above 
expression, the value of the inversion function is confined to 
the set of integer values ( )

, ( , ) {0,1,..., 1}t
M j vv r d∆ ∈ + , where 

large value of (6) indicates that the corresponding bit should 
be probably flipped. 
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IV. COMPLEXITY OF THE GDBF DECODER         
OVER BSC  

Decryption stage for the McEliece cryptosystem includes 
LDPC decoder to correct the codeword from the errors. We 
suppose that receiver performs GDBF decoder. We can 
apprise the number of binary operation over the Tanner graph 
for one iteration. We consider some parameters for 
construction QC-LDPC codes, n=n0p length of these codes, 
dimension k=k0p and redundancy r=p, where n0 is a small 
integer and k0=n0-1 with large value for p. In principle, every 
check node receives dc binary values from the register which 
contains all estimated bits for each iteration. Check node 
XORs all the messages and sends the result to all neighbour 
variable nodes, so at the check node (dc-1) binary sums and 
the total number of operations at the check nodes is r(dc-1). 
This process is illustrated in Fig. 2. for parity check matrix 

0 1 0 1 1 0 0 1
1 1 1 0 0 1 0 0
0 0 1 0 0 1 1 1
1 0 0 1 1 0 1 0

 
 
 =
 
 
 

H .                    (7) 

Variable node receives messages from XORs, for every 
variable bit - one XOR between the estimated bit in tth 
iteration and original received bit, and dv parity checks. The 
additional operations are needed for integer values. We can 
use full adder and for n variable nodes we have about ndv full 
adders.  

Majority logic (ML) gates is designed to calculate inverse 
function for every bit, determine the maximum value of Delta,  
all bits with maximum value and flipping them, so 3n binary 
operations are needed for these tasks. In conclusion, the cost 
of one iteration of GDBF can be estimated as 

    (1) ( 1) 4 (4 2 )GDBF c v vC r d n nd n d r= − + + = + − .         (8) 
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Fig. 2. Structure of GDBF decoder for BSC 

To calculate the cost of the decryption process, we also 
estimate the cost for xQ and Su' . The traditional 
multiplication is used for xQ due to that Q is a sparse matrix 
and n×m binary operations is needed, while S is a density 
matrix. Therefore, we must use efficient algorithm as 
Winograd convolution to reduce the computations [13]. The 
choice both vd  and m adjusts the computational complexity of 
the decryption stage. When dv is increased then cost of xQ is 
decreased while cost of the decoding process is increased 
[14]. In construct, increasing m (matrix Q must be sparse in 
order to allow correcting all intentional errors) will increase 
the cost of xQ while decrease the cost for decoding process. It 
is important to choose optimal between all defined parameters 
for trade-off between security and complexity. 

V. NUMERICAL RESULTS 

In this section the performance for GDBF will be compared 
with the typical hard-decision algorithms - bit flipping (BF) 
and Gallager-B (as simplest possible massage passing 
algorithm). Then, the complexity analysis of the both 
considered algorithms will be given. 

Fig. 3 shows FER performance for simple BF, GDBF and 
Gallager B decoders for QC732, R=0.7527 with maximum 
number of iterations tmax=100. It can be observed that the gap 
between BF and GDBF is very large, and that GDBF decoder 
has better performance than Gallager B decoder especially for 
higher values of crossover probability. This characteristic 
increases immunity of cryptosystem to avoid decoding attacks 
due to the low weight ( 't ) of the error vector at the sender and 
it is often more dangerous than structural. Computing both xQ 
and 'Su and by using (8), we can estimate the cost (in term of 
the binary operation) of the decryption process for McEliece 
cryptosystem. If we consider that m=7, the average number of 
iteration is tav =10 for the GBDF decoder. The values in Table 
I represent the binary operations needed for each decrypted bit 
using GDBF decoding and Gallager B decoders [15].  
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Fig. 3. FER performances for different decoders over BSC 

for QC732 with code rate R=0.7527 
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TABLE I 
COMPASSION BETWEEN GALLAGER B AND GDBF DECODERS USED 

IN THE  DECRYPTED STAGE 

p [bits] 
 

dv 13 15 13 15 
n0 3 3 4 4 

4096 

GDBF 961 1011 1131 1185 
Gallager 

B 1476 1626 1598 1731 

5120 
GDBF 1019 1079 1227 1281 

Gallager 
B 1544 1694 1694 1828 

6144 
GDBF 1086 1146 1323 1377 

Gallager 
B 1611 1761 1790 1924 

7168 
GDBF 1143 1203 1410 1463 

Gallager 
B 1668 1818 1877 2010 

8192 
GDBF 1201 1261 1496 1550 

Gallager 
B 1726 1876 1963 2097 

9216 
GDBF 1259 1319 1583 1636 

Gallager 
B 1784 1934 2050 2183 

14336 
GDBF 1489 1549 1914 1964 

Gallager 
B 2014 2164 2381 2515 

15360 
GDBF 1605 1665 2102 2155 

Gallager 
B 2130 2280 2569 2702 

16384 
GDBF 1576 1636 2044 2098 

Gallager 
B 2101 2251 2511 2644 

 
It can be noticed that GDBF decoder has better 

performance than Gallager B decoder. Furthermore, GDBF 
decoder has less computational complexity. Increasing length 
of the clear text and variable degree will increase the cost. 

VI. CONCLUSION 

In this paper we have described McEliece cryptosystem 
based on QC-LPDC, with GDBF decoder. We have estimated 
the cost of the binary operation for each decrypted bit. 
Although GDBF is hard decision decoder, it has high 
capability to correct errors for BSC. Also, the complexity of 
GDBF algorithm is reduced when compared with Gallager B 
decoder.   
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