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Abstract – In this paper we evaluate classification accuracy of 
radial basis function (RBF) neural network and filter methods 
for feature selection in medical data sets. To improve diagnostic 
process in everyday routine and avoid misdiagnosis, machine 
learning methods can be employed. Diagnosis of tumor, heart 
diseases, hepatitis, liver and Parkinson diseases are some of the 
medical problems in which we used artificial neural networks. 
The main objective of this paper is to show that it is possible to 
improve the performance of the system for inductive learning 
rules with RBF neural network for medical classification 
problems, using the filter methods for feature selections. The 
goal of this research is also to present and compare different 
algorithmic approaches for constructing and evaluating systems 
that learn from experience to make the decisions and predictions 
and minimize the expected number or proportion of mistakes. 
 

Keywords – Classification problems, Feature selection, Filter 
methods, RBF. 
 

I. INTRODUCTION 

A lot of information is available to medical specialists, 
ranging from details of clinical symptoms to various types of 
biochemical data and outputs of imaging devices. To 
modernize the diagnostic process in daily routine and avoid 
misdiagnosis, machine learning methods can be employed. 
These algorithms can handle diverse types of medical data and 
integrate them into categorized outputs. In machine learning, a 
wide range of algorithms for classification is available, each 
with their own strengths and weaknesses. One of the most 
commonly used algorithms for diagnosing the disease is 
artificial neural networks [1, 2, 3, 4]. Coronary heart disease 
diagnosis [5, 6], tumor diagnosis [7], diagnosis of 
hypoglycemic episodes [8], prognosis of chronic myeloid 
leukemia [9], tuberculosis disease diagnosis [10], predict 
thyroid bending protein diagnosis [11], prediction approach of 
carcinoma patients [12], control of blood glucose [13], 
colorectal cancer metastases [14], detection of ovarian cancer 
[15] are some of the medical problems in which the used 
artificial neural networks. 

In this paper, we used RBF neural network as artificial 

neural networks. RBF neural network offers a number of 
advantages, including requiring less formal statistical training, 
the ability to implicitly detect complex nonlinear relationship 
between the dependent and independent variables, the ability 
to detect all possible interactions between predictor variables 
and the availability of multiple algorithms for training. 

The main aim of this paper was to experimentally verify the 
impact of filter methods as one of the feature selection 
technique on classification accuracy with RBF neural 
network. A process that chooses a minimum subset of M 
features from the original set of N features, so that the feature 
space is optimally reduced according to a certain evaluation 
criterion can be defined as feature selection. Finding the best 
feature subset is usually intractable and many problems 
related to feature selection have been shown to be NP-hard. 

For this purpose we have organized the paper in the 
following way. In the second part of this paper we present a 
model of RBF neural network, in the third part of the paper 
we present description of data sets. The fourth part of the 
paper describes the methodology of the experiment and also 
we present the results of experimental study. In the fifth part 
of the paper, we discuss the obtained results and give 
directions for further research.  

II.  RBF NEURAL NETWORK  

The classification of neural networks proved to be very 
good just for serious classification problems, problems where 
is difficult or impossible to use the classical technique. 
Besides, neural networks are well suited to work in conditions 
of noise in the data. The above listed reasons are conditioned 
to use neural networks. 

From a structural point of view, depending on the model 
used to build neural networks, neural networks can be divided 
into static and dynamic. From the point of view of a layered 
mode of organization of neurons in the network, the network 
can be divided into single-and multi-layered. The first layer is 
called the input layer, the last layer output, and all other layers 
are called hidden layers. As a rule, each layer receives inputs 
from the previous layer and sends their outputs on a next 
layer. 

The main characteristic of static neural networks is that the 
neurons are organized beforehand, so that neurons connected 
in a way with no form of feedback. These networks can not 
contain dynamic members, making them structurally stable. 
Since there are no dynamic members, static response of the 
neural network depends only on the current state and input 
values of the network parameters. Static neural networks are 
commonly used in the identification process, process 
management, and signal processing and pattern recognition. 
The most common types of static neural networks are MLP 
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and RBF neural networks. In this paper we are used the RBF 
neural network. 

Dynamic neural networks are used much less frequently 
than static neural networks because their stability is not 
guaranteed. The learning process of the dynamic neural 
networks is much more demanding than learning static. 
Another shortcoming is that the output dynamic neural 
network depends on its initial conditions making it difficult to 
study because of poorly selected initial conditions may give 
poor results. 

In the case where the application of static neural network 
does not give good results it is reasonable to use the dynamic 
neural network. The most common types of dynamic neural 
networks are the Hopfield, Elman and NARX dynamic neural 
network. Pseudo code for RBF training [16] is shown in Fig. 
1. 
 
trainRBF (in, out, width, MaxError, data) {  
hidden = 0;  
net = initRBFNetwork (in, out, hidden);  
do {  

/ / find the vector data that produces the highest error 
i = findMaxNetworkError (data, net); / / i = index 
vectors 

 / / add a layer of RBF neurons in the same 
place where the vector data addRBFNeuron 
(net, width, data (i)); / / data (i) = midpoint 

 / / find the overall network error 
NetError = trainOutputWeights (net, data);  

} while (NetError> MaxError);  
}  

Figure 1.  Pseudocode for RBF training 

III.  DESCRIPTION OF DATA SETS 

Nine real medical data sets were used for tests, taken from 
the UCI repository of machine learning databases [17]. We 
used these data sets to compare results of classification 
accuracy with RBF network. In the following, we provide the 
details for the benchmark data sets we have used from UCI 
repository of machine learning databases.  

Breast cancer (bc): The task of this data set is to predict 
whether or not there is recurrence of breast cancer. In this data 
set there is a single instance of the class 201 (no recurrence of 
breast cancer), and 85 instances of other classes (a recurrence 
of breast cancer). 

Cardiography (ct): This set of data consists of attribute 
measurement of fetal heart rate and uterine contractions 
attributes on ultrasound that are classified doctors [18]. This 
data set contains 2126 instances and 23 attributes.  

Hepatitis (he): The main aim of this data set is to predict 
whether hepatitis patients will die or not. In this data set, there 
are two classes: live (123 instances) and die (32 instances). 

Liver (li): In this data set, the first five variables are all 
blood tests, which are thought to be sensitive to liver disorders 
that might arise from excessive alcohol consumption. Each 
row in this data set constitutes the record of a single male 
individual. 

Lung cancer (lc): A set of data for the cancer of the lung 
contains data describing the three kinds of pathological forms 
of lung cancer. There are 32 instances and 56 attributes.  

Mammographic mass (ma): The task is to predict the 
severity (benign or malignant) of a mammographic mass 
lesion from BI-RADS features and the patient's age [19]. 

Parkinson (pa): This data set consists of a range of 
biomedical voice measurements in 31 persons, 23 of them 
suffering from Parkinson's disease [20]. Each column in the 
table is a distinctive feature of a person's voice, and each row 
corresponds to one of the 195 recordings of person's voice. 
The main goal of this dataset is to separate healthy people 
from those people who are suffering from Parkinson's. 

Pima Indians diabetes (pi): In this data set the diagnostic 
is whether the patient shows signs of diabetes according to 
World Health Organization criteria (i.e., if the 2 hour post-
load plasma glucose was at least 200 mg/dl at any survey 
examination or if found during routine medical care). 

Statlog Heart (sh): The task is to predict absence or 
presence of heart disease. This data set contains 13 features 
(which have been extracted from a larger set of 74). 

TABLE I 
REPRESENTATION OF DATA SETS 

Data 
set 

Attributes Number 
of class 

Size of 
training 

Default 
accuracy 

all categorical numerical 

bc 9 9 0 2 286 70.30 

ct 23 0 23 3 2126 95.00 

he 19 13 6 2 155 78.10 

li 6 0 6 2 345 58.10 

lc 56 0 56 3 32 26.80 

ma 5 0 5 2 961 84.00 

pa 23 0 23 2 195 76.00 

pi 8 0 8 2 768 65.10 

sh 13 3 10 2 270 55.00 

Table I shows the comparative characteristics of the 
observed data sets. There are 9 real data sets relating to 
diagnosis and prognosis of medical diseases. They were 
obtained by collecting data from real systems that exist. The 
default accuracy is the accuracy of always predicting the 
majority class on the whole dataset. 

In addition, the observed total number of attributes in each 
set of data, as well as the number of attributes which belong to 
the category of categorical and numerical attributes. Three 
sets of data has more than 20 attributes, lc with 56 attributes, 
ct and pa with 23 attributes. Data sets with minimum 
attributes are ma with 5 attributes and li with 6 attributes. We 
conclude that the observed data sets are the sets with a very 
large number of attributes, as well as those sets that have a 
small number of attributes, which is good from the 
perspective of research. The observed data sets are balanced 
because there are sets that contain only or categorical or 
numerical attributes, as well as datasets containing both 
categorical and numerical data. 
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Regarding the number of classes in the analyzed data sets, 7 
sets of data has two classes; only two data sets have three 
classes, namely ct and lc. The reason for this is the fact that in 
most cases in the classification problems, instances classify in 
two, possibly three classes, and rarely in a larger number of 
classes. 

In Table I, shows that the number of instances provided for 
training varies from a small number of collected instances, 
which is the case with lc which has only 32 instances, to 
events that have a much greater number of instances such as ct 
which has 2126 training instance. Regarding the size of the 
testing set, initially in all real datasets, we had prepared a set 
of data for testing using 10-fold cross-validation. 

IV.  RESULTS OF EXPERIMENTAL RESEARCH 

The experiment was performed using WEKA (Waikato 
Environment for Knowledge Analysis) tools for data 
preparation and research developed at the University of 
Waikato in New Zealand. Weka contains tools for data pre-
processing, classification, regression, clustering, association 
rules, and visualization. It is also well-suited for developing 
new machine learning schemes.  

When searching for the model that best approximates the 
target function, it is necessary to provide measures of quality 
models and learning. Different measures can be used 
depending on the problem, in our experimental studies; we 
used the classification accuracy as a measure of the quality of 
the model. In experimental research we used filter method to 
reduce the dimensionality of data. In all experiments is 
selected the solution with the number of attributes that will be 
used further in the study, which gives the highest 
classification accuracy. Our results provide the accuracy that 
is obtained as the average of ten repetitions each time with a 
10-fold cross-validation. 

In our experimental research, we used Paired t-test, where 
the level of significance was set to a value of 0.05. We use 
Paired t-test to determine whether the value obtained by 
different methods differs significantly. Paired t-test test the 
significance of the mean differences pairs d according to the 

following equation: � =
��√�

��
, where sd  is standard deviation of 

the obtained differences. If the calculated value of the 
parameter t is greater than tabular (critical value), the null 
hypothesis is rejected and it is said that d is significantly 
different from zero, or that the difference in pairs statistically 
significant. 

In the table of classification accuracy "+" indicates a 
significantly higher value for classification accuracy, while "-" 
indicates a significantly lower value for classification 
accuracy. In our experimental research, whenever we compare 
two or more algorithms, we give a table of classification 
accuracy. Comparison is such that the second algorithm is an 
algorithm in which was performed pre-selection attributes, 
and the first algorithm is a standard algorithm without pre-
selection of attributes. 

In this paper, we use the following filtering methods for 
ranking attributes that are statistically and entropy-based, and 
show good performance in various domains: IG, GR, SU, RF, 

OR and CS. All methods of filtering, IG, GR, SU, RF, OR and 
CS have done the ranking of attributes for each data set. 
Considering that the method of ranking lists all the attributes 
in the order as to their importance for classification problem, 
this method does not perform automatic reduction of the 
number of attributes. In order to realize the reduction of the 
number of attributes, there are two possibilities: (1) the use of 
a threshold, or (2) the use of an appropriate number of 
attributes for each data set and each of the filtering methods. 
In our experiment we use second possibility. 

TABLE II  
THE NUMBER OF ATTRIBUTES IN THE ORIGINAL DATASET AND 

NUMBER OF ATTRIBUTES SELECTED BY THE FILTER METHOD 

 
Table II shows the optimal number of attributes for the 

purposes of classification, after searching the set of all 
possible solutions for each method. The table shows the 
original size of the set, in order to compare the effects of the 
reduction of the dimensionality of data. Using filter methods, 
the six data sets, from 9 observed, reduce the number of 
attributes exactly half or more than half compare with the 
original data set. These data sets are bc, he, lc, ma, pi and sh. 

The greatest benefit of reducing the dimensionality of the 
data set has lc, with 56 attributes. These methods for lc data 
set selected a small number of attributes, even less than one-
sixth, for each method, except GR method. For he data set, 
which originally has 19 attributes, all filtering methods show 
that the most important attribute for this studied phenomenon 
is 6. Filtering methods for data collection pi, show that up to 4 
attributes are important for the classification problem. 

TABLE III   
CLASSIFICATION ACCURACY OF RBF ALGORITHM FOR ORIGINAL AND 

REDUCED DATA SET 

 
Further experimental research, the optimal number of 

selected attributes for each data set and filtering method, 
checked the accuracy of the classification algorithm using 
RBF network.  

In none data set, we have significantly worse data for all 
filtering methods, which means that we can always choose the 
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method for a given set of data that has better results or results 
that approximate the original dataset (table III). Using RBF 
classifier, we can conclude that the GR method of filtering in 
most cases led to better results in the observed data sets (in six 
cases have better results). Only one data set (ma), with all 
implemented filter methods, achieves less than the default 
accuracy for this data set (84.0%). In all other data sets, values 
of classification accuracy with at least one filter method are 
greater than the default accuracy. 

TABLE IV   
THE STANDARD DEVIATION FOR THE ACCURACY OF RBF ALGORITHM 

WITH ORIGINAL AND REDUCED DATA SET 

 
Table IV shows the standard deviation for the classification 

accuracy of RBF algorithm with original and reduced data set 
using filter methods. From the table it can be seen that the 
standard deviations generally do not differ much between the 
standard algorithm and algorithms that use reduced data set. 

V. DISCUSSION OF RESULTS AND FUTURE 

RESEARCH 

According to the obtained results, we can conclude that the 
basic hypothesis was proved - it is possible to improve the 
system performance of inductive learning rules in the medical 
classification problems, using the filter method for reducing 
the dimensionality of the data. To prove the hypothesis, have 
been implemented and empirically tested filter methods for 
reducing the dimensionality of the data. 

In further research it would be interesting to apply other 
techniques to solve the problem of dimensionality reduction 
of data, such as wrapper methods and extraction of attributes 
and analyze and compare the effects of their implementation. 
These techniques could also improve the performance of 
classification learning algorithms. 
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