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Abstract – In this paper we present novel transport protocol, 
designed to assure efficient data usage in future 5G mobile 
networks. Speeds up to 5Gbps are common in case of heavy 
mobile environment and high data rates up to 400Gbps are 
achieved in case of static or low speed terminal scenario.  

This unique algorithm is designed to prevent congestion 
collapses of the backhaul network traffic making this protocol 
superior when compared with common high speed transport 
protocols.   
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I.INTRODUCTION 

From the very beginning until today TCP is evolving and 
the document roadmap describing its development is 
frequently updated [1]. One of the key triggers in the 
development process was its poor performance in high speed 
networks. 

 Congestion avoidance phase was studied and identified as 
generator of this unpleasant behavior. Numbers of TCP 
versions were created with primary aim to improve the 
protocol utilization in high speed environment and most of 
them were addressing and redesigning the congestion control 
mechanism. It is important to notice that during the design 
phase variety of constraints must be carefully addressed 
especially when creating protocol for usage in future 5G 
mobile networks [2-5].  

Today we distinguish three main groups of high speed 
protocols: loss based [6-12], delay based [13-16] and loss 
based with bandwidth estimation [17-22], each of them 
improves the protocol performances. 

 High speed TCP proposals use direct and indirect approach 
of more aggressive network probing with aim to create 
congestion control mechanism that will be aggressive enough 
in case of underutilized network and will remain gentle in case 
of utilized resources.   

There are two main reasons for poor performance of 
standard TCP protocols in high speed networks:  

- Cwnd linear increase by one packet per round trip time in 
congestion avoidance phase is too slow and multiplicative 
decrease in case of loss is too drastic.  

- Maintaining large average congestion windows at flow level 
require extremely small equilibrium loss probability and a 
stable flow dynamic design.  

 In this paper we present novel high speed transport 

protocol (TCP Ohrid) capable to achieve speeds up to 400Gbps 
in future 5G networks. 

In section II we discuss future 5G network design scenarios 
and we express the need for development of TCP Ohrid. TCP 
Ohrid protocol is defined in section III. In Section IV we 
present the simulation environment and discuss the results. 
Section V concludes the paper. 

II. FUTURE NETWORKS  

Next Generation Networks (NGN) and Future Networks 
[2] are all-IP networks, meaning that all data, control and 
signaling will be carried through IP-based communication and 
based on Internet technologies form network protocol layer up 
to the application layer, with heterogeneous access 
technologies (fixed and mobile) on the lower layers of the 
protocol stack. TCP Ohrid meets 5G characteristics which are 
set prior to the standardization, which is expected to be 
finalized around 2020. 

Most researchers are focused on development of 5G 
network that will provide improved future communication. 
Fundamental design, requests and drivers are defined and 
argued in [3]. 5G Network design scenarios and evaluations 
are conducted  in [4]. 

 Ideas for mobile cloud computing in order to offload most 
energy consuming tasks to nearby fixed servers and to develop 
mobile cloud computing are reality and are subject of future 
development [5].  

As we know, small cells and their ultra dense deployment 
could become main feature of 5G networks indicating that the 
number of small cells will increase in unit area so the 
corresponding backhaul gateway traffic will increase 
exponentially if the conventional centralized control model is 
adopted as 5G backhaul network architecture. If this network 
design is chosen during the selection process we have to notice 
that massive backhaul traffic will create congestion which 
might result in a collapse of the backhaul network. Therefore, 
there is  a need for development of ultra fast protocol similar to 
TCP Ohrid able to assure data transfer rates up to 400 Gbps or 
lower rates in case of heavy mobility of the terminals, making 
the protocol more efficient than the traditional one. This 
protocol is able to reduce and dynamically manage the 
backhaul congestion. 

Hybrid backhaul networks using wireless and fiber access 
technologies can be used to increase the energy efficiency of 
the backhaul network. 

We identify several requests that should be satisfied by 
future networks. 5G networks will have to employ energy 
harvesting mechanism at core base station network. For 
example,”harvest-then-transmit” mechanism or similar can be 
used in order to save energy [23].  

Optimization at terminal application level with offload of 
most energy consuming tasks to nearby fixed servers presented 
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as mobile cloud computing is additional value that can be 
added and employed at application layer in order to save 
terminal battery. Both centralized and decentralized 
approaches can be used in order to provide this network 
function. 

5G Networks must represent an all IP mobile platform that 
will provide infrastructure as a service, platform as a service 
and software as a service. (Unified access of the platform will 
be provided regardless the medium access control, e.g., WiFi, 
2G, 3G, LTE, Copper, Fiber, RF, etc.). The network must offer 
higher data transfer rates in static and mobile (nomadic) mode 
of operation. 

III. TCP OHRID PROTOCOL 

TCP Ohrid protocol development is inspired by HSTCP 
protocol. We have noticed that HSTCP response function can 
be modified by preserving the main request to remain convex. 
It is possible to define different increase and decrease 
parameter functions by usage of different interpolation 
mechanisms. Equation (1) given below describes all loss based 
TCP protocols and in combination with (2) it defines HSTCP. 
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 is window increase parameter with default value of 1 
Maximal Segment Size,  is decrease parameter with default 
value of 0.5 MSS, w denotes congestion window size, p is 
packet loss probability and  is slow start parameter with 
default value of 1 MSS. When default values of ,  and  are 
used equation (1) describes the standard TCP (Reno, Newreno) 
protocol versions.  

TCP Ohrid protocol is defined with several response 
functions where linear interpolation is used for six known 
points. Usage of several response functions for different speed 
improves protocol friendliness at lower rates. The algorithm 
combines response functions in order to provide improved 
protocol friendliness at low and high rates. We know that fiber 
optic has error rate of 1 error in 1010 bits meaning that the 
probability of bit error in fiber is 10-10 . In our scenario we use 
packets with size of 1500 bytes that limits packet loss 
probability in fiber networks at P=12000x10-10=1.2x10-6. TCP 
Ohrid protocol preserves usage of switch point defined with 
w=38 packets, p=0,0015 and  parameter set at 0.5 in order to 
represent fair protocol that will be friendly with competing 
TCP. If we want to create a protocol that will achieve Gbps 
throughput we have to modify the basic definition (1) in order 
to get faster window increase. However, this implies that we 
cannot use existing congestion mechanism. We decided to use 
modified  parameter equation in predefined range of known 
constraint values. TCP Ohrid protocol is defined with several 
response functions in dependence of the sending rate. The 
main idea is to use one primary switch point and five 
end/switch point’s instead one switch and one endpoint at log-
log scale. It is defined with points that correspond at speed of 
5Gbps, 10Gbps, 40Gbps, 100Gbps and 400Gbps throughput 
that is supported by the transport medium. Knowing that 
packet loss probability of fiber networks is in rang of 10-7 

(when 1500 byte packets are used) we decided to observe real 
packet loss probability values for optical networks and future 
packet loss probability of 5G packet transmission networks.  
TCP Ohrid protocol is 5G protocol that can provide data rates 
higher than 5Gbps under heavy user mobility and 400 Gbps 
backhaul data rates in the core network. Today there are 
patented solutions for providing ultra high speed transmission 
with capacity of 1015 bits/s. In 2005, 100Gbps Ethernet was 
tested in laboratory and in 2010 commercial active and passive 
equipment was available. IEEE Taskforce has completed 
standardization of local area network interfaces for 100Gbps 
ethernet. We can recall that IEEE P802.3bj supports BER 
better or equal to 10-12 and 100 Gbps (over copper), IEEE 
P802.3bs supports BER better or equal to 10-13 and MAC data 
rate of 400Gbps. IEEE 802.3ba supports BER better than or 
equal to 10-12 and MAC data rates of 40Gbps and 100 Gbps. 
Considering all above stated we can decide which packet loss 
probability values and which data rates in the switch points can  
be used in future 5G network. Note that the suggested bit error 
probabilities are real if we use 1500 byte packets. TCP Ohrid is 
defined with maximal speed of 400Gbps, p=10-12 and  =0.1 or 
0.4 in dependence of the used decrease parameter variation, the 
primary switch point preserve its parameter values. 
Interpolation can be conducted with help of following defined 
points 5Gbps,   p=10-7; 10Gbps, p=10-8; 40Gbps, p=10-9 and 
100Gbps, p=10-10. It is expected in the future networks BER to 
be over 10-15 which represents the main reason why we have 
decided to use it as a limit. Line equations are defined among 
following points w-w1, w1-w2, w2-w3, w3-w4, w4-w5 and w-
w2, w-w3, w-w4, w-w5 as presented at Fig. 1. 

Five basic response functions denoted as TCPO1, TCPO2, 
TCPO3, TCPO4, TCPO5 and additional four TCPO6, TCPO7, 
TCPO8 and TCPO9 are defined. 

All of the response functions are defined with line equation 
with different slope. Several algorithms can be defined. The 
protocol will start with standard TCP Reno/NewReno 
mechanism, afterwards it will use TCPO1 and in case of 
lossless environment after passing w1 value it will use TCPO2 
function, if loss is detected than TCPO6 is used as response 
function (even if the calculated window value after loss is 
below the switch point value after passing w=38, TCPO6 will 
be used because it will provide improved window growth). 
After reaching w2 value TCPO3 will be used and if loss is 
detected TCP07 will be used. When w3 value is reached 
TCPO4 is used and if loss is detected TCPO8 will be used or 
TCP05 will be used after w4 value is reached. When loss is 
detected it switches to use of TCPO9 and after passing w5 
value current response function will be preserved. In case of 
three consecutive timeouts the protocol counters are restarted 
and it restarts the initial usage of the response functions 
according the actual congestion window value (cwnd). It is 
interesting to notice that this protocol modifies the initial 
behavior of Reno/Newreno protocol used, during slow mode of 
operation. In order to calculate the window value after the loss 
we use: 

2
minmax wwwnew

                        (3) 

where wmax denotes highest window value achieved prior the 
loss occurs and wmin is the decreased window value after the 
loss that corresponds with the second line of equation (1). 
Obtained value places the cwnd in the middle between highest 
achieved value before the loss and the calculated value that 
should be obtained after the loss. 
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Fig. 1. Response function choice of TCPOhrid 

 
Fig. 2. Simulation scenario. High speed backhaul link is used between MBS 

and core network gateway. We define wireless medium between n0 and 
n1, n1 is wirelessly connected with macro base station n2 and optical 
link n2-n3 is defined between the macro base station n2 and the network 
gateway n3. 

 Similar window calculation algorithm is used in BIC protocol 
[8]. We find usage of (3) more interesting because it impacts  
calculation. Till now we have defined the protocol response 
function variation and its loss window calculation. Packet loss 
probability p can be calculated for a given value of cwnd and 

 parameter is defined with equation (2). The  parameter is: 
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Where w represents the present value of the congestion 
window of interest and w5 is the congestion window size that 
defines the fifth switch point.  Calculated value of  should be 
calibrated having in mind that the window calculation after 
the loss is modified, when equation (3) is used to calculate the 
window value after loss in slow mode of operation. If we 
substitute all known values in (3) we obtain 
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 Equation that indicates new  value is:  

2
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This equation is used only in case of time out, afterwards 
the protocol proceeds with standard  calculation.  Since we 
have defined all important protocol parameters we can 
implement them in Network Simulator 2 (ns2). In the 
simulation  calculation is done by using: 

calculatednew 5.0                     (7) 
 With this equation we achieve increased concavity of  

function that provides low cwnd decrement for low values and 
high cwnd decrement when timeout occurs for large window 
values. Usage of (7) provides improved protocol performance 

for large cwnd values when congestion occurs because the 
window will be decreased for 40% of the previous value. 
Lowest new value is bounded by 0.1 and the highest with 0.4. 
If the result of equation (7) is lower than 0.1 than new value is 
rounded at 0.1. 

IV. SIMULATION SCENARIO 

We study simple simulation scenario presented at Fig. 2 
implemented with help of Network Simulator 2 (ns2). We 
simulate only one mobile user (n0) communication with micro 
base station (n1) and macro base station (n2) through 
backhaul high speed link n2-n3 connected with the adequate 
network gateway (n3).  

Parameter of interest is congestion window size variation; 
we know that it is directly related with throughput values. 
Packet size is set at 1500 bytes. Simulation lasts 230 sec. The 
both cases, when maximum bound of window size is 20 
packets and 80000 packets result in large trace files. Buffers 
are Drop Tail; buffer size is set at 100% of the product of 
bottleneck capacity by the largest RTT divided by packet size. 
Link speed can vary and high speed link has RTT value of 
100 ms. We have conducted simulations for 5, 10, 40 and 100 
Gbps and adequate buffer size limitations. Since the max 
window size is predefined, similar results are obtained 
regardless the speed and buffer size constraints. 

Obtained results are presented at Fig.3 and Fig. 4.  
On Fig. 3 we have presented cwnd change when link 

capacity is set at 5, 10, 40 and 100 Gbps. Simulation last 230 
sec and the window size is set to ns2 default value of 20 
packets. This figure justifies previously stated design 
parameters of Ohrid protocol. It can be noticed that Reno 
protocol has smallest window growth, directly impacting the 
throughput that can be achieved when this protocol is used. 
Ohrid has shown larger window growth compared to Reno but 
smaller than HSTCP. This proves that Ohrid  protocol is more 
friendly with existing protocols than HSTCP and still it 
sustains its high speed performances. This protocol behavior 
assures that can be used to buffer the negative impact of 
wireless medium especially in case of heavy mobile users. At 
On Fig. 4 we have obtained results when the window 
parameter is set at 80000. At the beginning of the simulation 
Reno protocol achieves lowest cwnd values while HSTCP 
cwnd change is better that the one achieved by Ohrid protocol 
mainly because of the rapid growth of the HSTCP response 
function. The Ohrid protocol has better performance which 
justifies the novel protocol design. The protocol uses more 
efficient set of response functions in case when the window 
size has larger value than w1 packets. It is obvious that the 
Ohrid protocol provides higher data rates than HSTCP 
protocol. Fig. 4 assures us that the protocol  is robust in case 
of increased terminal mobility, cwnd growth will be lower, 
hence making the protocol capable to cope wireless medium 
impact at the given throughput when the user is mobile and 
away from the base station. When the terminal is static or near 
the base station and the number of active users of the network 
is low than higher data rates can be achieved. Therefore, this 
protocol is appropriate for use in cell communication and for 
backhaul data transfer.  
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Fig. 3. cwnd change when 5, 10, 40 and 100 Gbps links are used with 

adequate buffer sizes.  
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Fig. 4. cwnd change when 5, 10, 40 and 100 Gbps links are used with 
adequate buffer sizes (max window bound is set at 80000)  

V. CONCLUSION  

In this paper we have presented and evaluated the TCP  
Ohrid protocol that has shown improved cwnd behavior. 
Increased friendliness and higher data rate performance of TCP 
Ohrid protocol are justified. The protocol is defined to be used 
in the future 5G data networks regardless of the engaged MAC 
Layer. It is defined with several response functions for speeds 
of 5, 10, 40, 100 and 400 Gbps. The used  parameter 
expressed with equation (7) guarantees improved behavior 
especially in high congested networks. Equation (3) is used to 
improve Reno/Newreno protocol performance till reaching 
cwnd value of 38 packets which provides faster increase when 
loss occurs during slow mode of operation. All used 
parameters can be fine tuned in order to properly design the 
protocol. Development of high speed protocols that will 
sustain 5G network capacity is essential hence user can benefit 
the network capacity. TCP Ohrid is a good candidate since it 
can support high transmission speeds and provide efficient 
usage of network capacity up to speeds of 400 Gbps. 
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