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Dear Colleagues,

The LII International Scientific Conference on Information, Communication and Energy Systems and
Technologies - ICEST 2017 was held from June 28 to 30, 2017, at the Faculty of Electronic Engineering,
University of Ni§, Serbia. The Conference is, for the sixteenth time, jointly organized by the Faculty of
Electronic Engineering, Ni§, Serbia; the Faculty of Telecommunications, Sofia, Bulgaria, and by the
Faculty of Technical Sciences, Bitola, Macedonia. This is the sixth time that this big Balkan event takes
place in Nis.

As to the earlier ICEST Conferences, many authors from institutions all over the Europe submitted their
papers. This year, 105 papers have been accepted for oral (42 papers) or poster (63 papers)
presentation.

After the Conference opening one plenary lecture “Ni§ - The Town of Advanced Technologies” was given
by Prof. Dr. Goran S. Dordevi¢, assistant mayor of the City of Ni§ for the field of science and advanced
technology.

| hope that all participants had taken opportunities not only to exchange their knowledge, experiences and
ideas but also to make contacts and establish further collaboration.

| hope that we will meet again at the next ICEST Conference.

On the behalf of the Technical Program Committee,

Prof. Dr. Bratislav Milovanovi¢
ICEST 2017 Conference Chair
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Stability of Lidar Inversion in the Case of Multilayer
Atmospheric Aerosol Distribution

Tsvetan Mitsev

Abstract — In this paper a technique for inverting the lidar
equation that does not require additional (non-lidar) data and
can be used when the lidar response contains extrema (in the
case of stratified atmosphere) is proposed. A numerical
experiment shows that the relative error of the inversion profile
of the extinction coefficient is comparable to that due to noise
fluctuations in the model profile of range-normalized lidar
signal.

Keywords — Lidar, Atmosphere, Atmospheric aerosol, Solving
lidar equation, Lidar sounding of the atmosphere.

1. INTRODUCTION

There are various methods for remote sensing of the Earth's
surface and its atmosphere. An important place among them
occupy laser locational methods [1]. Light detection and
ranging (lidar) systems are being successfully applied for the
analysis of parameters of the atmosphere. Often lidar is used
in combination with other methods to investigate atmospheric
aerosol properties [2, 3]. This is because atmospheric aerosol
seriously affects Earth's climate. The basis of the use of lidar
is the processing of lidar data. Improving old methods for
processing lidar data and development of new methods is an
ongoing process.

In [4] the main methods for solving single-scattering elastic
lidar equation are presented. Algorithms for retrieving
atmospheric parameters and constituents from elastic lidar
signals are shown in [5, 6]. They allow direct retrieval of the
extinction coefficient profile from the lidar signals. In [7]
Kovalev presents algorithms for extraction of the extinction-
coefficient profile from the elastic-lidar signal. The author
discusses specific scenarios for profiling vertical aerosol
loading.

Algorithms for retrieving atmospheric parameters and
constituents from elastic lidar signals are shown in [5, 6].
They allow direct retrieval of the extinction coefficient profile
from the lidar signals. In [7] Kovalev presents algorithms for
extraction of the extinction-coefficient profile from the
elastic-lidar signal. The author discusses specific scenarios for
profiling vertical aerosol loading.

This work is a continuation of our work [8]. We propose a
new approach to determining o(z,,) (the point at which we pre-
known the extinction coefficient value and from which we
start solving the lidar equation) with the aid of lidar data. The
basic idea consists in using the entire convex portion of the S-
function around one of its maximum (or, alternatively, its
concave portion around a minimum). This ensures a sufficient

Tsvetan Mitsev is with the Faculty of Telecommunications at
Technical University of Sofia, 8 Kl. Ohridski Blvd, Sofia 1000,
Bulgaria, E-mail: mitzev@tu-sofia.bg

stability of the solution for a(z,) with respect to AS(z;), i.e. the
S-function of raw lidar data. Once a(z,,) is found, we employ
the Klett’s algorithm to recover the entire a(z;) profile without
imposing any constraints on its shape.

II. MATHEMATICAL MODELING AND SOLUTION
OF THE PROBLEM

The study of the atmosphere by lidar sounding requires
knowledge of the physics of the interaction of the optical
radiation with the material content of the atmosphere.
Depending on the size of the particles basically two types of
scattering are defined. Both of them are known as elastic
interaction of light with scattering particles. When the
particles are very small compared to the wavelength of the
light we have Rayleigh scattering. To describe interaction of
light with particles whose sizes are similar to or larger than
the wavelength of the light Mie scattering is used.

Elastic scattering is the most common interaction used in
lidar systems. For most wavelengths of the laser radiation
used in lidars, molecular scattering is negligible in comparison
to the aerosol. In these cases, the range-dependent backscatter
and extinction coefficients can be considered as functions
only of the aerosols. In this case, in the absence of multiple
scattering and monochromatic (laser) radiation, output single
scattering elastic lidar equation is brought out. It plays a major
role in the study of atmospheric aerosol content (natural and
industrial).

A number of methods for the inversion of single scattering
elastic lidar equation have been developed and improved.
Each one of these approaches require the use of prior
information or adoption of physically justified assumptions.
Thus reaching the lidar inversion.

One of the first proposed methods for solving lidar
equation, used today, is slope method. For its use it is
assumed homogeneous atmosphere, i.e. volume extinction and
backscatter coefficients are accepted constant along the entire
sounding path. This method is very convenient to calculate the
average value of the extinction coefficient.

In relatively clean atmosphere can be applied close
boundary solution. This method works in the forward
direction, suggesting independent measurement or prior
knowledge of the extinction coefficient at the start of the
measurement range.

Another approach to inversion is the optical depth solution.
In this method, it is necessary independent non-lidar
measurement of total optical depth of lidar measurement
range. By determination of the transmission term in the lidar
equation it is possible calibration of the lidar system.

The most widely used method for inverting elastic lidar
returns today is the backward inversion method. In this



method the extinction coefficient at the far boundary is
assumed to be known. The signal is inverted backward,
toward the instrument. This method is part of our overall
recovery algorithm of the extinction coefficient profile. Below
will present its improvement.

The basic form of the single scattering elastic lidar
equation, describing a monostatic monochromatic lidar is [4],

[9]:
S(z)= AB(z)exp[— 2} oc(z')dz} , (1)

where S(z) is the range-normalized signal, A is the
instrumentation constant, o and f are the volume extinction
and backscatter coefficients.

Finding the solution of the lidar inverse problem is an
inherently incorrect problem in the sense that the solution is
not unique and is unstable. It is a common practice to assume

p=co*)
a power law relationship between B and a p=Co . Then
the solution of (1) with respect to a (K = 1) can be written in
the form [8, 9]:

S (Zi )

afz,)= Stzm;iziS(Zj)ﬁz ’

where z,, is a specific distance at the far end of the sounding
trace and Oz is the data sampling interval. The lidar inversion
solution is stabilized if one chooses the backward procedure
of Klett [9, 10]. This requires the determination of the
boundary value of o(z,) which cannot be obtained directly
from the experimental data. Knowing the correct o(z,) is
important since in practice it is the most significant source of
errors. Ferguson, further, employed an iteration scheme to
determine a(z,) whose initial value is chosen from visibility
data and Mulders showed a procedure requiring much less
computing time. Evans utilized an appropriate calibration of
the lidar system in conjunction with a simple modification of
Klett’s method. Yee developed a technique for inversion of
the lidar equation that permits objective incorporation of prior
information (made available by an alternative means) for the
extinction function and of additional information encoded in
the lidar data.

We will now derive the formulas for the point z,, where the
S-function has a minimum (Fig. 1a).

i=0,1,2,.,n. (2

Q

First, we approximate a(z) (Fig. 1b) in the vicinity of point
z,, by a second order polynomial:

2
a(@)=a,+af+a”, &=z-z,, ge[_AzlvAZz]' 3)
For the coefficients ay and a; we can write

a,=a(0)=alz,). ¢ =a(0) )

S@)

@)

b

Fig. 1. General view of the portion of the S-function used (a) and the
corresponding a(z) portion (b)

Using the above assumptions and substitutions, we can
reduce (1) to:

g
S(e)= Aoa(a)exp{— 2joc(a')da1 :

0
A4, = ACexp| -2 Ia(é')d&' .

-z
m

Differentiating the above expression, and taking into
account that S’(0)=S'(zm)=0 and a'(0)=2a2(0), we

arrive at:
a,=2d"(z,) (6)

We then substitute (3) in (5) and make use of (4) and (6) to
obtain an analytical approximation of the S-function in the
interval & e [—AZI,AZZ] (Azy=z, -z and Az, =z, 2z, ):



(0= 4,fole, e 207z, b 0,27
™)
X exp{— 2[a(zm )§ +a (zm )&2 + laZE)3 ]}
3

In order to determine o(z,,) based on lidar data for S(z), we
substitute & in (7) by 0, — Az; and Az,, successively, and form
the ratios:

)
X ex ( x=2x" +— y]
S(az,) ( ]
c, = 1+ 2k + k> =
5(0) o)

xexp( 2kx—2k’x ——k3yJ

where k= Az, /Az, ,x = oc(zm )Az1 ,y= otzAzl3 )

Since z,, z1, 22, S(1), S(z,), and, therefore, o; and o, can be
determined using the lidar data S(z;) (after an appropriate
smoothing of the latter), the set of equations (8) and (9) gives
us the possibility to calculate o(z,) and a,. The way of
defining o, and o,, makes it obvious that is only sufficient to
have the values of the S-function in relative units, and that the
value of 4, (respectively C) is of no significance.

The choice Az; = Az, = Az allows us to reduce set (8), (9) to
a single transcendental equation. Based on the lidar-registered
S-function, it is also possible to determine a(z,) by choosing
the points z; and z, (Fig. 1) unilaterally with respect to z,. A
further possibility is to assume o;=o0,=0, calculate
k=Az, / Az, , and then use (8) and (9) to find x, respectively

zZm)-

III. NUMERICAL EXPERIMENT AND RESULTS

We will now apply the technique developed to recover the
profile o(z) in the case of a multilayer distribution of the
atmospheric aerosol. We will use a model profile with optical
thickness T = 0,909 and define the values of the profile op,4(2)
at 51 points z; (i =0 , 50) with 6z = 0,01 km. We then
calculate the respective S-function in relative units:

S(Zi ) = Qnod (Zi )exp{— 82; [amod (Z_j—l )+ X nod (Zj )]}’ (10)

S(zo)zotmod(zo).
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Fig. 2. Comparison between the inversion profile o(z) and the model
profile oy,04(2)

We then proceed to find z,, respectively S(z,,), using the
abscissa values of the S(z) minimum. If z /82 is not an

integer, we discretize the S-function again, but keep the 6z
value such that z, coincides with the abscissa of one of the
S(z) samples. Further, we determine the respective pairs
S(zm iq.62),qz3,4,5. Having calculated ©,,4, o0, Wwe

determine x, and, respectively, a, (zm )= X, / q.6z . The next

step is to find the averaged with respect to ¢ value of a(z,,).
The latter is then substituted in algorithm (2). Finally, using
the entire arrays of “lidar-registered”data S(z;), we recover the
profile a(z;) within the ranges [z, z,].

Fig. 2 presents a comparison of the recovered profile o(z;)
with the model profile on.4(z;). The curves illustrate the
satisfactory accuracy and stability of the overall recovery of
the a(z,) profile.

A
%7 €a
20+
10-
i .’ 8S

Fig. 3. Sensitivity of a(z,,) to noise fluctuations in S(z,,)



We carried out a numerical experiment. It demonstrated
that the method proposed does not amplify the noise
variations g =AS(z )/S(z ) of the input data, i.e,

m m

€, = Aa(zm) oc(zm ): eg (Fig. 3).

IV. CONCLUSION

We describe a procedure for approximate solution of the
lidar equation. It is based on using lidar data to determine the
extinction coefficient at a point where the S-function has a
minimum. The solution is not constrained by the type of
aerosol stratification investigated. The technique is tested by
means of a numerical experiment on model profiles 0y,0q4(2)-
The solutions thus obtained satisfy the requirements of
atmospheric remote sensing investigations.
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A Signal Envelop Criterion for
Passive Voice Quality Analyzing

Angel Garabitov' and Aleksandar Tsenov’

Abstract — The paper is discussing problems connected with
tools to non-intrusively evaluate VoIP quality by signal
waveform analysis. The aim of this paper is to present new
models for objective, nonintrusive, prediction of voice quality for
IP networks and to illustrate their application to voice quality
monitoring control in VoIP networks. The method detects
impairments of quality of audio for human perception. It enables
to see the quality of VoIP connection at a glance and warns when
quality deteriorates. This gives the option to troubleshoot VoIP
network before users are affected by VoIP specific connection
problems (echo, noise or breaks in the conversation). The signal
waveform envelope distortion is reviewed; practical questions of
its numerical implementation are discussed. Several examples of
how the criterion can be used are given.

Keywords — VolIP quality, Signal waveform analysis.

1. INTRODUCTION

For low speed WAN links that are not well-provisioned to
serve voice traffic, problems such as delay, jitter, and loss
become even more pronounced. In this particular network
environment, the following factors can contribute to poor
voice quality:

» Large data packets sent before voice packets introduce
long delays.

* Variable-length data packets sent before voice packets
make delays unpredictable, resulting in jitter.

* Narrow bandwidth makes the 40-byte combined RTP,
UDP, and IP header of a 20-byte VoIP packet especially
wasteful.

* Narrow bandwidth causes severe delay and loss because
the link frequently is congested.

* Many popular QoS techniques that serve data traffic very
well, such as WFQ and RED, are ineffective for voice
applications:

Unlike the elastic data traffic that adapts to available
bandwidth, voice quality becomes unacceptable after too
many drops and too much delay. Perfect sound quality (QoS)
in telecommunications systems depends on absence or
insignificant influence of impairments affecting encoding,
transmission, and amplification. To implement QoS on a
network requires the configuration of QoS features that
provide better and more predictable network service by
supporting ~ bandwidth  allocation,  improving  loss
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characteristics, avoiding and managing network congestion,
metering network traffic, or setting traffic flow priorities
across the network. There are many solutions for QoS
assessing. At first stage the software detects impairments and
at the second stage uses proprictary algorithms to convert
them into MOS score prediction according to ITU-T P.800
standard.

Recently, objective speech quality assessment has become a
very active research area. This is an attempt to circumvent the
limitations of subjective testing by simulating the opinions of
human testers algorithmically. There are two distinct
approaches to objective testing: intrusive and non-intrusive.

Intrusive speech quality estimation techniques compare the
test (i.e., network distorted) speech signal, as reconstructed by
the decoder, to the reference, input speech, basing their
estimation on the measured amount of distortion. ITU-T

On the other hand, non-intrusive schemes assess the quality
of the distorted signal in the absence of the reference signal.
This approach is effective in environments where the
reference speech signal is not accessible. P.563 is the new
ITU-T Recommendation for non-intrusive evaluation speech
quality in narrowband telephony applications [3]. Intrusive
models are more reliable than the nonintrusive ones as the
former have access to a reference speech signal to compare
the distorted speech signal with.

However, the afore-mentioned models are compute-
intensive as they base their results on the time and/or
frequency domain analysis of the speech signal under test.
They also require the test call to be recorded for a
considerable duration before it can be analyzed. Hence, they
are not suitable for real-time and continuous monitoring of
speech quality.

II. WAVEFORM ENVELOPE DISTORTION
CRITERION

The delayed packet may come late or may not come at all,
in case it is lost. QoS (Quality of Service) considerations for
voice are relatively tolerant towards packet loss, as compared
to text. Besides, voice smoothing mechanism regulates it so
that you don’t feel the bump. When a packet is delayed, you
will hear the voice later than you should. If the delay is not
big and is constant, your conversation can be acceptable.
Unfortunately, the delay is not always constant, and varies
depending on some technical factors. This variation in delay is
called jitter, which causes damage to voice quality. Damages
in quality sound reflects on the sound signals and can be seen
in signal waveform envelop.

The paper is discussing problems connected with tools to
non-intrusively evaluate VoIP quality by waveform analysis.
The method detects impairments of quality of audio for



human perception. It enables to see the quality of VoIP
connection at a glance and warns when quality deteriorates.
This gives the option to troubleshoot your VoIP network even
before users are affected by VoIP specific connection
problems (echo, noise or breaks in the conversation).

The mechanics behind human voice production are unique
and in many ways quantifiable. Understanding human speech
and its perceived properties are an important factor when it
comes to the development and engineering of communications
equipment. Speech is made up from a number of different
types of sound which include voiced sound, unvoiced and
plosive. All of these sounds are influenced by the person's
sinuses and nasal cavities and all make up what we understand
as normal human speech. Some basic sounds in the English
language and their sonogram are shown in Fig.1.

Consonants sounds
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Fig. 1. Vowel and consonants sounds

Reference are voiced Bill Shephard, coordinator of the
Syndicate examinations in English as a foreign language at the
University of Cambridge. All referenced samples have
continuous and smooth signal envelopes [10].

I1I. SOUND SAMPLES ENVELOPE ANALYZING

A. Basics Envelop Curve Smoothness Analyses

After comparing the number of significant deviations from
the smoothness with an average conversation can assess the
quality of a call. The idea is to apply voice quality prediction
model to achieve optimum end-to-end voice quality.

A smooth function or a continuously differentiable function
is a function that has a continuous derivative on the entire
definition set.

It is possible to make analogy with the physical movement
and signal envelope. The first derivative or rate of change of
envelope’s amplitude will be analogous to the speed of the
physical object. The second derivative or the velocity change
rate will be the acceleration.

Any sudden change in speed and acceleration are a
reflection of a hard or soft impact.

In the signal envelope, each sharp jump on the first or the
second derivative speaks of distortion of the smoothness of
the shape, and hence of the possibility that it may be due to
interruption or jitter.

The sound attack front may be due to some of the
specificity of the speech. Another simple way of describing
the attack phase, consists in estimating the amplitude
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difference between the beginning and the end of the attack
phase. Another description of the attack phase is related to its
average slope.

The number of jumps above a certain value can definitely
be interpreted as a disturbance and disruption of the speech
intelligibility.

The quality of a telecommunication voice service is largely
influenced by the quality of the transmission system.
Nevertheless, the analysis, synthesis and prediction of quality
should take into account its multidimensional aspects.

After comparing the number of significant deviations from
the smoothness with an average conversation can assess the
quality of a call. The idea is to apply voice quality prediction
model to achieve optimum end-to-end voice quality.

B. Envelope Extraction Using the Signal

The envelope extraction is based on two alternate
strategies: either based on a filtering of the signal, or on a
decomposition into frames via a spectrogram computation.

Full-wave rectification
Analytic Low-Pass Down-
signal ’ Abs Filter > Sampling >
————— - | Hilbert |-~ magnitude

Fig. 2. Envelop extraction process

The envelope of the signal is a feature that was built on the
characteristic points of the signal, for example, on the
extremes. Each (discrete or continuous) signal are local
extremes: the local maxima and local minima. As a result, it is
possible to build two envelopes: the lower envelope
constructed by local minimum points, and the upper envelope
constructed by local maximum points. This example shows
how to extract the signal envelope using the signal.

The waveform envelope distortion is reviewed. In normal
telephone signal amplitude has no abrupt changes and the
curve of the waveform envelope is smooth. Large jumps occur
in case of problems such as jitter lost packets, and so on.
Jumps in the value of the first derivative defined numerically
is an indication of a problem. The proposed method is based
on analysis of the smoothness of the waveform envelope by
numerically determining the first derivative. The phone sound
usually has enormous volumes and is easily affected by
noises. Furthermore, for reasons of the complex and highly
non-stationary nature of phone sound signals, they should be
segmented into components for the first step of automatic
analysis and classification. To obtain proper information,
signal is divided into small portions — which are processed
independently. After exhausting the entire length of the
processed signal received items of jumps in the differential are
added together. In value of the amount compared with the
averages can assess the quality of the conversation.

Different segments of filter length equal to 300 to obtain a
smoother shape.



Here is an example of audio file with its envelope and
corresponding first derivative:

-

Fig. 3. Envelop and corresponding first derivative of vowel [au]
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C. Experimental Environment

We compare the output (out signal) with an input (in
signal). The algorithm must include monitoring and
measurement (or calculation) the basic parameters of the

language.

|
ooo
ooo

ooo

1P Network

SIP Client Quliteten the IP network change:
Packet loss?

- Delay?

- Out of order packets?
- Damaged packets?

Fig. 4. Experimental environment

Linux with command SIP Client

D. The Input Test Signal is Sawtooth 1kHz
Envelop and histogram of the signal without defects is
shown in Fig. 5.

W Local extrenmums of diff of Upper part Histogram of lncal exiremmums

Pecks numbers

s o
0 1000 2000 3000 4000 7000 3000 2 0

Samples

000 6000

Fig. 5. Sample without defect

The range of values is 10°. The histogram of local extrema
shows only one great value due to first jump of the signal in
moment on start.

E. Output Test Signal - Sawtooth 1kHz with Defects

We set standards and stepwise parameter degradation
network to affect the sound quality - from RTP (protocol for
the transmission of sound) using Linux “¢c” command. The
result is judged what kind of degradation of network
parameters (delay, loss, jitter) as it affects most intelligibility.
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Fig. 6. Settings of experimental environment

Test signal with defects Increase the filter length to 300 to
obtain a smoother shape.

Fig. 7. Sample size 300 and 100

Histogram of first derivative Values: [7 1461291000
2]. The range of values is 10~. Second derivative Values: [13
94522123 0 2]. The range of values is 10°. After
comparing the number of significant deviations from the
smoothness with an average conversation can assess the
quality of a call.

010 Local extremm m of local extremums

ams of diff of Upper part

Intervals V10

Histogram of local extremums 2

Pecks numbers

Fig. 8. Histograms and local extremums for sample size 300
and 100

The histogram of local extrema shows many great values.



IV. PROPOSED ALGORITHM

The derivative of function f(¢#) must be defined for all 7.

1
£ = @

fa+h)=2fO)+—h)
hZ

f+h) - /@)
h

' 2
e @)

Formula (2) is a variation of the numerical differentiation
formula using three adjacent values. It results in a smoother
and more accurate value of the first derivative.

In general terms, the method of the algorithm is as follows.

1) Located the signal extremes. They must be sought
between every two consecutive sign changes.
Build two envelopes signal: lower and upper. Obtain
the analytic signal. Extract the envelope, which is the
magnitude (modulus) of the analytic signal. Plot the
envelope along with the original signal.
Determine whether a function is continuous by
numerically differential. Finde first derivative of
upper part (1) or (2).
Finding the absolute value of the first derivative
function and find the peaks.
Finding all local extremums.
Building a histogram
Comparing the result with Network performance
objectives for IP-based services - Y.1541 (12/11)
Assessing the quality of a call

2)

3)

4)

5)
6)
7)

8)

V. VOIP AND QOS. IS THE SIGNAL ACCEPTABLE?

For enterprise VoIP to compete successfully with the Plain
Old Telephone System, the voice quality should be at least
equal to analog phones or better. Audio quality was a
significant concern in the earliest implementations of VolIP,
when the technology was fairly new.

Audio calls will thus be subject to high levels of jitter,
degrading the quality of conversations. If the QoS settings are
correct and network traffic is at its usual levels, there should
not be any significant problem with intelligibility. The sound
quality of VoIP calls drops dramatically when UDP packets
are not received in a timely fashion, if packets are lost or
reordered.

QoS may be measured in a number of different ways,
several of which are detailed in various IETF standards for
RTP such as RFC 3550 and RFC 3611. The QoS usual
common monitoring program monitors the quality of a
network connection by looking at "quality of service"
parameters like VoIP jitter, packet loss, packet delay
variation, duplicate packets and other readings.

Several telephony phenomena, further exacerbated by VolP
processing, affect the character of voice conversations without
really affecting sound quality at all. These phenomena include
end-to-end and round-trip network delay, delay variance
(jitter), and echo. Intelligibility is directly impacted by noise
or other types of distortion.
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The clarity of a voice signal or voice channel has been
measured subjectively according to ITU-T Recommendation
P.800 resulting in a mean opinion score (MOS).

It is very difficult to separate the quantification of voice
quality (the evaluation or measurement of noise and
distortion) from the subjective experience of the human talker
and listener. Voice quality can really only be judged relative
to the situation being assessed and the human experience of it

[8].

V1. CONCLUSIONS AND FUTURE WORK

The problem of real-time quality estimation of VoIP is of
significant interest. This paper has shown an approach for
solving this problem by employing the envelope of the signal.
One of the main objectives of this research was to estimate the
effect of fragmentation on speech quality. This is due to the
fact that the analytical algorithms do not model the effect of
fragmentation on speech quality [8] [9]. Hence, the effect of
fragmentation can be mapped only by conducting suitably
designed formal subjective tests.

The focus of the current research has been on estimating the
effect of all VoIP traffic parameters that affect the listening
quality of a telephone call in combine. A future objective
would be to derive a neural network model for conversational
quality estimation of a call. Conversational quality suffers due
to increase in the end-to-end delay of a call. Clearly, the next
objective would be to estimate the particular effect of VoIP
traffic parameters and their impact on the signal quality.
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A Comparative Factor Evaluation of
Downlink Resource Allocation Algorithms in

Indoor Communication Environments
Viktor Stoynov' and Zlatka Valkova-Jarvis®

Abstract — In this paper a new comparative factor (CF) is
developed and used to compare several classic downlink resource
allocation algorithms(RAAs) in indoor wireless environments,
simulated by means of the Realistic Indoor Environment
Generator (RIEG). The CF components’ values are analysed for
five different downlink RAAs studied across different numbers
of users.

Keywords — Resource allocation algorithms; Small cells;
Indoor communication environment; Comparative factor.

I. INTRODUCTION

As a result of urbanisation, a large percentage of current
mobile traffic takes place in indoor environments, where
many obstacles impact signal propagation and thereby
deteriorate the users’ Quality of Service (QoS). Today's
consumers are interested not only inthe wvariety and
availability of services, but also in coverage and data rates. A
consistent, predictable, trouble-freeindoor environment would
contribute to ensuring an adequate QoS for users.

Small cells are an inexpensive and elegant approach to
improving wireless indoor coverage, due to their flexible
distribution and low transmission power. The throughput of an
item of user equipment (UE) is affected by many factors,
including the distance from the serving transmitter, the
availability of a multipath environment, applied multiple
antenna techniques, as well as resource allocation algorithms
(RAAs). RAAs for wireless communication has been an active
research area in recent years, due tothe rapidly-
increasingdemands on data rates which has led to a large growth
in traffic [1]. Many publicationshave compared different
resource allocation scheduling algorithms in heterogeneous
networks, comprising macro- and small-cells. However, the
comparison has beenmainly in terms of average UE
throughput and “fairness”. Thus the number of outages and
the throughput of cell-edge usershavenot beenconsidered.
Another flaw in the studies so far relates to the simulations
themselvesand it is that the network models and chosen
simulation parameters are insufficiently realistic [1], [2].

Since each algorithm for the distribution of available
resources has pros and cons, the intelligent solution logically
involves the development of a mixed scheduler design. The
proportional  fair algorithm, often regarded as the
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optimalchoice, strikes a balance between system fairness and
throughput. Acombination of proportional fair and maximum
throughput algorithms may maximise system throughput with
guaranteed fairness for users [3], [4].

In order to provide an excellent indoor QoS in line with
users’ needs, telecommunication service providers need to
apply RAAs that ensure a high average user throughput
(particularly for cell-edge users), good fairness with regard to
radio resource distribution, and lack of outages. The balance
between the aboveparameters is highly important in indoor
environments (offices, shopping centres, markets, et al), since
the traffic demands are higher and the signal propagation is
deteriorated. In this work we develop and introduce a CF that
comprises the above-mentioned performance parameters and
use it to compare five resource allocation algorithms in several
indoor scenarios. Thus a particular RAA can be recommended
depending on the number of the users and femtocells.

Experimental results are carried out by the Vienna LTE-
Advanced (LTE-A) system level simulator [5]. Since
femtocells are oftendeployed in anetwork by clients they are
usually spread in an uncontrolled manner, which does not help
the efficient performance of the network. An adequate
location of the femtocells in line with the specifics of the
indoor environment, as well as usage of appropriate downlink
resource allocation algorithms,will contribute to a better
coverage and data rate for the users, thus improving the QoS.

The paper is organised as follows: Section II describes the
downlink resource allocation algorithms. Section III presents
the system model of the indoor environment and introduces
the comparative factor. Section IV discusses the system level
simulation results, and Section V concludes the paper.

II. DOWNLINK RESOURCE
ALLOCATIONALGORITHMS

The scheduling RAAs can be summarised into two types,
each following a different strategy: channel-independent
scheduling (CIS) and channel-dependent scheduling (CDS).

The CISstrategy can never providean optimalsolution in a
wireless network, due to the lack of information about the
channel conditions. On the other hand, the CDS strategy
isbased on optimal algorithms and can thus achieve a better
performance by allocating resources, since it has information
about the channel quality.

A. Channel-Independent Scheduling Strategies

The CIS strategywas first introduced in wired networks and is
based on the assumption of time-invariant and error-free



transmission media. Since this is unrealistic for LTE networks,
it is typically used in combination with the CDS strategy to
improve system performance. In this publication two
algorithms based on the CIS strategy are discussed: Round
Robin (RR) and Resource Fair (RF).

The RRalgorithm allocates resources to each UE, without
taking into account the channel quality or data rate.

At first, UEsare queued at random, with each new UE
joining the end of the queue. All available resources are
assigned to the first UE in the queue, any unused resources
then becoming available for the next UE and so on untilthe
queue does not contain any UEs requesting resources.

The RF algorithm distributes resources equally among all
UEs, with the goal of achieving the maximum total rate for all
UEs while simultaneouslyensuring fairnessin regard to the
number of resource blocks allocated toeach UE.

B. Channel-Dependent Scheduling Strategies

The CDS strategy allocates resources via optimal
algorithms in respect to the channel conditions. In this paper,
three CDS strategy-based algorithms are investigated —
Maximum Throughput (MT), Proportional Fair (PF)
andBest Channel Quality Indicator(CQI).

The MT algorithm achieves maximum throughput thanks to
the multiuser diversity of the system. Primarily, UEs’ reports
about channel quality indicators are considered in order to
identify the data rate of a sub-channel for the UEs. Thus
UEscan be ranked as having good or bad channel quality,
resourcesaccordingly being allocated to users so that each one
achieves the highest possible throughput in their identified
sub-channel on the basis of the signal-to-noise ratio (SNR).
The aim of the MT algorithm is only to maximise the
throughput and it attains this by assigning the resources in an
unfair manner.

Fairness is improvedwhen the PF algorithm is appliedand
the average throughput is preserved, i.e. efficiency is retained.
A priority function is calculated as a ratio of the instantaneous
to average throughput and is used to prioritise the UEs. The
highest priority user is allocated resources, thereafter the
priority function is re-calculated and another UE get the
highest rank. The algorithm repeats until either all UEs’ needs
are satisfied or the resources are exhausted.

The idea behind the Best CQI algorithm is to assign
resources to the UE with the best radio-link environment. In
order to calculate the CQI, UEs and the base station (BS)
exchange signals. In the downlink direction, the BS transmits
reference signals to the UEs. These downlink pilots help the
UEs to calculate the CQI, which is fedback to the BS to
identify the best CQI. The higher the value of the CQI, the
better the quality of the channel.

III. SYSTEM MODEL

A. Indoor Wireless Network Layout

To compare the performance of different resource allocation
strategies a realistic indoor environment comprising different
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numbers of small cells (femtocells) and users is employed.
Simulationsare conducted in indoor design, using the wall
layout method namedRealistic Indoor Environment Generator
(RIEG) [6]. The RIEG method distributes rectangles, thus
modelling a floorplan with many rooms and corridors. The
arrangement of the walls is characterised by two basic
parameters — wall density A and wall attenuation ®. The wall
density defines the length of the wallspersquare meter while
the wall attenuation defines the impact of the walls on signal
propagation.
The simulations are performed in a Region of Interest (Rol)
with a set area . When 7 is multipliedby the wall density A,
the total length of walls Lg,,, will be obtained:
Lsum = nx’ * (1)

When the Rolarea increases, the total length of walls will
increase too, aiming to satisfy the required constant wall
density A.

The system model of the investigated indoor wireless
network provides a random deployment of femtocellsequipped
with omnidirectional antennaec and employing the Closed
Loop Spatial Multiplexing (CLSM) transmission mode. The
lack of interference from BSs is assumed.

The indoor network environment layout is shown in Fig. 1.
The dots represent UEs,whilethe circlesdenote femtocells
(transmitters). The model excludes the possibility of a UE or a
transmitter beinglocated exactly in a wall.

20
L]

2tk

0 n n L L
0 2 4 6 8 20

Fig. 1. Indoor wireless network environment layout based on the
RIEG wall layout method

B. The Comparative Factor

Different scheduling RAAs can be better evaluated whena
summative integrated assessment is applied. Its value will
provide both general information about the usefulness of the
competing algorithms and specific information about the level
of particular performance parameters. Thus it will be possible
to select the best RAA for use in an indoor environment.

In this work we propose a CF, which is a generalised
metric,and  simultaneously takes into account four



differentindoor performance parameters — normalised average

user throughput, normalised average cell-edge user
throughput, fairness and outage ratio:
F=F+F,+F,—-F,. 2)

To ensure a meaningful value of the CF, all four parameters
are constituted to take values from 0 to 1. Hence, the CF will
range from -1 to 3.

Normalised Average User Throughput (F):

The UE data rate depends on the quality of the channel
numerically identified by the Signal-to-Interference ratio
(SIR).Hence, a wide range of SIR received by the UEs results in
highuser throughput diversity. The impact of network
topologies on users’ throughput performance can be better
comprehended when the average user throughput T, is
considered:

N
2T
k=1
avg N >
where 7} is the throughput of A" user, and N is the number of
users.

In order to transform (3) into a dimensionlessratio,
theaverage user throughput 7, is normalised againstan
experimentally obtained reference user throughput Tx.
Experiments to deliver T are carried out for an indoor layout
with only one femtocell,a free-of-walls Rol, and the
corresponding number of users. As a result, the normalised
average user throughput (F) parameter isas follows:

T

avg

Ty

3

F]:

“

Firanges from 0 to 1, and its best value is 1 when the
average user throughput is equal to the reference user
throughput. The worst case (F| = 0) occurs when obstacles are
so numerous that the users’ throughput becomes zero.

Normalised Average Cell-edge User Throughput (F,):

At the edge of the cell the signal is weakest and inter-cell
interference further degrades the overall network performance
and in particular reduces the user throughput. Therefore, to
achieve all-over network coverage for mobile users and to
avoid call-drops during cell handover it is imperative to
maintain a minimum throughput at the edge of the cell. The
averagecell edge-user throughput T,.g cqe. 18 defined asthe Sth
percentile of the UE throughput empirical cumulative
distribution function (ECDF).

By analogy to F), the cell-edge user throughput is
normalised againstthe reference throughput of cell-edge users
TR eage» €xperimentally delivered as the reference user
throughput 7. Hence, the normalised average cell-edge user

throughput F,, is as follows:
F2 — T, avg_edge )

T,

R_edge

(&)

Since the reference throughputs are used to determine the
maximum value of throughputs, like F, F, also rangesfrom 0
to land has its best value equal to 1.

Fairness (F3):

UEs expect to receive bandwidth fairly, thus improving the
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QoS. Hence, fairness is an attribute of the resource sharing
and allocation techniques. The consequence of an unfair

resource allocation between different UEs may lead
toresource starvation, resource wastage or redundant
allocation.

The parameter fairness Fj attains its maximum value of 1
when resources are distributed equally, regardless of the needs
of individual users. It is defined as:

N

== (6)
N T}
k=1
Outage ratio (Fy):
The outage ratio represents the ratio of the number of users
with outages N, to the total number of users N:

N

F,=—2. (7

Clearly, the best value of F} is achieved when there are no
users with outages (F,=0), while the worst (F,=1) occurs
when all users have outages.

The CF can be consideredas a way of analysing the overall
QoS. The CF increases due to an increase in throughput or
user fairness and a decrease in the number of outages. This
results in better overall performance for the users.

IV. SYSTEM-LEVEL SIMULATIONS AND
ANALYSIS OF THE RESULTS

A. Simulation Setup

The experiments were carried out using different numbers
of users (10, 20, 30, and 100) and a constant number of 5
femtocells. Each of the 100 conducted simulations took
placewitha different location of the femtocells.The RIEG wall
layout was used to model a comparatively realistic floor plan.
No particular traffic model and user throughput requirements
were considered. The aim was for every UE to maximise its

throughput. The numerical values of the simulation
parameters are given in Table I.
TABLEI
SIMULATION PARAMETERS
Parameter | Value
Frequency | 2.14 GHz
Bandwidth | 20 MHz
Number of resource blocks (RB) | 100
Transmission mode | CLSM
Femtocell transmitter power | 1 W
Number of users | 10 - 100
Number of femtocells | 5
Number of simulations | 100
Simulation time | 0.1's
Wall density | 0.2 m™
Wall attenuation | 10 dB
Simulation area size (Rol) | 20m x 20m
Reference area size (Rol) | 8m x 10m




B. Experimental Results Analysis

The maximum values of the CF for the five scheduling
RAAsand for different numbers of users are shown in Fig. 2.
The RR, PF and RF algorithms providea good coverage
according to the corresponding CF values. The PF algorithm
shows best performance,despitethe number of users and
achievesa balance between the CF componentsand hencethe
best QoS.

The RF and RR algorithms achieve monotonically smooth
curves due to their excellent fairness. The increased number of
UEs and the reducing amount of the available resources per
user affect the performance of the MT and Best CQI algorithmsto
the greatest extent. The increased number of cell-edge users
leads to a significant reduction in the value of the CF, when
throughput maximisation is desired. The maximum of the CF
for each scheduling RAA is achieved in the best location of
the femtocell for the corresponding number of users.

|—N—maxthrcughpm =&~ round robin proportional fair === resource fair B best CQ ‘

22 T T T T T

Maximum Comparative Factor

06 L L L L L L L L

10 20 30 40 50 60

Number of users
Fig. 2. Maximum Comparative Factor as a function of
the number of users

70 80 90

The values of the four indoor performance parameters of
the CF for different numbers of users is depicted in Fig. 3.

The MT and the Best CQI RAAs contribute most to
accomplishing an excellent normalised average throughput
(Fy). The parameter F,, which refers to the cell-edge
users’QoS, shows that it is poor and that outages are often
observed. The PF RAA behaves similarly to the RF and RR
algorithmsin respect to the parameters F, F3 and F.

A clearly-defined goal of next-generation networks is to
provide an excellent level of mobile services to users located
at the periphery of the cell. The RF and RR algorithms based
on the channel-independent strategyare easier to implement
and control due to the lack of channel information. For this
reason, they are often preferred over thePF RAA.

V. CONCLUSION

In this paper a Comparative Factor comprising four
performance parameters has been proposed to compare five
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scheduling RAAs. The experiments conducted demonstrate
that the PF algorithm achieves the maximum values of the CF
for any number of users, thus providing the best QoS. The
contribution of each component of the CF for the assessment
of the most often-used RAAs is experimentally evaluated.
Future work may focus on the investigation of scenarios when
specific traffic models are also considered. The CF can be
used not only for comparison of scheduling RAAs but also for
different issues that affect the users’ QoS.

‘-N—max throughput =&=round robin proportional fair =+=resource fair =& best CQI‘
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Fig. 3. Comparative Factor components for different number of users
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Energy and One to Minimum Eigenvalue Spectrum
Sensing Algorithm
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Abstract —Covariance based spectrum sensing methods of
cognitive radio technology are known for their non-reliance
property to signal and noise power. Using Tracy-Widom
distribution of minimum eigenvalue, energy and one to minimum
eigenvalue spectrum algorithm is proposed. Unlike energy
detection,the performance of the proposed approach does not
rely on noise power. Limiting distribution approach to minimum
eigenvalue causes the detection algorithm to perform much
better in lower SNR ranges. Our proposed method performs
better not only in low SNR range but also in low smoothing
factors when compared to well known maximum to minimum
eigenvaluemethod. The performance improvement is evaluated
analytically and compared with other well known algorithms in a
wide SNR range and different smoothing factors.

Keywords —Spectrum sensing, Cognitive radio technology,
Maximum to minimum eigenvalue method, Energy detection,
Energy and one to minimum eigenvalue method.

1. INTRODUCTION

IEEE 802.22 wireless regional area networks are designed
to operate over the vacant TV band for broadband access to
Wi-Fi devices by using cognitive radio (CR) technology. One
the key factors in CR technology is spectrum sensing and
reliably detecting the status of the spectrum band being
sensed. Researchers have been trying to find new sensing
algorithms or to determine ways to increase the performance
and reliability of existing methods. There are a wide array of
sensing algorithms in the literature including energy detection
(ED) [3], [5], matched filter, wavelet based spectrum sensing,
cyclostationary based and covariance based detection methods
[2]. Each method has its own requirements for the detection
process, for instance, the cyclic frequency of primary user is
needed for cyclostationary method, waveform information is
needed for matched filter method and the noise variance is
needed for ED method where the noise uncertainty effects its
performance significantly [1]. In this paper by using a limiting
approach to the minimum eigenvalue of covariance matrix, we
introduce a new method of energy and one to minimum
eigenvalue (EOME), inheriting both energy detection and one
to minimum eigenvalue effects at once without reliance to any
information about the primary user’s signal or the noise
power. Tracy-Widom distribution of minimum eigenvalue
gives EOME a much higher performance in low SNR ranges.
There is a method in literature named energy to minimum
eigenvalue method (EME) with decision fraction, similar to
our proposed method that uses asymptotic approach to the
minimum eigenvalue [2], [4], and [9]. EME method has

Amir Eslamiand Gunes Karabulut Kurt are with the Faculty of
Electrical and Electronics Engineering at Istanbul Technical
University, Istanbul, Turkey, E-mails: {eslamil5, gkurt}@itu.edu.tr
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discussed in Section III and it has a much lower performance
compared to EOME and maximum to minimum eigenvalue
(MME) methods as shown in literature [2], [9] and Section IV
of this letter. Rest of the letter is organized as follows. In
Section II, system background of cognitive radio systems and
in Section III, a brief overview of MME and EME methods
are provided. In Section IV, the EOME method is introduced.
In Section V, numerical and simulation results are given
followed by concluding remarks in Section VI.

II. SYSTEM BACKGROUND

Assuming that we are interested in sensing a frequency
band with central frequency of f. and W bandwidth, received
signals are effected by noise, small and large scale fading
effects [2] which can be modeled by different distributions in
literature. We assume that additive white Gaussian noise
(AWGN) shown as #.(¢) in this paper, is stationary process
satisfying E[7.(2)]=0 and E[5.(?),n.(t+7)]=0 for any 7#0 with
variance o*,?. The procedure of detection in cognitive radio
systems is a binary hypothesis process. In the case that the
channel is being used by primary user, H; hypothesis is
selected whenever the channel is in idle status, hypothesis H,
is selected. These two hypotheses for discrete signals which
are being sampled with the rate of f;, compatible with the
Nyquist sampling theorem can be shown as follows[2]:

H, Y (n) =n(n),

)
H, :Y(n) = h(n)X (n)+n(n),
where Y(n) is the signal received by detector, X(n) is the
signal used by primary user and A(n) is the channel response
from source signal to detector. Smoothing factor is used to
make time diversity in covariance based spectrum sensing
methods by using consecutive signal samples in detection
process. Smoothing factor is shown as L in this paper and its
effect on received signal samples shown below [2]:
Y(n)=[Y(n),Y(n-1),..Y(n—L+D]. @
In case of hypothesis Hj, where there is no signal sent over the
frequency band, the received signal samples with L smoothing
factor can be modeled as follows:

A(n) = [n(n),n(n=1),...n(n-L+D]".

Statistical covariance matrices of any matrix like ¥(n)can be
defined as:

3)

R.(m=Efm? ] @



III. BRIEF OVERVIEW OF MME AND EME
METHODS

Maximum to minimum eigenvalue is based on the ratio of
the maximum eigenvalue to the minimum eigenvalue of the
covariance matrix of the received signal. This ratio is then
compared to a pre-calculated threshold. If the fraction is larger
than the threshold, busy status is concluded and idle is decided
otherwise [4]. When the channel is in idle status and no
primary user is using the sensed spectrum band, Ry(n) is
equal to covariance matrix of the noise matrix [10].

L-2+N

D> Amn’ (n). (5)

n=L-1

R,(N)=—

emax(Z(N))—ﬁ
n

It is shown in the literature that converges to

Tracy-Widom distribution of order 1 if noise is real and order
2 if noise is complex. e, is the maximum eigenvalue, Z(N),
and Q are defined as follows:

Z(V) = Ry(V), ©

2
n

— (VN=1+LT, )

o=V L) (J_ f]s v

Considering N large enough, asymptotic approach in the
literature shows that the minimum eigenvalue of Ryz(N) is

(\f_ VL.

Using the asymptotic value of minimum eigenvalue shown as
emin and Tracy-Widom distribution of e, probability of false
alarm in MME detection method can be written as follows [2],
[10].

equal to 21

]:I—F SWN VL] -

P, P[ mx s S| H,
e

min

)

e} o

Energy to minimum eigenvalue (EME) method is based on the
fraction of average energy to asymptotic value of minimum
eigenvalue. If the fraction is greater than a pre-defined
threshold, method decides busy and idle status is decided
otherwise. The probability of false alarm in this case is
obtained as:

where

P, =P(E(t) > K|H0]
’ e

min

— P(E(t) > K%’?(\/ﬁ—\/f)z |H,)
N VL] -

=0 an
V2N
The expression of K can be calculated using (11) as:
Y (PON2N +N
= . (12)

-]

IV. ENERGY AND ONE TO MINIMUM EIGENVALUE
SPECTRUM SENSING METHOD

It is shown in the literature that minimum eigenvalue can be
modeled with a Tracy-Widom distribution. By considering

emin(Z(N))-¥
v

number of samples, N, large enough, == converges to

Tracy-Widom of order 1 if noise is real and order 2 if noise is
complex [6], [8]. e, is minimum eigenvalue, Z(N) is the
same as equations 6. ¥ and v are defined as:

w=KN-JL), (13)

(14)

o= WL =N (f rT

Then, the probability of false alarm of one to minimum
eigenvalue (OME) can be defined as:

1
P, :P(— >9|H0J P(1>6e . |H,). (15
emin

By using limiting the distribution of minimum eigenvalue
theorem and assuming noise as real, (15) can be written as:

2

o N
P, =P1> HW”Z(N) .

n

. (N/662)-y 2N -y

(A

(16)

So we obtain:



=uF (P, +v. (17)

2
o,
Here,d can be calculated as:

0=— 71N .
o5 (OF, " (P,) +v)

(18)

In the case of complex noise, the order of Tracy-Widom
distribution in the (16) is 2. From equation (18), it is obvious
that threshold of OME relies on noise power. Probability of
thenormalized energy of received signals, E(N), be bigger
than a threshold named ¢under hypothesis H, can be shown as

(11, 3]:

P, =P(E(N)>¢|H,). (19)

Assuming signal samples large enough and using central limit

theorem, probability density function of E(N) under

hypothesis Hj, becomes a normal distribution with mean equal
4

to O',? and variance equal to h% . So, probability of false alarm

can be calculated as follows:

B E(N)—O',f ¢—0'§ o
fa \/2 2 2 | 0
o,/ N \/20',7/N
2
:Q & , (20)

J20i /N

where, ¢ can be calculated as [3]:

=0, 1+_\/EQ\/_N(Pfa)

Considering that the values of normalized energy, ¢ and one
to minimum eigenvalue are always positive, and combining

ey

equations (15) and (19), we can obtain:
P, :p(eLxE(N)wmeoJ
=P(w>Z|HOJ, (22)
emin
where/can be calculated as:
V207" (P
N 1 n Q ( fa ) (23)

SR R

By simplifying A, threshold of EOME method can be
evaluated as:

L N+2NOT ()
WF (P +y)

EOME sensing method is given in algorithm 1.

The complexity of covariance based spectrum methods
stem from the computational of covariance matrix, Ry (N) and
eigenvalue decomposition of the covariance matrix. For
covariance matrix computations, LN multiplications and
L(N-1) additions are needed [2]. For eigenvalue
decomposition, fast SVD symmetric algorithm [7] can be used
with O(L’logL) multiplications and additions which makes the
total computational complexity equal to LN + O(L’logL).

2y

V. NUMERICAL RESULTS AND DISCUSSION

The performance of proposed spectrum sensing algorithm is
evaluated with the help of numerical results obtained using
MATLAB software simulations and compared with very well-
known methods. All simulations are using modulated random
primary user signals and i.i.d. Gaussian distributed noise
samples are used. It is assumed that channel is slow fading
and doesn't change during the sampling period. Py, is chosen
as 0.1, 10° signal samples are used and the stopping criterion
is set at 10" iterations.

First we have plotted the probability of detection of EOME
method vs. SNR passing through Gaussian channel in figure 1
compared with EME and MME methods with smoothing
factors of 4 and 16 and ED method without and with noise
uncertainty 0.5dB. ED has a good performance but highly
reliable to accuracy of noise power measurement in a way that
with an only 0.5dB uncertainty in noise power estimation,
performance of ED decrease in a high range that makes this
method unusable in practice.

Algorithm 1. Energy and one to minimum eigenvalue
spectrum sensing method.

Input: 4, Pp, L
Output: D;
1: X, = received signal samples, n=1,2,3,....N
2: Create Ry(N) matrix using L consecutive samples
3: Calculate the eigenvalues of covariance matrix Ry (N)
4: Calculate normalized energy of received signals, £(N)
5: Find the minimum eigenvalue, e,
E(N)
6 = —7
emin
7:if (<A
8: D,- < H()
9: else
10: Di <« H]
11: return D;
12: end for

EME has a much lower performance compared to other
mentioned blind methods such as MME and EOME because
of using asymptotic value of minimum eigenvalue in EME
threshold measurement. In smoothing factor of 4, EOME
method performs better compared to MME in all SNR ranges.
Higher smoothing factors increase the performance of
covariance based spectrum sensing methods with the cost of
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Fig. 1. Simulation results for EOME, EME, MME, all with L=4 and
16 and ED with 0 and 0.5 dB noise uncertainty sensing methods
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Fig. 2. Simulation results for EOME and MME sensing methods with
different smoothing factors in SNRs equal to -6dB, -10dB and -14dB

higher computational complexity as shown in section IV. In
high smoothing factors, MME has a better performance in
SNRs higher than -11dB but in lower SNRs, EOME performs
so much better than MME method passing through Gaussian
channel.

Figure 2 shows the effect of smoothing factors between 4
and 16 on MME and EOME in different SNRs equal to -6dB,
-10 dB and -14dB passing through Gaussian channel. In high
SNR ranges, as mentioned earlier, both MME and EOME
methods performs good in all smoothing factors. In -10dB for
example, both methods performs almost like each other. In
low SNRs such as -14dB, EOME performs much higher than
MME method in the specified smoothing factors but in SNRs
near to -10dB, performance of EOME is better in smoothing
factors lower than 5.

20

VI. CONCLUSION

We introduced EOME, a blind sensing
algorithmperformance of doesn't rely on any information
about primary signal or noise power, by jointly using Tracy-
Widom distribution of minimum eigenvalue and energy
detection effects at once. Limiting distribution approach to
minimum eigenvalue has made EOME perform better when
compared to MME and EME methods in low SNR ranges. For
devices with processing shortage, EOME performs better with
low smoothing factors causing reduced computational
complexity which helps making its implementation possible in
practice. We also suggested to use fast SVD symmetric
algorithm to have a faster process compared to classical
methods. This paper provides findings to detail the effects of
using limiting distribution of minimum eigenvalue combined
with energy detection in covariance based spectrum sensing
approaches, addressing a guideline towards optimal solutions
to fulfill fundamental sensing requirements of IEEE802.22
WRAN.
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Abstract — Spatio-temporal variation in traffic demand makes
the cellular technologies suffer from load imbalance problem.
The diversity of propositions handling this issue demonstrates
their partial contribution to network performances. This paper
presents Algorithm Suitability theory, which optimizes
permanently system metrics. Based on software-defined
networking and lexicographic optimality, it improves both
energy and spectral efficiency.

Keywords — Algorithm, Cell State, Load Balance, Radio
Resource Distribution, Software-Defined Networking,
Suitability.

I. INTRODUCTION

In a given wireless cellular network site, power and
bandwidth budget are physically limited resources. Until the
creation of 4G network technologies, the design of radio
protocols was motivated by spectral efficiency (SE) due to the
rising number of emerging high data rate wireless applications
[1]. Meanwhile, energy efficiency (EE) has become, more and
more, central concernsfor network operators in the rendezvous
of effectiveness and green society. However, optimizing both
SE and EE do not always coincide and may even conflict
sometimes [2]. With the random behavior of mobile users,
spatio-temporal variation in traffic demand causes a non-
uniformly load distribution among cells and,leverages
negatively the SE and EE performances. Third Generation
Partnership Project (3GPP) provided load balancing (LB)
operation through its self-organized network (SON)
functionality [3]. As soon as the standard LB schemehas been
published, it has been demonstrated that its original
formulation could be optimized in term of SE and EE.In the
light of scientific literature, several solutions have been
proposed. Therefore, authors in [4] approach the phenomenon
in the side of user Quality of Service (QoS) constraints.
Differing from this study, authors of [5] introduce an EE
scaling factor as a criterion for target cell selection in LB
procedure. An interference-aware LB solver is studied in [6]
where an optimal solution guarantees a low level of inter-cell
interference (ICI), which leverages edge user throughputs.
While in [6], a network state (ICI) is considered, authors in [7]
advocate a cell-reselection-based LB scheme where they
demonstrate an effectiveness in an environment with lot of
small-size data packet services, which is a frequent scenario
with the diffusion of smart phones.

'Fall Hachim and Yahyai Mohamed are with the department of
mathematics at Ibn Tofail University, Morocco, E-mail:
Hachim.fall@uit.ac.com.

Ouadoudi Zytoune is with the National School of Management
and Trading at Ibn Tofail University, Morocco.
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By analyzing this non-exhaustive literature review, we
realize that LB algorithms suffer mainly from these
drawbacks: first, their diversity demonstrates their partial
contribution in network performances. The consequence is a
non-permanently optimized system. Second, their formulation
uses combinatorial optimization approaches, which are often
complex. Given that they are distributed among base stations
(BS) that have limited capacity, they cause high power
consumption and delay degradation. Third, the actual design
principle is hardware oriented and is not in adequacy with
next generation mobile cellular network requirements.
Therein, scalability will be an important performance metric
indicator [8].

To counter the limitations cited above, algorithm suitability
(AS) is proposed as an interesting alternative. The concept
tries to optimize permanently the network performance by
benefiting from all advantages provided by different solvers.
We define therefore what we call spectro-energy efficiency
(SEE), which represents the number of bits received by a
mobile per combined energy and frequency unit. A multi-
objective function of EE and SE is formulated using
scalarization method. By using information uploaded by BSs,
a SDN (Software-Defined Networking) controller supervises
in real time fashion the network state. Then, with a
lexicographic optimality criterion, it maximizes the objective
function by ascribing the resolution of two wireless LTE radio
interface operations (LB and radio resource distribution
(RRD)) to predefined optimizers.

After presenting the system model and problem formulation
in Section II, the resolution through a lexicographic optimality
criterion is described in Section III while Section IV discuss
the obtained results before we conclude in Section V.

II. SYSTEM MODEL AND PROBLEM FORMULATION

Consider a wireless cellular deployment and a set B of
neighbor BSs. Let W), be the available bandwidth atevery BS
b. The access mode to LTE radio interface is based on
Orthogonal Frequency Division Multiple Access (OFDMA).
Every user £ in the set K of mobiles turns a random number of
services (VoIP, Streaming Video, Online gaming, etc...). The
bandwidth W), is shared in a set NV of physical resource block
(PRB). The resource allocation is submitted to relation (1),
where xy ,, s represents an assignment parameter taking / when
the PRB W, is allocated to the mobile % on its service s and 0
otherwise-

Zrl\ll xk,n,sWn = Wb- (1)
The bandwidth usage ratio is defined in Eq. (2) as:
_ 2 X nsWn
Hp = == @)



According to [9], when70% < u, < 100%, the cell is
heavily loaded, while p; = 100 characterizes anoverloaded
cell. Load Balance is recommendedand, a mobile user & is
attached to only one BS b in the context of Eq. (3):

b my, = 1(3).

Let K¢ denotes a subset in K and represents the cell edge
mobile users. At cell edge regions, the throughput of users
suffer from SINR (signal to interference plus noise ratio)

denotedap, eand defined by Eq. (4):

Ppretpre
LPy ety yetd

@p ke “)
Py, and Hy; denote respectively the power seen by the

mobile kand the channel gain from BS 5. § is the Additive
White Gaussian Noise (AWGN). The maximum available rate
on a given PRB 7 for a mobile user £ is given in Eq. (5) and,

for a minimum rate 7} ¢, on its service s, the required QoS
follows relation (6):

Rk,n = Wnl092(1 + ab,k)

Zn xk,n,st,n 2 rk,s(6)

For energy characterization, the power seen by a mobile & from
BS b is the sum of total powers received in every PRB n:

Zk Zn Pk,n = Pmax(7)

Prax is the overall power budget available at the BS. The SE
is defined as the number of bits received by a mobile per unit
bandwidth and the global SE of a BS b is as seen in Eq. (8):

®)

)

SE = =

Wb
Rzszk.

The EE represents the number of bits received by a mobile per
unit energy as seen in Eq. (9):

where

R

EE )

SE and EE are increasing function of bandwidth and power
respectively and, their optimization may present two
conflicting objectives [1]. LB Algorithms, which are based on
Qos constraints [4], optimize the SE as the throughput
requirement (constraint 6) relies on an efficient use of
bandwidth. As far as that goes, the solvers taking into account
the SINR [6], walks on the same way because a low level of
ICI means a good rate while the energy-aware LB solver [5]
relies on power mode of target BS. Without being a LB
scheme, resource efficiency presented in [1] makes a
combination of conflicting objectives as shown in Eq. (10).
However, this scheme consider a perfect channel state

Pmax

information, i.e. without taking into account SINR
phenomenon.

MaxF = y,SE +y,EE (10)
s.t. (1, (6), (N
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Eq. (10) is a summation of two parameters with different
dimensions ((bit/Hz) and (bit/joule)). However, it could be
interesting if we introduce the following parameters:

EFE
Bee = W, 11
SE
Bse = P_ (12)
max

Interestingly Eqgs. (11) and (12), measure the number of bit per
unit energy and bandwidth (bit/(Hz*joule)). Thus, let SEE be a
single parameter representing both SE and EE as seen in
objective function represented by Eq. (13):

MaxFsge = V1PBse + V2Bex (13)

(1), (6), (7)

An EE maximizer only use as bandwidth as possible [1]. Then,
the denominator of first term in Eq. (11), increases and
decreases the first term of Eq. (13), the same reasoning can be
done for the second term in Eq. (13). In the following, we
present a way to counter these drawbacks.

s.t.

III. SPC-BASED LEXICOGRAPHIC OPTIMALITY OF
ALGORITHM SUITABILITY

We define the average SINR of cell edge users for a BS b
as:

1

ab:F

(14)

At frame (i), Egs. (2) and (14) give the matching information
in the processes of predicting the network state at frame (i+7).
Lexicographic optimality is an optimization approach where
several objectives, in competition, are classified according to
a specified order of importance [10]. It can be formulated as
follow:

Yke Ap,ke

min f;
S.t
x€EQ
filx) = f1
(MOPlex,i) — < fz(x) = fZ (15)
fia @ = fiy

with fj(x;) =f; and f;° the better solution found by
optimizing the f; objective function. Qs the set of feasible
solutions.

Using this above mathematical theory, we propose the
following LB scheme by considering these hypotheses:

State 1 : u, < 70% , normal network operation
State 2: 70% < pp < 100% , the cell is heavily
loaded

State 3: u, = 100%, the cell is overloaded.



For SINR phenomenon and for a user k®, the SINR ay e
must verify:
Apxe = @, (16)

where ¢ is the minimum required signal level for
guaranteeing 1% BLER (bloc error rate) [11].We assume that
when «a; < ¢, the ICI starts to destroy transmission, mainly
for edge users governed by a BS b.

Load balancing means transferring some cell edge users
from a heavily or over loaded cell to a slightly loaded
neighboring one. Thus, technically speaking, all LB
algorithms have same objectives [3]. However, they differ
from mathematical formulations, triggering parameters, cell
performance metric considerations, etc.... Consider the LB
algorithm treated in [6], it worries about interference level and
provide good performance by reducing the ICI at cell edge
regions. Likewise, for balancing load, the energy mode of
potential target cells can be considered as in [5]. Therefore,
there is a network state dimension in the formulation of
algorithms. Then, the first objective function (f;) in our
lexicographic order represents the network state. This first
criterion is submitted as a constraint in the second, where the
performances of algorithms are evaluated and represent the
second objective function (f,). Algorithms differ also by the
complexity of mathematical approach(fs). Therefore, we can
resume algorithm suitability as follow:

In a given cell state, which algorithm offers more
performances with less complexity (SPC).

ALGORITHM 1 describes the proposed solver, which is
aimed at simplicity because the LB and the RRD solvers are
already complex (Table I). At every TTI (time transmission
interval), the BS forwards the cell state about load and ICI in
line 2 (the two considered network state parameters in this
paper. As the system is open, any other implementation can be
done). Given that the SDN controller is a high sever capacity,
it analyzes all the cell states, chooses the matching algorithms,
performs the related calculation and, forwards the plane to the
BS that executes instructions (line 4 to 12).

IV. RESULTS AND DISCUSSIONS

The performances of LB algorithmsare evaluated through
call blocking rate, load balance index and fifth percentile
throughput. However, in the aim to keep faithful to the paper
requirements, we assess EE and SE behaviors only of
Algorithm suitability in comparison with some reference
algorithms (TABLE I).

Abbreviations:

CR-LB: Cell Reselection-based Load Balancing algorithm [7]
TA-LBA: Interference-Aware Load Balancing Algorithm [6]
EE-LB: Energy Efficiency Load Balancing [5]

PSO: Particle Swarm Optimization RRD algorithm [12]

WF?2Q . Fair-Weighted Fair-Queening interference based
radio resource scheduling [11].
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QA-EERS: Qos-Aware Energy Efficiency Resource
Scheduling [13].

O: Oriented

SSPE: Small Size data Packet Environment.
ICI: Inter-Cell Interference

ESM: Energy Saving Mode

EE: Energy Efficiency

ALGORITHM I
ALGORITHM SUITABILITY LOAD BALANCING

I. FOR each BS b € B and at every
frame i

2. CALCULATE p; and a;, using (2)
and (14)

3. END FOR

4. TF70% < u, <100%

AND a, = @

FIND an EE-oriented LB scheme and
a SE-oriented RRD one by resolving
(15) among algorithms in TABLE I

6. ENDIF

7. TF70% < u, <100%

AND a, < ¢

8. FIND an ICI-oriented LB scheme and
an EE-oriented RRD one by resolving
(15) among algorithms in TABLE I

9. ENDIF

10. IF p, = 100%

11. TURN an ICI-oriented LB scheme and
a Load-oriented RRD one by resolving
(15) among algorithms in TABLE I

Spectral Efficiency

SE (bit/s/Hz)

42 43 44 45

Power (dB)

41

40

39 48

Fig. 1. Spectral Efficiency vs. Transmission Power with ¢ = 3.8 dB
MSC=QPSK 2/3 [Schoenen 14]



TABLEI
RADIO RESOURCE MANAGEMENT ALGORITHMS (LB & RRD)

Algorithm operatio characteristics
n state performance Complexity
CR—LB LB SSPE-O acceptable Low
1A -LBA LB ICI-O acceptable high
EE-LB LB ESM-O acceptable Low
pso RRD Load-O acceptable high
2
WFQ RRD ICI-O acceptable average

QA—EERS | RrD EE-O acceptable high

Energy Efficiency evolution

EE (khit/joule)

65 70 80
Bandwidth Usage Ratio (%)

60

50 75 95

Fig. 2. Energy Performance vs. Bandwidth Usage Ratio

Figs. (1) and (2) describe the evolution of SE and EE
respectively in function of energy and bandwidth. AS-LB
outperforms other algorithms (EE-LB and ICI-LB) because
when LB is engaged, it handles the required algorithm, which
offers the performances responding better to the experienced
state. The presented theory introduces also a second level of
optimization: RRD. When a spectral efficiency LB solver is
chosen, an energy efficiency RRD one is performed in such
that the terms in objective function in Eq. (13) are maximized.

V. CONCLUSION

In this paper, there was talk about the load balancing issue.
By realizing that the solver performances (EE and SE) vary
following the network conditions, it has been proposed
Algorithm Suitability as alternative solution. We have seen
through simulations that differing to one algorithm
implementation; the proposed scheme optimizes permanently
the system. Based on SDN theory, AS-LB makes the system
to be scalable and energy efficient which is actually an
important network performance metric indicator. In addition,
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the openness of SDN paradigm enables a rapid
implementation ofnew radio protocols when ongoing traffic
pattern requirements happen.
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Abstract — This paper deals with contention resolution using
signal tones for Wireless Sensor Networks (WSNs). We give an
overview of existing contention resolution mechanisms, and
describe briefly representative protocols by stating their essential
behavior and emphasizing their strengths and weaknesses.

Keywords — Wireless sensor networks, Energy efficiency,
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1. INTRODUCTION

A wireless sensor network (WSN) consists of a number of
autonomous sensor nodes, composed of sensors, a low-power
radio transceiver, small amount of memory and processing
capability as well as limited battery power supply [1]. The
primary objective in WSN design is maximizing
node/network lifetime, leaving the other performance metrics
as secondary objectives. Since the communication of sensor
nodes is more energy consuming than their computation, it is
a primary concern to minimize communication while
achieving the desired network operation.

MAC protocol defines how and when nodes may access the
shared medium in order to transmit their data and tries to
ensure that no collisions occur. The collisions can be resolved
in two ways: statically, by assigning each node exclusive time
slot and dynamically, by adding a contention period at the
beginning of each data transfer period. During the contention
period nodes contend for medium access by employing a
suitable contention resolution mechanism (CRM). Only the
node that wins the contention is allowed to transmit its
message, while others go back to sleep until the next active
period. There are two primarily sources of energy overhead
associated with contention-based MAC protocols: 1)
contention overhead, and 2) collision overhead. The
contention overhead is a consequence of additional energy
consumption during the contention period, which may involve
energy for transmitting control packets, as well as the energy
for carrier transmission and carrier sensing. The collision
overhead is a consequence of data packet collisions that are
not prevented by the CRM. In general, there is a trade-off: the
more energy spent on contention resolution, the less energy
will be lost due to collisions, and vice versa.

There are two main problems that lowers the networks
energy efficiency and throughput: hidden terminal problem
and exposed terminal problem. The hidden terminal problem
causes collisions and the exposed terminal problem lowers the
data throughput.

'Authors are with the Faculty of Electronic Engineering at
University of Nis, Aleksandra Medvedeva 14, 18000 Nis, Serbia, e-
mail: {milica.jovanovic, igor.stojanovic, sandra.djosic,
goran.lj. djordjevic}@elfak.ni.ac.rs
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CRM based on carrier sense multiple access (CSMA)
protocol is often chosen due to its simplicity, low contention
overhead and scalability [2]. With this scheme, sensor node
randomly selects the moment of time in which it will starts
with transmission, it senses the channel and withdraws if the
channel is busy; or transmits the carrier signal otherwise.
However, CSMA is susceptible to hidden- and exposed
terminal problems, which lowers its energy efficiency and
throughput. In order to combat the hidden terminal problem, a
mechanism known as RTS/CTS handshake is widely used in
wireless networks [3]. With RTS/CTS, signal tones are
replaced with RTS and CTS control packets. Although the use
of RTS/CTS mechanism avoids most of the data collisions, it
is particularly unsuitable for WSNs because of high overhead
due to control packets exchange [4]. Hence, the RTS/CTS is
out of scope of this paper.

A class of CRMs based on exchanging unmodulated or
modulated signals of short duration on the carrier frequency
(so called tones) between the nodes offers a promising
solution for collision-free communication with low contention
overhead [5]-[7]. All of them provides the collision-freedom
in a single-hop environment. In a multi-hop environment, the
hidden-terminal problem may occur. To overcome this
problem, several MAC protocols are proposed [8], [9].
Among others, a BCD-like contention resolution algorithm
with tone-based signaling is proposed, which provides
collision-free communication [10], [11].

In this paper, we give a survey of the tone-based CRM s for
WSN. Section II explains the hidden- and exposed terminal
problem end gives the overview of the existing tone-based
CRMs and emphasizes their distinct features related to WSNs.
Section III introduces TONE CRM, specifically developed for
WSNs, which successfully eliminates hidden and exposed
terminal problems.

I[I. CONTENTION RESOLUTION USING SIGNAL
TONES

The main requirements for the wireless networks are energy
efficiency and throughput, which are mainly affected by the
limited range of the radio transceiver. There are two problems
characteristic for wireless medium: hidden and exposed
terminal problem.

The hidden terminal problem occurs when two or more
nodes, not visible to each other (due to limited transmission
range, presence of obstacles, etc.) intend to send their
messages to the same receiver during a given active period.
The energy consumed during the transmission and reception
of collided data messages is wasted, and additional energy is
required for the retransmission, which lowers the energy
efficiency of the network.



The exposed terminal problem occurs when a node
withdraws due to the ongoing transmission from one of its
neighbors, although its transmission wouldn’t collide with the
ongoing. This causes unnecessary delay, thus lowering the
throughput of the network.

The signal tone is a radio signal of limited duration that
carries no information. It is used for binary indication of
transmitter’s state. There are several ways the MAC protocols
can use signal tone: in form of a busy tone, jamming signal
and binary-countdown (BCD) procedure.

A. Busy Tone

MAC protocols based on a busy tone uses two frequency
channels: data channel and control channel. The busy tone is
transmitted on the control channel by receiver, during the
reception of the data on the data channel. In this way, by
transmitting the busy tone node prevents its neighbors to
initiate new transmission which would cause -collisions.
Although the use of the busy tone efficiently eliminates
collisions, the increased energy consumption due to the long
tones and increased price and consumption of the radio
transceiver makes it unsuitable for use in WSNs. There are
several existing MAC protocols that use busy tone.

BTMA protocol is designed for single-hop networks with
central base station [5]. Base station transmits the busy tone in
case that the carrier is detected on the data channel. The
sensor node that has packet to transmit firstly senses the
control channel and transmits only if the busy tone is not
sensed, otherwise retreats for an arbitrary period of time.
Although it eliminates the hidden terminal problem in single-
hop networks, BTMA cannot deal with the hidden and
exposed terminal problem in multi-hop networks.

RI-BTMA also uses separate control channel [12]. Sensor
node that has packet to transmit firstly senses the control
channel. In case that the busy tone is not sensed, node
transmits the RTS packet containing the recipients address on
the data channel, and waits the recipient’s response in form of
a busy tone on the control channel. The recipient that detects
its address on the data channel transmits the busy tone until
the end of the data reception. In the absence of the busy tone,
the transmitter retreats for an arbitrary period of time. In this
manner the busy tone acts as the reservation ton and CTS
packet, in which way it deals with the hidden terminal
problem.

DBTMA protocol is a distributed solution intended for the
ad hoc networks [13]. This protocol uses two busy tones on
two separate channels: the receive busy tone, transmitted by
receiver during data reception, and the transmit busy tone,
transmitted by transmitter during transmission of the RTS
packet. The node that has message to send first senses both
control channels. In case that at least one channel is occupied,
it retreats and tries later; otherwise, it initializes the procedure
by sending the RTS packet on the data channel, together with
the transmit busy tone on the control channel. After that, the
transmitter stops sending the transmit busy tone and waits for
the receive busy tone. Potential receiver that senses the
transmit busy tone starts transmission of the receive tone, until
the period intended for reception of the whole data packet.
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The transmitter sends its data packet after it senses the receive
busy tone. In this manner DBTMA successfully eliminates
hidden and exposed terminal problem, with the cost of the
additional hardware and additional delay due to generation
and detection of the additional busy tone on the second
control channel.

B. Jamming Signal

The jamming signal is used by the nodes during contention
for the channel access [6]. All the nodes that have message to
send simultaneously start to transmit the jamming signal of a
different length. After that, they sense the channel. If the
medium is still occupied, the node lost contention and retreats.
In this manner, the node with the longest jamming signal is
the winner and starts with the data transmission.

Black-Burst protocol is designed for the single-hop
networks. It divides nodes in to two groups: nodes with the
high and with the low priority [6]. The jamming signal is used
by the nodes with the high priority: the node with message to
send senses the channel and, in case it’s free, begins to
transmit the jamming signal. Duration of the jamming signal
is set by each node individually and corresponds to its delay in
the network. After the transmission ends, the node samples
channel ad retreats in case it’s busy. In this case, the winner is
always the node with the longest jamming signal, i.e. the
highest delay. The nodes in the group with the low priority
uses regular CSMA/CA contention mechanism in case there
are no nodes with the high priority interested in transmission.

Priority MAC protocol within the ad-hoc networks
implements priorities similarly to the Black-Burst [7]. In the
network that offers K different classes of services, each class
is assigned different duration of the jamming signal,
proportional to its priority. This provides the node with the
highest priority to be the winner, since it has the longest
jamming signal.

C. The Binary-Countdown, BCD

BCD-based MAC protocols for wireless networks
implement arbitration concept from the CAN busses
(Controller Area Network). CAN bus for the wired networks
implements bit-dominant arbitration [14]. The node priority is
coded with the unique binary sequence. The CAN arbitration
concept provides the access to the medium to the node with
the highest (or the lowest) binary sequence. The arbitration
functions as follows: the percipient nodes sends
synchronously their binary sequences bit by bit in fixed time
moments. The logical one (or zero) is coded using dominant
signal and the logical zero (or one) using recessive signal. In
case there is at least one dominant signal transmitted, the
resulting signal on the communication line will be dominant.
The resulting signal is recessive only if all the transmitted
signals are recessive. The nodes that have sent the dominant
signal continues with the contention, all the others retreat.

In the wireless networks that implement BCD algorithm,
the CAN arbitration is implemented in the following manner:
the dominant bit is implemented as signal tone of certain
duration, and the recessive as the absence of the signal tone.



The nodes in wireless network usually cannot simultaneously
transmit and receive, so this way of coding allows the nodes
with the recessive signal to sample the channel, in order to
detect the dominant signal. The Fig. 1 shows an example of
the arbitration using BCD algorithm. There are three nodes
participating the arbitration, each with the different priority.
The binary zero is coded as dominant bit and the binary one as
recessive bit. The consequence of this type of coding is that
the higher priority is coded using lower binary number.
During the first two contention rounds, all three nodes
transmits the bit of the same priority (i.e. transmit the signal
tone in case of the binary zero, or samples the channel in case
of the binary one). So, during the first round, all the nodes
transmits, so no one hears signal tone, and during the second
all the nodes samples, but there’s no signal tone, so they do
not retreat. Then, during the third round the node no. 2 hears
the dominant bit and retreats, as well as the node no.l two
rounds later. The end of the arbitration reaches only note no.

3, and it is the winner.

Node no. 1
Prioritty: 01011111

Node no.2
Prioritty: 01100011

Node no.3
Prioritty: 01010111

Dominant bit

Recessive bit

bit
Arbitration beginﬁg

Arbitration end

Node no. 3 Hasn't hear
dominant bit until the end
Winner of the contention

Node no. 1 hears
dominantan bit;
Loses contention

Node no. 2 hears
dominantan bit;
Loses contention

Fig. 1. Example of the CAN arbitration

The BCD algorithm is used with the protocols CSMA/IC
[8] and WiDom [15]. Since these protocols can provide
deterministic arbitration only within single broadcast wireless
networks, they cannot be used for the multiple broadcast
domains, like multi-hop WSNs and 1-hop star networks, due
to the hidden terminal problem.

The further improvement of the CSMA/IC [5] suggests
introduction of the control channel and increasing of the
signal tone strength (or increasing of the receiver sensitivity),
in order to extend its scope to the 2-hop neighborhood.
However, this solution doesn’t deals with the hidden terminal
problem due to the physical obstacles, and increases the price
and consumption of the radio transceiver. The extension of the
WiDom for multiple broadcast domains suggests the two-
phase signaling [5]. During the first phase the dominant bit is
transmitted and during the second phase it is reemitted. Thou
this approach successfully deals with the hidden terminal
problem, it still suffers from the exposed terminal problem.

III. THE USE OF SIGNAL TONES IN WSN

The WSNs are specific kind of networks in terms that they
involve high number of sensor nodes organized in multi-hop
manner. Hence, each node competes with potentially high
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number of neighbors, and overhears a potentially high number
of other competitions. This means that the CRM for the WSN
must be very efficient in terms of dealing with hidden- and
exposed terminal problems. The commonly used CRM is
CSMA, due to its simplicity, but it is highly inefficient so the
new CRMs are proposed, such as TONE.

A. TONE

TONE is an energy-efficient intra-cluster tone-based CRM
for WSNs [11]. The cluster consists of a central node called
cluster head (CH) and arbitrary number of cluster members
(CMs). TONE provides collision-free data communication
between CMs and CH. TONE CRM can also be applied in
multi-hop WSNs with receiver-driven TDMA MAC protocol
[10]. At each time slot, multiple clusters are formed within the
network, with slot owners acting as CHs, and their immediate
neighbors acting as CMs. The 2-hop exclusive slot assignment
provides that the clusters are mutually isolated (Fig. 2), so
each cluster can apply intra-cluster CRM TONE at the
beginning of the slot, in order to select one CM for each CH.

- Contention groups _-

\
\ 7
/

~="""Transmitter groups

Fig. 2. Separated clusters in receiver-driven TDMA MAC based
WSN. Notice: nodes u and v are owners of the current time-slot

TONE intra-cluster CRM is based on an elimination
process that divides the initial group of CMs recursively in
two subgroups, AC (group of active contenders) and SC
(group of silent contenders), eliminates one subgroup and
continues the procedure until a subgroup is of size 1. There
are two main components of the TONE: the tone-based
signaling mechanism and the group splitting algorithm.

Tone based signaling mechanism is used for testing the
presence or absence of intended senders in AC group and
presenting this information to intended senders in SC group.
The contention period is divided in contention rounds (CR).
Each CR is divided into two phases (Fig. 3). During the first
phase, intended senders in AC group transmit their tones.
During the second phase, CH retransmits the tone. In this way,
CH is actively involved in the contention resolution process,
ensuring that each tone transmission reaches all CMs in the
cluster. Note that tones may collide with one another without
affecting their functionality, because what is important is the
presence of the tone.

Contention
Ttone Ttone perIOd
TXs | Tone Igl Tone Igl
A -
L
t
RX Igl Tone Igl Tone
>
k— CcRO — k— cRM-1 —f ¢

Fig. 3. Two-phase signaling in TONE



Two phase operation of tone-based signaling mechanism is
crucial for avoiding both hidden- and exposed terminals in
TONE. Hidden terminals are avoided because all the intended
senders are merged into single contention group by means of
CH node that acts as a tone repeater. Exposed terminals are
avoided since clusters are isolated, so there no simultaneously
active potential senders from different clusters.

The group splitting algorithm determinates how a group
of non-eliminated contenders is partitioned into AC and SC
group at the beginning of each CR. It is performed locally by
each non-eliminated intended sender, and it does not require
any communication among nodes.

TONE uses novel group-splitting mechanism, based on
BCD, which aim to minimize the size of the AC group at each
CR. By lowering the size of the AC group, TONE decreases
the number of tone transmissions, thereby improving the
energy efficiency.

If ¢ is the size of the current contention group and the r is
the number of the remained contention rounds, TONE
computes the size of the AC group as in Eq. (1):

1 if <2
c-2" else

Using the concept of contention interval, the proposed
group splitting mechanism does not need to explicitly
determine which nodes belong to which subgroup. Knowing
its own competition number, the boundary values of
contention interval, and the size of AC group, every
contending node can individually determine to which
subgroup it belongs.

By eliminating hidden- and exposed terminal problem,
TONE CRM improves energy efficiency and throughput,
while providing collision-free data communication in multi-
hop WSN.

(M

IV. CONCLUSION

In this paper we presented the overview of the contention
resolution mechanisms that use signal tones employed in
current MAC protocols for WSNs. The use of signal tones can
certainly simplify contention resolution and lower the energy
consumption. There are several efficient solutions that use
signal tones in centralized wireless networks. However, due to
hidden- end exposed terminal problems, generalization of
these schemes to multi-hop networks is not always possible,
or comes with the cost of increased protocol complexity. We
identified the TONE protocol as the most promising
contention resolution mechanism based on signal tones for the
use in multi-hop WSNs. When integrated in receiver-driven
TDMA MAC, the TONE provides collision-free data
communication. Design of an efficient signal tone-based
contention resolution mechanism for other categories of MAC
protocols (e.g. MAC with common active period) is still an
open problem, since so far there are no defined
communication standards for WSNs based on signal tones.
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Closed-form Design of New Class of
Selective CIC FIR Filter Functions

Biljana P. StoS$i¢, Vlastimir D. Pavlovi¢

Abstract — This paper deals with design of new CIC
(Cascaded-Integrator-Comb) FIR (finite impulse response) filter
functions. Closed-form expressions of new class of selective CIC
filter functions by introducing spreading of the delays in the CIC
filter comb stages are firstly presented here. Then, the authors
are focused on the analysis of the proposed CIC filters in
comparison with existing classical CIC structures and some
recent results reported in the literature. The novel cascaded-
filter architecture has valuable benefits: higher insertion loss in
stopband, smaller impulse response coefficient values, and better
characteristic in passband region compared with classical CIC
filters.

Keywords — Digital filters, CIC FIR filters, Multiplierless
design, Linear phase, Selective filters, Compensator filter.

[. INTRODUCTION

CIC (Cascaded-Integrator-Comb) FIR (finite impulse
response) filters introduced by Eugene B. Hogenauer [1],
more than three decades ago, are becoming increasingly
popular due to their compact integration with modern
communication systems, their multiplier free design, etc.
Various improvements of classical CIC filters have been
reported in the last decade [2]-[10]. However, further
improvement is still an issue, e.g. design of new CIC FIR
filter functions, improvement of large passband droop which
is undesirable in many applications because the original signal
can be destroyed, increasing of attenuation in the stopband
region, etc.

A CIC filter is cascade connection of simple integrator and
comb filter stages. Design of a novel class of selective CIC
filter functions based on the classical CIC filters, by spreading
the delays in the CIC filter comb stages, is recently shown in
the literature [6]-[10]. In [6], and [8]-[10], novel CIC filter
functions in the explicit compact form, as well as their
frequency responses and performance improvements over the
classical CIC filters, are presented. The novel designed class
gives higher insertion losses in the stopband region, and
higher selectivity. The paper [8] provides graphs which can be
used to design a novel class of selective CIC filters given
specification which is suggested in [6]. They are very useful
for the designers who will be able to do selection of the design
parameters of the novel filter functions that they need for the
particular design task.

In this paper, the new modified CIC FIR filter functions
which preserve the CIC filter simplicity avoiding the
multipliers are designed. The novel filter functions are given

Biljana P. Sto$i¢ and Vlastimir D. Pavlovi¢ are with the
University of Ni§, Faculty of Electronic Engineering, Aleksandra
Medvedeva 14, 18000 Nis, Serbia, E-mail:
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in recursive and non-recursive forms. The performance
analysis in more detail through a few examples is done. It
starts by a detailed analysis of frequency response
characteristics. A comparative study of the performances is
made with that of well-known classical CIC filters in
graphical and tabular forms, as well as with some recent
improvements of classical CIC filters given recently in the
litearture [6]-[10]. Comparisons are for the same level of
constant group delay. Also, some parameters of the novel
class CIC filter functions (i.e. passband cut-off frequency and
minimum attenuation in stopband) and their dependence on
free parameters are given. The results illustrate the superiority
of the suggested novel CIC filter functions and show that they
can be a good alternative instead of classical CIC filters.

II. CrassicAL CIC FILTER FUNCTIONS

The z-domain expression for the classical CIC FIR filter
function with normalized amplitude response characteristic is
H(N,K,2)=(H(N,2))", M

-z
H(N,z)z;1 — ZZ ",
N-(1-z7) N5
where N is the decimation factor, and K is the number of
CIC sections [1].

The frequency response of CIC FIR filter function presented

in exponential form is
sin (No/2) "
N -sin(w/2)

The magnitude response characteristic is defined as the
magnitude of the complex filter frequency response given in
(3). The phase response characteristic of the proposed new
modified CIC FIR filter functions is defined as the phase
angle of the complex filter frequency response given in (3),
and has the form
o(N,K,0)=—(N-1)-K-0/2+2-v-n,v=0,12,.. “)

A filter has a linear phase and therefore a constant group
delay defined as
T(N,K,0)=—do(N,K,0)/do=(N-1)-K/2.

2

H(N,K,z—e""”)—e_'/K(N_l)“’/z-( (3)

(&)

III. DESIGN FORMS OF NOVEL CLASS OF CIC FIR
FILTER FUNCTIONS

A. Non-Recursive and Recursive Forms of Novel Filter Class

The novel filter class is designed as cascade of four non-
identical CIC FIR filter sections H(N-2,z), H(N-1,z),

H(N+1,z) and H(N +2,z) which are repeated L times.

A recursive form of a novel class of CIC FIR filter functions
is given as



1-z7- V2 1-z~ WD

(N=2)-(1-z) (V-D)-(1-z 7
L

.[(N+l)~(1—zl) ' (N+2)-(1—zl)]
and K =4L. (6)
The proposed filter function has normalized amplitude
response characteristics.

The filter function of a designed novel class of CIC FIR
filter functions can be written in non-recursive form as

L
H(N,K,L,z):{ J )
1— Z—(N+1) 1— Z—(N+2)

H(N,K,L,z)=HlNz_sz_rj-[ljvz_zz_r]«[ ! iz"] i

N-24& N-14 N+1&

H 1 Ifz’] ' _ 1 .(Nii.Kh(N Pz 7
N+2 & Hy(N,K,L) “ ’

where Hy(N,K,L) is the normalized constant for the unit
magnitude response at f =0, where parameter K =4L , and

h(N,r) represent the coefficients of the impulse response.

B. Impulse Response Coefficients

Vector h is the vector of impulse response coefficients,
defined as
h(N,K,L) = {h(N0), A(N,D),...h(N,M 1), (N, M)} (8)
where total number of elements is M =(N—1)-K +1. The
coefficients satisfy the following symmetry condition,
h(N,r)=h(N,M —r). The impulse response coefficients of
the classical CIC filters can be also found in [5].

The non-recursive implementation of classical CIC filter
functions, H(N, K, z), obtained for odd value of free integer
parameter N =7 and K =4, is observed here in the form of
Eq. (7). The normalized constant is 2401. The vector of the
impulse response coefficient is
1,4,10,20,35,56,84,116,149,180, 206,
224,231,224,206,180,149,116, 84, 56,
35,20,10,4,1
The non-recursive forms of novel class of CIC filter functions,
H(N,K,L,z), obtained for even value of integer parameter
N =7 and K =4 (obtained for L=1), satisfied Eq. (7). The
constant is Hqy(7,4,1)=2160. The vector h of impulse
response coefficients is

1,4,10,20,35,55,79,106,134,160,181,195,200,
h(7,4,1) = (10)
195,181,160,134,106,79,55,35,20,10,4,1

Notice that the proposed linear phase FIR filter functions in
non-recursive form have shown obvious symmetry of
coefficients. The normalized constants for proposed filter
class are smaller than those of classical CIC FIR filters. Also,

impulse response coefficients of proposed filter class have
smaller values in comparison to those of classical CIC filters.

heie (7.4) = )

C. Frequency Responses

Frequency response of designed FIR filter functions is easily
obtained by evaluating the filter function in the z -plane at the

)
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sample points defined by setting z = e/, where ®=27- / is

angular frequency in radians per second. Using Euler’s
identity, frequency response characteristic can be written in
exponential form as

]L

sin(N-Dw/2) sin(N+Dw/2) sin((N+2)w/2) 5
'((N—l)-sin(m/z) (N+1)-sin(w/2) (N+2)~sin(c0/2)]

and K =4L . (11)
The magnitude response characteristic of the proposed filter

functions, ‘H (N,K,L,ej‘”) , is defined as the magnitude of

sin((N -2)w/2)
(N-2)-sin(w/2)

H(N,K,Lz=e/®)=¢ /RN D2 [

the complex filter frequency response H(N,K,L,z=¢e’®).
The linear phase response characteristic of the proposed
novel class of the modified CIC FIR filter functions is
o(N,K,L,o)=—(N-1)-K-®/2+2-v-w, v=0,1,2,..., and
K=4L. (12)
A novel class of the modified CIC FIR filter functions has a
the constant group delay response characteristic expressed as
T(N,K,L,w)= (N-1)-K/2 and K =4L. (13)

D. Zero-Plots for Filter Functions

The locations of zeros in z-plane along with their
multiplicities for the classical CIC and the proposed class of
CIC filter functions are shown in Fig. 1. They are shown for
caseof N=8,and L=2.
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(a) Classical CIC filter (b) Novel filter class, L =2
Fig. 1. Locations and multiplicities of filter function zeros in
z -plane for N=8, and K =8 cascades

Note that the comb stages of the classical CIC filters
produce N zeros, equally spaced around the unit-circle, and
the integrator stages produce single poles canceling the zeros
at z=1. Finally, the classical CIC filter function has N —1

different zeros being a N " oot of unity and located at

— e/-2n-r/N ,

z, r=12,.., N—1. The total number of zeros is

(N-1)-K. Note that the classical CIC filters have all
multiple zeros with maximum multiplicity equal to the
number of cascades K , which is not the case in the proposed
solutions. The zeros of the proposed filter class are more

evenly distributed with their multiplicities therefore reduced
as can be seen in Fig. 1b.

E. Selection of the Design Parameters

The choice of free integer parameters N and L is done in
the same way as for CIC filters, there are the same restrictions



on the group delay response. The parameter K can take
different integer values, K =4L .

The attenuation in the stopband region is closely related to
the parameter L. By increasing L for the constant value of
N , the higher stopband attenuation is achieved.

The constant group delay t is equal for the classical CIC
filters (Eq. (1)) and the novel modified CIC filter functions
(Eq. (6)). The constant group delays for different values of
parameters N, L and K =4L are given in Table I.

TABLE I
GROUP DELAY 1 FOR N € {5,6,..,11}, L€ {1,2,3} AND K =4L

N 5 6 7 8 9 10 11 12

8 10 12 14 16 18 20 22

16 20 24 28 32 36 40 44

a
=
=~~~
]
W N | =

24 30 36 42 48 54 60 66

IV. DESIGN EXAMPLE AND COMPARISONS OF
NOVEL CIC FIR FILTER FUNCTIONS

In order to validate theoretical design, a test example is
designed for different filter parameters.

A. Frequency Responses of new CIC Filter Functions
Compared with Classical CIC Filters

Like classical CIC filters, new designed CIC FIR filter
functions have significant passband droop, which is usually
intolerable in many cases, what can be seen in Fig. 2. Hence,
it is of great interest to get a flat passband in some way, i.e. by
connecting an additional filter (so-called CIC compensator) in
cascade with the CIC decimator.

Passband droop compensation is done by use of a
multiplerless FIR filter with one free parameter b presented
in [3, 4]

G(zN)zB-[1+A-z*N+z*2N}, (14)
where B =-2"0*2

at the digital frequency zero, and A:—[2b+2+2] The

is a scaling factor ensuring unitary gain

compensator is connected in the cascade with the suggested
filter functions.

TABLE II
CUT-OFF FREQUENCIES IN PASSBAND AND STOPBAND, CONSTANT GROUP
DELAY AND STOPBAND ATTENUATION OF CLASSICAL CIC FILTER FOR
Ke{48} AND N=8

K Sep Omax [dB] Jes O i [dB]
0.00881 0.28 0.1008 51.1894
8 0.00623 0.28 0.1008 102.3788

In order to illustrate clearly the achieved improvements of
the new class, the normalized magnitude response
characteristics in dB of the new class and classical CIC filters
are summarized in Fig. 2. It can be concluded that achieved
passband droop compensation is similar for both values of
parameter Le {1, 2}.
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TABLE 111
CUT-OFF FREQUENCIES IN PASSBAND AND STOPBAND, CONSTANT GROUP
DELAY AND STOPBAND ATTENUATION OF PROPOSED CLASS OF CIC

FILTERFOR K €{4,8}, Le{l, 2}, N=8 AND Oyysx(fyp)=0.28dB

Filter type L K fcp Jes Omin [dB]
no added droop- 1 4 | 0.00864 | 0.09716 60.8814
compensation filter 2 8 0.00611 | 0.09717 121.7628
added droop- 1 4 | 0.01505 | 0.09753 60.8812
compensation filter with
h=1 2 8 | 0.00763 | 0.09717 121.7626

1o — — L — —
|

160 — — L — —
|

o — — L ——

Attenaution [dB]

0o — — L — —
|
so- — — L — o
|
60 — — L —
kes! ! [= = New CIC fiter functions L=1
sl - — L New CIC filter f =1 with included droop-compensation filter

2

L=2 with included droop-compensation filter

0 0.05 0.1 0.15 0.2 025 03 0.35 0.4 0.45 05
Frequency, /

(a) Whole frequency range

5 — -

— — New CIC filter functions L=1

45 New CIC filter ions L=1 with included droop-compensation filter
— Classical CIC filters K=4

— — NewCIC filter s L=2

New CIC filter

s L=2 with included droop-compensation filter

— Classical CIC filters K=8

Frequency, f

(b) Passband detail
Fig. 2. Magnitude response characteristics in dB of proposed class of
CIC FIR filter functions and those functions with included droop-
compensation filter for N =8, different values of parameter L =1
and L=2,and b=1

In Tables II and III, parameter values of both the classical
CIC filter function H(N, K, z), given in Eq. (1), and the novel
CIC filter functions H(N,K,L,z), given in Eq. (6), are
presented respectively. They are obtained for chosen
parameter values N =8 and K e{4,8} obtained for

Le { 1, 2} . The given parameters are: passband and stopband

cut-off frequencies, f,, and f , maximum attenuation in the

[dB] in the
stopband region, o, [dB]. The filter functions are designed

for the same number of cascaded sections with the difference
that the CIC filters have an identical section in all cascades,
and the designed novel class has a cascade-connected
different CIC filter sections. Also, they have the same level of
constant group delay, as well as number of delay elements,
but the novel designed filter functions give higher insertion
losses in stopband, as well as it has higher selectivity.

passband, o and miminum attenuation

max



Achieved improvement of the stopband attenuation is about
18.93%. Note that the normalized stopband cut-off
frequencies for novel filter functions, given in Table III, are
practically identical for different values of integer parameter
L, but minimum attenuation in the stopband region increase
rapidly by increasing its value.

In order to demonstrate the performances of the proposed
filter class in the stopband, achieved improvement of the
minimum attenuation over classical CIC filters is summarized
in Fig. 3.

—e— New L=1, K=4
--0--Classical K=4
—v— New L=2, K=8
--v-- Classical K=8

[dB]

‘min
@
a

1

o .

Fig. 3. Attenuation in the stopband of the proposed novel class over
classical CIC filters versus parameter N

B. Frequency Responses of new CIC Filters Compared with
Improvements Given in the Recent Literature

The idea of modified CIC filters is not new, it is proposed
by the authors in [6], [8]-[10]. Because of that, these four
papers will be considered for comparison. The CIC FIR filter
functions which closed-form design equations are presented in
these papers are designed to compare feature of each of those
classes with the new class of CIC FIR filter functions
presented in this paper. Each class is designed for specified
group delay 1=36s. The normalized magnitude response

characteristics of these filters are compared in Fig. 4. The new
filter classes have droop-compensation filter given in Eq. (14)
included during design.

Comparison of new filter functions with functions given
in [6], [9], [10], [8] and clasical CIC filters is summarized in
Figs. 5-7, respectively. The new class shows higher
selectivity. From the passband detail given in Fig. 4, one can
observe that passband characteristic of the new filter class is
better than those ones of classical CIC filters and filters given
in [8]-[10] over a wider frequency range. The passband
characteristics given here and in [6] are very similar in general
and better than that one of classical CIC filters over a wider
frequency range.

Comparison of new filter functions with functions given
in [3] and classical CIC filters is pictured in Fig. 8. Technique
proposed in [3] includes passband droop compensator and
stopband improvement filters. From the passband detail given
in Fig. 4, one can observe that passband characteristic of the
new filter class is better than those ones of classical CIC
filters and filter given in [3] over a wider frequency range.
The new class shows higher selectivity in the transition area.
The proposed filter class has bigger attenuation in the
stopband area without added additional filter for
improvements versus solution given in [3] where stopband
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improvement filter is included.
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Fig. 4. Comparison of normalized magnitude response characteristics
in dB - passband detail (red lines - novel class of CIC filters with
droop-compensation filter for N=10, K=8, L=2, M =10, b=0;
dotted black lines - method proposed in [3] for M =9, K=9, b=0,

Ny =4, N, =5; solid green lines - filters from [6] with passband

1
0 0001 0002  0.003

droop compensator for N=10, L=1, K =8; solid blue lines - filters
from [9] with compensator for N=9, L=1, K =9 dashed blue
lines - filters from [10] with compensator for N=4, L =3, K=24;
dashed gray lines - filters from [8] with compensator for N =9,
L=1, K=9)

T T T T
| | | |
B i e e
| | | |
L e e e
| | | | /
W — - - -t - -t - -
| | |

i et i fi

E ‘ ‘ /

S0 — — b ——+ -+ — A4 - — - —
£ | | /
Zer——b——+——+—

Filter functions AEU [6]
New CIC filter functions

| | | | |27 Classical CIC filiers
T ey
Fig. 5. Comparison of normalized magnitude response characteristics
in dB (dashed black lines - classical CIC filter for K=9, N=9;
solid red lines - novel class of CIC FIR filter functions with droop-
compensation filter for N=10, K=8, L=2, M =10, b=0; solid
green line - filter functions given in [6] with passband droop
compensator for N=10, L=1, K =8
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Fig. 6. Comparison of normalized magnitude response characteristics
in dB (dashed black lines - classical CIC filter for K=9, N=9;
solid red lines - novel class of CIC filters with droop-compensation
filter for N=10, K=8, L=2, M =10, b=0; dotted magenta line -
filter functions given in [9] with passband droop compensator for
N=9, L=1, K=9; dotted blue line - filter functions given in [10]
with included passband droop compensator for N=4, L =3,
K=24
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Fig. 7. Comparison of normalized magnitude response characteristics
in dB (dashed black lines - classical CIC filter for K=9, N=9;
solid red lines - novel class of CIC FIR filter functions with droop-
compensation filter for N =10, K=8, L=2, M =10, b=0; solid
yellow line - filter functions from [8] with passband droop
compensator for N=9, L=1, K=9)
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Fig. 8. Comparison of normalized magnitude response characteristics
in dB (dashed black lines - classical CIC filter for K=9, N=9;
solid red lines - novel class of CIC FIR filter functions with droop-
compensation filter for N=10, K=8, L=2, M =10, b=0; dotted
black lines - method proposed in [3] for M =9, K=9, b=0,
Ny=4, Ny=5)

V. CONCLUSION REMARKS

This paper deals with the design of a novel class of linear
phase multiplierless finite duration impulse response (FIR)
filter functions using several cascaded non-identical CIC FIR
sections. The properties of this designed filter class are
demonstrated by including several examples and some
comparisons.

The filter functions are compared here for the equal group
delays. The simultaneous improvements in the passband and
stopband of filter functions are achieved. The novel filter class
has greatly reduced passband droop by the compensator from
[3] that is connected in the cascade with the suggested filter
functions. Also, it gives higher insertion losses in stopband, as
well as it has higher selectivity. From the simulation results, it
was observed that the suggested novel modified CIC filter
functions seem as an alternative functions for communication
system applications.

In this paper, the implementation aspects have not been
considered as the paper is devoted to new classes of modified
CIC FIR filter functions and a study of their properties. But,
in the literature, the CIC filters are used in a wide array of
applications: in modern communication systems, such as
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software defined radio [11], in sigma-delta analog-to-digital
converters [12]-[15], etc.
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Wideband Speech Signal Coding with
the Implementation of Modified BTC Algorithm
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Abstract — This paper presents a modified Block Truncation
Coding (BTC) algorithm and its application in wideband speech
signal coding. Since the original BTC algorithm is designed for
application in black and white image coding, it is modified to a
great extent, while preserving the basic principles. The modified
algorithm exploits the common characteristics of the speech
signal and images, while the dominant modifications are
implemented in the area of signal quantization. The algorithm is
applied to real input speech signals and the results are very
impressive, indicating a wide applicability of our proposal.

Keywords — Adaptive coding, Algorithm, BTC, Speech signal
coding, Quantization.

[. INTRODUCTION

Speech signal is one of the most important signals in nature,
which digital form we meet every day. From the time of just
using landline telephones, we came to an area where voice can
easily be transmitted through the internet, almost
instantaneously, while having a great variety of methods to do
s0. As modern telecommunication networks deal with a great
amount of data daily, it is highly important that they use
optimal amount of storage space and transmission bandwidth.
This makes signal compression highly important in every
telecommunications system which handles speech signals [1],
[2]. Properly compressed speech signals need to comply with
certain quality standards, while demand an optimal storage
space. Quality is determined by the compression algorithm
applied and the chosen bit rate [1], [2]. Efficient usage of
available bit rate is crucial for obtaining high quality output
signal, which can be easier to store and send through
communication system. This gives a great importance to the
research in the field of signal compression, as technologies
constantly evolve and new challenges are faced.

Due to the great number of researches on this topic, there
are a lot of speech signal coding algorithms in the literature.
As multimedia data transmission plays important part in
modern signal processing, we can find some similar coding
techniques applied in audio and video signal coding. This has
inspired the authors to consider implementing image coding
algorithm in speech signal coding. The application of an
image coding algorithm in speech signal coding represents a
novelty and by applying certain modifications to the original
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Block Truncation Coding (BTC) algorithm [3], we obtain a
novel speech signal coding algorithm. The original BTC
algorithm is based on the input signal decomposition into non-
overlapping blocks of input signal samples (frames) [3].
Along with the input signal samples, the algorithm uses the
mean value and standard deviation, as statistical parameters of
the input signal frame in the coding process. As these
parameters are also required for decoding, they also need to be
transmitted through the channel. In this case, mean value and
standard deviation are representing the side information,
which provides higher quality of the output signal, but also
increase the bit rate. Since the side information is added per
frame, the amount of side information depends on the frame
size. The basic BTC algorithm implements uniform
quantization, while in this paper we choose more robust
quantizers, suitable for wideband speech signal coding.

It has been shown in [4] that the BTC algorithm can be
successfully applied in narrowband speech signal coding.
Also, the similar approach has been utilized in [5], where the
modified BTC algorithm has been applied in audio signal
coding. Unlike in [4] and [5], in this paper we introduce the
usage of sub-frames for higher adaptation of the algorithm to
the statistics of the wideband speech signal. In addition, we
implement changes in the quantization process, which we
describe in Section 2. The modified algorithm is applied in
coding of wideband speech signal, with sampling frequency of
16 KHz. The rest of the paper is organized as follows. Section
2 describes the modified BTC algorithm design. The
performance analysis of the algorithm is presented in Section
3, while Section 4 is dedicated to conclusions.

II. MODIFIED BTC ALGORITHM

As mentioned, the original BTC algorithm is developed for
black and white image compression [3]. It is based on
decomposing the input signal into frames, which are
processed individually. For each frame, the mean value and
standard deviation are calculated and used in the quantization
process. This gives us three variables in total, the input signal
samples, and the two aforementioned statistical parameters
which describe the frame. The basic BTC algorithm
implements three uniform quantizers, with the total bit rate of
2 bits per sample [3]. This is possible due to the algorithm
design and the fact that black and white image pixel value is
defined in the interval from 0 to 255. As wideband speech
signal sample amplitude can have unpredictable value, we
implement more robust quantization methods, while applying
higher bit rates. Additionally, we narrow the range of the
input signal samples, by subtracting the mean value of the
subframe from each subframe sample. In such a way,
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Fig. 1. Modified BTC algorithm: encoder (above) and decoder (bellow)

difference signal frame is formed, which is more suitable for
coding, due to its lower amplitude dynamics. In difference to
the original algorithm, in the modified BTC algorithm, each
input signal frame is divided into subframes.

Unlike with the original BTC algorithm [3], we design
three different quantizers to be applied to different variables
of the input signal. Fig. 1 presents the block diagram of our
modified BTC algorithm, where quantizers are denoted by
Encoder 1-3 and Decoder 1-3. Difference signal defined by
the frame length of M, samples for L number of subframes,
each containing M, samples is calculated as:

dYV) =) 30 =12, M, =12,.,L,

i m (1)
where x;” denotes the ith input signal sample, of the jth
subframe, while V) is the quantized mean value of the jth

subframe. Mean value is calculated for each subframe and it is
quantized by applying the quasilogarithmic x law quantizer
[6], denoted by Encoder 1 and Decoder 1. The thus defined
difference signal frame is brought to the input of Encoder 3,
along with the standard deviation of the frame. Standard
deviation is calculated for each frame and it is quantized with
the application of the log-uniform quantizer [7] denoted by
Encoder 2 and Decoder 2. Standard deviation of the frame is
used in adaptive quantization of the subframes that the frame
consists of, which outputs adaptive difference signal subframe

denoted as 4/ U The outputs of the three defined encoders

denoted by /, J and K are sent through the channel as binary
information. The received information needs to be
reconstructed into usable form, which represents the original
input signal. Decoded output signal sample is obtained by
adding the quantized mean value of the subframe to the
adaptive difference signal subframe samples:
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y) = 30) G)

O pd Y i=12,,M L j =12, L. (2)
This procedure is performed for all subframes of the input
signal, which gives us the reconstructed signal. As we have
the original input signal and its reconstructed form, we can
inspect the objective quality of the output signal. For this
purpose, we use a well-known measure, named signal to
quantization noise ratio (SQNR) [1], [2], [8], [9]. SQONR is
calculated for a certain bit rate used. As our algorithm
implements frames and subframes, the total bit rate is
influenced by the frame and subframe size and the bit rate
used in individual quantizers. Accordingly, the total bit rate
used in the modified BTC algorithm is defined by:

I )

R=r,+—+—"—,
sf M s
where r; denote the bit rate used for quantization of the
difference signal frame, r; and r, represent the bit rates used
for quantizing the mean value and standard deviation,
respectively, while M, and M, denote the number of samples
which subframes and frames contain, respectively.

Along with the changes in the algorithm design, our
algorithm implements significant modifications in the
quantization process. Quantization is a significant step in
obtaining a digital representation of the signal, and it has high
impact on the output signal quality. Quantizer can be defined
as a series of encoder and decoder [9]. It performs mapping of
the unknown input signal amplitudes, into the group of
allowed signal amplitudes. For defining a quantizer one need
to determine the support region of the quantizer, which is
defined by the minimum and maximum support region
thresholds as [Xmin, Xmax]- Depending on the quantizer type

3



and implemented bit rate, the decision thresholds which divide
the support region are chosen. Based on which decision
threshold is defined, the input speech signal sample is mapped
to the corresponding representative. In the quantization design
process, speech signal can be successfully modelled with a
memoryless Laplacian source, with the mean value equal to
zero, as it is assumed in this paper. Laplacian source of
variance ¢° and mean value equal to zero is defined by [1],

(21, [9]:

1 x\/i

p(x)= exp —| | : )
V207 o

As above mentioned, the modified BTC algorithm

implements three different quantizers, where each of them is
dedicated to a certain input signal parameter. The input signal
is divided into frames, while each frame is divided into
subframes. Mean value is calculated for each subframe, while
the standard deviation is calculated just for the main frames.
As standard deviation does not change as fast as the mean
value, we can use the standard deviation of the main frame to
perform the adaptive quantization of the subframe and reduce
the bit rate.

Mean value of the subframe is quantized with the
application of quasilogarithmic quantizer, that is the
logarithmic quantizer defined with the x4 compression law.
This quantizer performs signal compression by applying a
compressor function defined by [6], [9]:

()=

xmax

In(1+ z)

where u represents the compression factor. We implemented a
compression factor equal to 255, to ensure robustness in wider
area of possible subframe mean values. The bit rate used for
mean value of the subframe amounts to 5, so that the side
information added for the mean amounts to 5 bits per
subframe. The designed quantizer implements optimal support
limit, determined for the quasilogarithmic quantizer with 32
quantization levels designed for the Laplacian source of unit
variance.

Unlike the mean value, the standard deviation is calculated
just for main frames as it assumed that it will properly
correspond to each subframe in the main frame. Standard
deviation of the input signal frame is quantized with the
application of the log-uniform quantizer, constructed for N,
quantization levels and for the support region [20 log oin,
20 log omax] [7]:

ln[l+ u x|x| Jsgn(X), < Xps (5

m
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where k=1,..., N, while a single quant width is defined by:
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o-min
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g
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For quantizing standard deviation of the frame, we have
designed a log-uniform quantizer with 16 representational
levels, which use 4 bits per input signal frame. The support
region of this quantizer is given by the range of [-20dB,
20dB].

The third variable in the designed algorithm is difference
signal frame, which carries the most important information
about the input signal. Difference signal is quantized by
applying forward adaptive quasilogarithmic quantizer,
designed for smaller value of compression factor. We chose
compression factor equal to 80, as we are aware of the fact
that a smaller value is a proper choice for adaptive
quantization. Quantization is performed in two phases. Firstly,
we obtain the fixed represents of the difference signal frame,
by applying compression function defined by Eq. (5). Fixed
represents are multiplied by the quantized value of standard
deviation, which gives us adaptive represents of the difference
signal frame.

I1I. EXPERIMENTAL RESULTS AND ANALYSES

This section describes the implementation of the designed
algorithm in real wideband speech signal coding and its
objective  performance evaluation. =~ When  applying
quantization, we introduce an irreversible error for each input
signal sample. These errors can be summed up into a mean
squared error, which form a measure called signal distortion.
In the case of using real input signal defined by:

13 2
ngg(xn -¥,) ®)
where x, and y, represent the original and quantized input
signal samples, respectively, while S represents the total
number of the input signal samples. Signal distortion

determines the objective quality measure used in this paper,
named SQNR, defined by [9]:

2

SQNR[dB] = 101og1{%J . )

Input signals used in the experiments are male and female
speech signals, sampled at 16 KHz. Table I presents the
experimental results of implementing the modified BTC
algorithm to a male speech signal, sampled at 16 KHz. Frame
size is equal to 320 samples, while subframe size varies in the
range from 5 to 320 samples. As we buffer 320 samples, of
the input speech signal sampled at 16 kHz, this introduce
delay of 0.02 seconds into the speech signal transmission
process. In the case when frame and subframe have the same
size, we practically do not implement subframe in the
algorithm. This special case is presented to show the benefits
of including subframes. Additionally, we compare the results
with Pulse Code Modulation (PCM) [6], a widely
implemented coding standard, typically used for comparison.
In this case, PCM is designed for a fixed bit rate, equal to 7
bits per sample, as it does not implement frames and
subframes, so we do not introduce the side information.



By observing Table I, one can notice that the modified BTC
algorithm provides gain in SQNR for all observed parameters,
when compared to PCM. In the case when the subframes are
not implemented, this gain amounts to around 4.5 dB. To
analyze the influence of subframes, we can observe the case
when subframe size is equal to 10 samples. In this case bit rate
is increased for 0.5 bits per sample. As it is known that one
additional bit increases the SQNR for approximately 6 dB [9],
increase of 0.5 bits per sample, should increase the SQNR for
around 3 dB. By comparing the values from the Table I, we
see that the SQNR of the modified BTC algorithm is
increased for around 4.4 dB. This means that we obtain the
gain in SQNR of around 1.4 dB, just by implementing
subframes into the algorithm. By applying the same logic to
the PCM, and estimating its SQNR for 7.51 bits per sample,
we can conclude that the modified BTC algorithm provides
gain in SQNR of around 5.9 dB, for the case of subframe size
is equal to 10 samples: 37.05dB - (28.13 dB+3 dB).

TABLEI
SQNR OBTAINED FOR MALE SPEECH SIGNAL

Frame | Subframe | Bit rate SQNRgrc | SONRpem
size size [dB] [dB]

320 5 8.0125 39.7409 28.13
320 10 7.5125 37.0506 28.13

320 20 7.2625 34.5204 28.13

320 40 7.1375 33.2855 28.13
320 320 7.0281 32.666 28.13

TABLE II
SQNR OBTAINED FOR FEMALE SPEECH SIGNAL

Frame | Subframe | Bit rate SQNRgrc | SQNRpeum
size size [dB] [dB]

320 5 8.0125 41.2025 29.60

320 10 7.5125 38.2895 29.60

320 20 7.2625 35.4304 29.60

320 40 7.1375 33.8531 29.60

320 320 7.0281 33.2202 29.60

Table II presents the performance of the modified BTC
algorithm and PCM, when both are applied to female speech
signal, sampled at 16 KHz. By applying the same principles as
for Table I, the modified BTC algorithm without
implementing the subframes provides gain in SQNR of
around 3.6 dB, compared to PCM. When we implement
subframes, consisting of 10 input signal samples, the practical
gain in SQNR amounts to around 5.7 dB, compared to the
PCM, for the same bit rate equal to 7.51 bits per sample.
Again, to analyze the influence of the subframes, we compare
the performance of the modified BTC algorithm, when we do
not implement subframes, to the case when subframe consists
of 10 input signal samples. By comparing the results of the
modified BTC algorithm with and without implementing
subframes, we conclude that when applied to the female
speech signal, implementation of subframes provides gain in
SQNR equal to 2 dB.
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IV. CONCLUSION

In this paper, we have presented the modified BTC
algorithm and its application in wideband speech signal
coding. The basic principles of the original black and white
image coding algorithm has been preserved, while the main
modifications have been performed in the quantization
process. Additionally, we have introduced the implementation
of subframes, which, as shown, improve objective output
signal quality, while do not significantly increase the
complexity of the algorithm. By applying the algorithm in real
wideband speech signal coding, we have shown that the
modified BTC algorithm provides gain in SQNR ranging from
3.6 up to 5.9 dB, when compared to PCM. Furthermore, by
introducing the subframes, the gain in SQNR increase in the
range from 1.4 to 2 dB, while complexity of the algorithm
does not significantly increase. By observing the numerical
results, we can conclude that the proposed modified BTC
algorithm can be successfully applied in wideband speech
signal coding. The proposed algorithm wuse simple
quantization techniques, while providing high quality output
speech signal. This leaves a great space for possible
improvements, which are left to the future research.
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Abstract — In this paper is presented a general approach for
the medical condition assessment of patients with disabilities. It
is based on daily activity analysis using common accelerometer
sensors carried by the monitored person while at home without
medical personnel present. Six types of activities are being
investigated using the k-NN classifier after initial pre-processing
of the raw input data followed by additional reduction in
dimension and thus recognition time. Promising results are
obtained which could bring useful statistics for the progress of
the medical state of the observed individual over prolonged time.

Keywords — Human activity recognition, Accelerometer, k-NN,
patient, Motor disabilities.

1. INTRODUCTION

Human activity recognition based on data obtained by
wearable sensors has been investigated for numerous years
now [1]. It has various applications such as monitoring the
performance of sportsman, medical observation of patients
during active treatment and rehabilitation mainly during the
presence of medical personnel, warfare activities evaluation
and analysis and many others. In the recent years the use of
low-cost sensors, primarily accelerometers embedded in
smartphones, become popular for general use among wider
groups of users [2]. With the increase of the amount of
individuals suffering from different disabilities who don’t
need permanent support by nursing staff it becomes a need to
have distant monitoring of their daily activity
accomplishments. Thus, it is possible to evaluate the evolution
of their condition for prolonged time and possibly take proper
measures in the future for enhancing their way of life.

Multiclass hardware-friendly support vector machine
(SVM) was used by Anguita et al. [3] for the classification of
human activities. They incorporated inertial sensors from a
smartphone inside the proposed system with the idea to reduce
power consumption by using fixed-point arithmetic. The
average precision with this modified multi-class SVM is
89.23%, very close to the 89.95% precision of the classical
one got at the same experimental setup.

Another more accurate but instruction non-sparing
multiclass SVM is tested in [4] by the same team where
96.67% precision is reported. There a new database is
suggested to the public containing data from static and
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dynamic activities implemented for periods from 12 to 15 sec.
Volunteers in a group of 30 people performed standing,
sitting, laying down, walking, walking downstairs and
upstairs. Totally, 2947 patterns were produced and used
within the tested recognition engine.

Su et al. [5] presented an extensive classification of the
particular components of the most common activity
recognition systems using smartphone sensors. They
presented 11 kinds of sensors forming 5 groups of 39
activities. The experimental setups met in literature are split to
number of subjects (single and multi), sensor amount (single
and multi), sensor location (7 types), and location of activity
(2 types). The recognition features may be generated from
values in time-domain and in frequency-domain. The
classifiers are seen as base-level ones including decision tree,
decision table, k-NN, HMM, SVM, etc. and meta-level
classifiers — with voting, stacking, cascading, etc.

Lara and Labrador [6] looked through most of the
productive methods for human activities recognition (HAR).
All of them have been reported as successful in the following
everyday use: ambulation, transportation, phone usage,
fitness, and military. They generalized the overall structure of
a HAR system starting from the input signal being location
data, physiological signals, acceleration signals, and
environmental signals. From all of them features are formed
separated as structural and statistical. After learning and
inference recognition models are created and then the actual
recognition takes place. The complete HAR systems, e.g.
Ermes, eWatch, Tapia, etc. assure accuracy from 71% to 98%.
Single recognition engines are also classified in relation to
their precision varying in the interval 77-99%.

Hierarchical Hidden Markov Models (H-HMM) is the
foundation of a HAR system proposed by Lee and Cho in [7].
For additional enhancement of the recognition rate the authors
divide into a cascade style the input data to activity and
action. A set of actions processed by HMMs in probabilistic
fashion and forming a weighted decision as an output leads to
the final activity recognition. Most accurately is recognized
the standing, close to 100%, followed by running with close to
95% and ascending — 85%, and then walking and descending
— with less than 80%. Other activities have been also
evaluated with the tendency of better performance for the H-
HHM over artificial neural networks (ANNs) only for the
descending activities.

Bayat et al. [8] also developed their own HAR system.
Subjects from 29 to 33 years of age performed running, slow
walk, fast-walk, aerobic dancing, walking stairs-up, and stairs-
down. With 79573 data samples gathered the researchers tried
the following classifiers which produced accuracy of:
Multilayer Perceptron — 89.5%, SVM — 88.8%Random Forest
— 87.6%, LMT — 85.9%, Simple Logistic — 85.4%, Logit
Boost — 82.5% when the smartphone is held in hand.



Unsupervised learning is used in the work of Know et al.
[9] for recognizing human activities when their number is
previously undetermined. It turned out that Gaussian mixture
method copes with the problem when this number is firstly
known while hierarchical clustering (DBSCAN) is more than
90% accurate without that prior knowledge using Calinski—
Harabasz index. They processed walking, running, sitting,
standing, and lying down. The normal mutual information
(NMI) is 0.8670 for the k-means clustering, 1.000 for the
GMM and 0.9092 for the HIER approach. The proposed
approach is expected to produce efficient results also for
greater number of activities.

Relatively different approach was undertaken by Duong et
al. [9] where they argue about the efficient duration and
hierarchical modeling when recognizing human activities that
inherent hierarchical structures are also beneficial to the
process. Coxian distribution is found useful when building
Coxian Hidden semi-Markov Model (CxHSMM) for the
complex temporal dependencies. It possesses several
advantages among others the multinomial or exponential
family distributions, proper density in nonnegative
distributions, easier parameterization, and thus faster
computational execution with the opportunity for closed-form
estimation solutions. Hierarchical and duration extensions of
the HMM are then combined into Switching Hidden Semi-
Markov Model (SHSMM). Classification accuracy achieved
in one of the experimental setups was 88.24% for HMM and
94.12% — for CxHSMM while the number of activities was k
= 4. The Early Detection Rate (EDR) in same time was 9.12
against 8.35 respectively.

Weiss and Lockhart [10] suggest the use of personal and
impersonal (universal) models for human activity recognition.
While the personal ones are adapted to each user
independently the universal is considered applicable to every
new user’s behavior processed by the system. Both models
were applied over a dataset consisting of the following
actions: walk, jog, stair, sit, stand, and lie with 9291records
from 59 users. The following classifiers were used during
testing: decision trees, Random Forest, instance-based
learning, neural networks (Multilayer Perceptron), rule
induction, Naive Bayes, Voting Feature Intervals, and
Logistic Regression. The highest accuracy was achieved for
the multilayer perceptron with 98.7% for the personal method
and only 75.9% for the impersonal. For the separate activities
jogging was found most frequently with 99.8% and 95.2%
respectively. Within the confusion matrices the walk has
highest rank with a level of 2480 for impersonal and 3359 for
the personal approach. The results clearly show that the
personal method is much more accurate even with shorter
input records rather than seeking a generalized model from the
users.

In Section II description is given for the most common
types of accelerometers used in practice and the compared
classification algorithms with the applied technique
employing reduction of dimensionality for faster execution
during our study, in Section III — quantitative representation
and analysis of some experimental results, and then in Section
IV a conclusion is made.
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II. DESCRIPTION OF SENSORS AND PROPOSED
ALGORITHM

A. Types of Accelerometers

The most common types of accelerometers applicable in
various devices include:

e Piezoelectric accelerometer with charge output — it is
based on the piezo-effect most often working with a
quartz crystal which forms a connection with an object
weighting preliminary known mass; the last is pushed by
the outer acceleration and leads to charge flowing
through the crystal which later is measured and gives
indication of the inertial processes;

Piezoelectric accelerometer with voltage output — its
working principle is analogous to the above described
kind but additional electronic circuit transforms the
generated charge to a voltage;

Resistive accelerometers — a metal plate changes its
electrical resistance in function of its deformation under
the influence of the measured acceleration from the
outside environment. Typically 4 plates are connected in
a Vin’s bridge for more accurate measurements;
Piezo-resistive accelerometer — analogous in working
principle to the resistive one but the deformable material
is made of semiconductor material which assures higher
sensitivity during measurement;

Capacitive accelerometer — a flat capacitor changes its
capacitance when an inner plane under the outer
influence moves between its plates and shows the
acceleration;

Optical accelerometer — optic fiber changes its properties
under deformation and in particular its optical
conductivity and when connected in a system of
interference filters where a narrow spectral band is
selected the ratio between the inducted and reflected
light exhibits the acceleration;

Thermo accelerometer — more rarely used, consisting of
a heater and a thermo couple in a sealed environment;
when stationary the sensor is in thermo steady state but
when moving at variable speed the inside air moves
making the inner ambience thermo unstable and the
thermo couple registers the change by producing
particular voltage which then is converted in acceleration
units.

B. Proposed Algorithm

In order to have smaller execution time for the recognition
of a particular activity here a splitting of the raw input data is
suggested by direction — x, y, and z for the cumulative
acceleration returned by the sensor.

The algorithm follows the next general steps:

1. Loading of files with the full database with all
labels’ set, training data and labels for them.

2. Separate vectors are obtained for the x, y and z axes.

3. All vectors are normalized in the range [-1, 1].



4. In the input of the classifier, in this case k-NN, a
matrix is submitted containing the vectors for all
three axes.

5. After classification the true positives, true negatives,
false positives and false negatives are found.

6. Step 4 and 5 are repeated for separately passed x, y
and z vectors.

The prototype of the function of the classifier contains its
initializing parameters:
class=knnclassify(sample,train,group,nv, 'cosine’, random’)
where class is the parameter which presents the group where
the respective sample belongs, sample — matrix with rows that
need to be classified into groups and contains the same
number of columns as train, train — matrix used for training of
the algorithm with the same number of columns as sample,
group — label (index) of the training vectors, nv — number of
vectors used for training, ‘cosine’ — parameter which defines
the type of distance used for measuring in feature space,
‘random’ — defines the rule on which the selection of how a
particular sample is being classified.

The k-NN classifier relies on the next three main steps:

1. Initializing of the list according to the training set of
vectors.

2. Testing vectors for classification are assigned by
minimal distance of cosine type:

1
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where x, and y, are the vectors between which the distance is
calculated, x ; and y, are their transposed form respectively.

3. Applying the rule on which the behavior of the
classifier is determined — a value of ‘7random’ is
selected which is a main type with random break
point.

Additional features that may be employed in the process are

[17:
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which is the arithmetic mean found by the n components y; of
the input vector over one dimension;
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where o, is the standard deviation which could also be used in
its quadratic form , that is the variance:

n
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The mean absolute deviation (MAD) is another measure that
can be included in the process:
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or the energy derived from the Fourier Transform coefficients
F; (i — the number of the current component) of Y:

n
2
D
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III. EXPERIMENTAL RESULTS

In the presented experimentation the public database
WISDM is used [12]. It consists of 29 subjects performing 6
types of activities carrying a smartphone in their trousers with
the sensor. Sampling period is 50 ms (sampling frequency - 20
Hz). The total number of samples are 1098204, where 38.6%
of them represent walking, running — 31.2%, walking up-
stairs — 11.2%, walking down-stairs — 9.1%, sitting — 5.5%,
standing — 4.4%. The data format for storage is [user],
[activity], [timestamp], [x-acceleration], [y-acceleration], [z-
acceleration].

All the testing is done on IBM®PC® compatible computer
with Intel 17-2670QM CPU running at 2.8 GHz and 6 GB of
RAM on MS® Windows® 7 Ultimate OS within Matlab®
2013a platform.

The results are presented in Table 1.

TABLEI
HUMAN ACTIVITY RECOGNITION ACCURACY BY THE K-NN
CLASSIFIER FOR THE FULL DATA SET AND SEGMENTED OVER

DIMENSIONS
Activity | Number of correctly classified vectors over
and the dimension(s) used for the feature
results [x,y,Z] X y z
Running 1102 1822 3418 3418
Walking 927 2407 0 0
Up-stairs 381 0 0 0
Down- 119 0 0 0
stairs
Sitting 133 0 0 0
Standing 0 0 0 0
Time, s 0,5963 0,2805 |0.2667 | 0.2763
ACC},}“‘CY’ 2421 3844 | 31,12 | 31,12
0

The achieved efficiency of the tested algorithm is measured
by the accuracy [6]:

TP+ TN

Accuracy = , ®)
TP+1TN + FP+ FN
which can be supplemented also by the following parameters:
Precision = L 9
TP+ FP’ ©)
TP

Recall =———
TP+ FN~’ (10)
F— measure—2. Precision.Recall (11

Precision + recall ’



where TP are the True Postivies, TN — True Negatives, FP-
False Positives, and FN — False Negatives.

Total number of the input samples is 10983. When working
with all 3 dimensions for the feature vectors the amount of
wrongly classified ones is 8437, for the x-dimension — 6754,
for the y - 7565, and for z - 7565.

Graphically, the results among different activities are given
in Fig. 1.

Correctly Classified Vectors

Fig. 1. Recognition rate by type of activity

It appears that for the walking activity the x direction and
for the running — the y or z (equally) are preferable to select
for realization of initial stage of recognition (fast preliminary
search) among all records from the database. This initial pass
(round) may play a filtering role for considerable amount of
feature vectors to be eliminated from furhter steps in a HAR
system during further stages for refined search. Execution
time reduction is 3.43 for each of these cases in comparison to
the full feature set comprising of the three dimensions. This
approach could be really effective in a parallel computation
system where different dimensions are processed in a separate
thread and even possibly each kind of activity is searched
independently inside the records by independent processing
unit. In such a multi-branch implementation some particular
activites may be looked for simultaneously over more than
one dimension, e.g. running — over x and y.

Further investigation should pose attention to the use of
combinations of two directions, which additionally may
reduce the number of undiscovered activities inside prolonged
recordings at earlier stages, additionally speeding-up the
whole recognition process.

I'V. CONCLUSION

In this paper was presented a study about the possibilities of
application of low-cost inertial sensors built-in smartphones
for medical condition assessment of patients with disabilities
based on their daily activity. The experimental results show
that separable representation of feature vectors over the
principal dimensions of x, y and z could reduce the execution
time of recognizing particular activities of the individual.
Since each activity has predominant exhibition over certain
direction which gives non-uniform distribution for the base
coordinate axes one or two appropriate components may be
employed. It allows faster searching among patient’s database
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records on a prolonged time bases (daily, weekly, monthly,
etc.) for establishing detailed statistic of his / her motor
performance in comparison to the use of the full fetaures’
values. In turn, this process provides shorter terms for
prescribing proper measures by the medical personnel,
possibly even in semi-autonomous mode. Further examination
of more activities and combining 2 principal dimensions or
one arbitrary direction for them during searching is to be
accomplished.
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Feature Extraction and Classification Using Minimal
Curvature of 3D Mesh for Automatic Crater Detection

Nicole Christoff" %"

Abstract — In this paper the significance of tree classes of fea-
ture selection algorithms is examined. The features are extracted
from 3D mesh data, generated from the Mars Orbiter Laser Al-
timeter (MOLA) for a classification task to automatically detect
craters, while at the same time testing the performance of five
classifiers. The key idea of this study is to examine the discrimi-
native power of the original values, hereafter called “pure” val-
ues, of a minimal curvature by only converting them in the range
of grey scale. The experimental results with five different classi-
fiers show that better accuracy results are obtained over the fea-
tures selected from the grey scale image. The employed tech-
nique from computer vision usually used for face detection, is
applied in the task of crater detection.

Keywords — Mars Orbiter Laser Altimeter, 3D mesh, Automat-
ic craters detection, Machine learning.

1. INTRODUCTION

Observing and researching numbers and formation of cra-
ters, occuring on the surface of different celestial bodies is a
big problem for astronomy. Its importance is connected to the
estimation of age of the universe, the formation of stars and
planets. The complexity of the problem arises when the im-
pact crater zones are very heterogeneous due to the distribu-
tion and size of the craters. To be able to solve partially this
problem, different methodologies of geometric image analysis
are proposed.

Machine learning techniques have started being used on 2D
surface images [3] and 2.5D [4], but there is no example of a
method combining 3D mesh model as input and some type of
classification method for recognition of crater rim. Some of
the methods of impact crater detection, based on supervised
algorithms, are neural network [5], support vector machine
[6], Adaboost [2] and SparseBoost algorithm [7].

This paper provides an overview of three different classes
of feature selection algorithms that can be employed in the
task of automatic crater detection and an experimental setup
with five different classifiers to test their discriminative pow-
er. The focus will be on proving that using only the minimal
curvature information, calculated over the 3D meshes and
converted to grey scale image, is enough to ensure good clas-
sification results.

This paper is organized as follows: Section II describes in
detail the data processing algorithm, Section III gives a brief
overview of the three classes of feature extraction algorithms,
Section IV present the classifiers that are going to be used in
Section V for the experimental setup. The final section sum-
marizes the key points of discussion and concludes the paper.

PhD student at: 'Faculty of Telecommunications at Technical
University of Sofia, 8 KI. Ohridski Blvd, Sofia 1000, Bulgaria, and
2Aix-Marseille Université, CNRS, LSIS UMR 7296, France, E-mail:
nicole.christoff@tu-sofia.bg
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II. DATA AND DATA PRE-PROCESSING

The 3D mesh data, employed in this research was generated
from the Mars Orbiter Laser Altimeter (MOLA) with a resolu-
tion of 463.0836 m at the equator. The data is in equidistant
cylindrical projection centered at (0°, 0°). The used sample is
a rectangular region from Mars: Top: 13° N, Bottom: 0° N,
Left: 25° W, Right: 0° W. It contains 5 328 000 vertices and
10 646 272 faces (Fig. 1).

Fig. 1. The piece of land of Mars

The first step of the sample data preparation is the
computation of one of principal curvatures - the minimal
curvature k,. The two Principal Curvatures, k; and k, at a
point p € S, S R? are the eigenvalues of the shape operator at
that point. The k; and k, are respectively the maximum and
minimum of the Second Fundamental Form. The principal
curvatures measure how the surface bends by different
amounts in different directions at that point [8].

The second step is to prepare a training set of positive and
negative samples of craters. In this work, the Barlow
catalogue [1] is used. It contains 459 craters for this area.
Same number square blocks containing at least one crater,
were extracted from the minimal curvature map as positive
samples. The widths of the blocks are 1.5 times that of the
crater diameter plus a constant, due to the calculation of error
of displacement, equal to 10 pixels (Fig. 2. A). All the
samples are resized to 20 x 20 pixels with the bilinear
interpolation method (Fig. 2. B).

The same number of square blocks (459) are also randomly
extracted containing no craters as negative samples. A second
training set is prepared, where the values of minimal curva-
tures are converted into a quantified grayscale information k,g
between 0 and 255 using the minimum and maximum curva-
tures Koy and Koy (Fig. 3 A and B).
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A
Fig. 2. Positive sample "pure": (A) Window with size equal to 1.5
times diameter of the crater plus constant equal to 10 px,
(B) The same sample, resampled to 20x20 pixels
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B
Fig. 3. Positive sample in grey scale: (A) Window with size equal to
1.5 times diameter of the crater plus constant equal to 10 pixels,
(B) The same sample, resampled to 20x20 pixels
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III. FEATURE EXTRACTION

Tree classes of features are calculated to train and test dif-
ferent classifiers: Local Binary Pattern operator (LBP), Haar-
like and Scaled Haar-like feature. The LBP and Haar are an
example of a typical computer vision computation pipeline for
face recognition, used for dimension reduction preprocessing
steps.

A. LBP Cascade Classifier

The Local Binary Pattern operator (LBP) was first intro-
duced by [9] for byte adaptation of a previous study done by
[10] and is a powerful texture descriptor. Texture is defined as
a function of spatial variations in the pixel intensity of an im-
age. The idea behind this operator is that common features,
such as edges, lines, point, can be represented by a value in a
particular numerical scale. As a result, 2124 features for each
resized sample are obtained.
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B. Haar-Like Cascade Classifier

Haar-like features are attributes extracted from Region of
Interest (ROI) used in pattern recognition. The utilization of
these features instead of handling gray or color level of the
pixels directly was proposed in [11]. First, the pixel values
inside the black area are added together; then the values in the
white area are summed. Only eight types of square masks are
used to extract feature, as seen in Fig. 4. Then the total value
of the white area is subtracted from the total value of the black
area. This result is used to categorize sub-regions. A total of
2048 features are obtained for each resized sample.

N |l

Fig. 4. Eight type of masks are used for Haar-like feature extraction

The weak classifiers become strong classifiers when ar-
ranged in Haar-like cascade. They are able to detect structures
despite illumination, color or scale variation. This method is
one of the most popular techniques for face detection, firstly
described by Viola and Jones [12].

C. Scaled Haar-like Feature

It is a variant of Haar-like feature. This feature is proposed
by [2], which use the fact that large craters are usually deeper
than small ones, and this means most of the Haar-like feature
values of the large craters are larger than those of small ones.
The scaled Haar-like feature is computed by division of the
Haar-like feature value with a coefficient of the resolution of
the sample to adjust the Haar-like features for large craters
and small craters to the same scale. The number of scaled
Haar-like features for all resized sample is the same as that of
Haar-like features.

IV. TRAINING DIFFERENT CLASSIFIERS

Five popular classifiers are used in this study.

A. K-Nearest Neighbours Algorithm (KNN)

Feature extraction is performed on raw data prior to apply-
ing KNN algorithm on the transformed data in feature space.
A commonly used distance metric for continuous va-
riables is Euclidean distance. Cosine similarity is very effi-
cient to evaluate, especially for sparse vectors, as only the
non-zero dimensions need to be considered.

B. Support Vector Machine (SVM)

SVM is a classier with good generalization power that uses
the features extracted by the descriptor. SVM works basically
by finding an optimal hyper plane that best separates the two
classes. Kernel functions can be used with SVM in order to
enable the classifier to deal with non-linearly separable
classes. These functions modify the feature space trying to



transform it into a linear separable problem. Several types of
kernel functions are commonly used: uniform (linear), Gaus-
sian (Radial Basis Function (RBF)) [13], quadratic [14] and
cosine.

C. Decision Tree

Decision Trees are a non-parametric supervised learning
method used for classification and regression. The goal is to
create a model in the form of a tree structure. It breaks down a
dataset into smaller and smaller subsets while at the same time
an associated decision tree is incrementally developed. The
final result is a tree with decision nodes and leaf nodes. A
decision node has two or more branches. The leaf node
represents a classification or decision [15].

D. AdaBoost

Boosted Trees incrementally builds an ensemble by training
each new instance to emphasize the training instances pre-
viously mis-modeled. A typical example is AdaBoost. It is an
approach to machine learning based on the idea of creating a
highly accurate prediction rule by combining many relatively
weak and inaccurate rules.

E. Bagged Tree

Bagging decision trees, an ensemble method, builds mul-
tiple decision trees by repeatedly resampling training data
with replacement, and voting the trees for a consensus predic-
tion.

V.RESULTS

For the tests the k-fold cross validation procedure is ap-
plied. 918 total samples of 918 are divided into 10 groups of
equal size. Five different classifiers are trained each using 9
groups, holding out each of the groups. For each of the four
classifiers, the group left out is tested. The 10 test results are
averaged. All samples get to be used for both training and
testing. The result is unbiased and with minimum variance.

The number of true positive detections is represented with

TP (CR - detected craters, which are real craters and NCR —
zones, with no craters), FP represents the number of false pos-
itive detections (CR — detected craters are not actual craters
and NCR - detected no crater zones are not actual no craters
zones), FN represents the number of false negative detections
(CR — un-detected real craters and NCR — undetected negative
samples) and TN represents the number of true negative de-
tections (CR — for positive samples and NCR — for no crater
Zones).
The best scenario is obtaining larger TP CR and TP NCR and
smaller FP (CR and NCR). There are 459 positive and same
number (459) negative samples. The best detection rate, for
original values of minimal curvature, using SVM with qua-
dratic kernel function respectively TP CR: 418, FN CR: 42,
TP NCR: 427 and FN NCR: 31. A good TP CR results are
obtained using SVM (Gaussian), but the number of FP CR
increase two times (see Table I).
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TABLEI

CONFUSION MATRIX FOR DIFFERENT CLASSIFIERS UNDER "PURE"

ACTUAL
PREDICTED
10 fold cross validation Tp FN TP FN
CR CR NC NC
TN FP TN FP
CR |/ NCR NCR CR
1 130 330 373 85
g 3 63 397 449 9
;“.: 5 33 427 458 0
g 7 25 435 457 1
m 9 18 442 458 0
11 14 446 458 0
KNN 1 188 272 369 89
° 3 265 195 446 12
g 5 262 198 454 4
8 7 249 221 455 3
9 245 215 456 2
11 236 224 456 2
Linear 420 40 413 45
Quadratic 418 42 427 31
SVM Cubic 401 59 431 27
Gaussian 426 34 382 76
Decision tree 345 115 374 84
Ensemble AdaBoost 407 53 429 29
classifiers | Bagged tree 402 58 406 52
TABLE II

CONFUSION MATRIX FOR DIFFERENT CLASSIFIERS UNDER "GRAY"

ACTUAL
PREDICTED
10 fold cross validation TP FN TP FN
CR CR NC NC
TN FP TN FP
CR |/ NCR NCR CR
1 230 230 413 45
g 3 229 231 439 19
;“g’ 5 221 239 443 15
T:) 7 216 244 443 15
= 9 213 247 447 11
11 209 251 445 13
KNN 1 275 185 391 67
o 3 375 85 453 5
g 5 389 71 450 8
S 7 389 71 451 7
9 394 66 451 7
11 395 65 449 9
Linear 427 33 420 38
Quadratic 452 8 442 16
SrM Cubic 455 5 440 18
Gaussian 454 6 452 6
Decision tree 403 57 417 41
Ensemble AdaBoost 428 32 251 207
classifiers | Bagged tree 458 2 445 13




Using greyscale values of minimal curvature, better de-
tection rate is obtained using SVM with Gaussian kernel func-
tion respectively TP CR: 454, FN CR: 6, TP NCR: 452 and
FN NCR: 6. The best TP CR (458) is resulted, which is one of
the challenges in astrophysics, using Bagged tree, but the
number of FP CR increase two times (13) (see Table II).

In Fig. 5 is presented a comparative study with obtained
accuracy results. The bins, colored in blue represent results for
ko “grey” training set and with green — k, “pure” training set.
Best accuracy detection rate for “pure” values of minimal
curvature, we obtain using Bagged trees - 98.4%. For the
greyscale values of kj, best accuracy of 92.0% is obtained
with SVM, using quadratic kernel function (Fig. 5).
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Fig. 5. Accuracy

VI. CONCLUSION AND FUTURE WORK

In this paper, we have presented tree different methods for
feature extraction from grey level image of minimal curvature,
extracted from 3D mesh data, generated from the MOLA. We
presented an overview of the ensemble of classifiers used to
automatically detect craters on the surface of Mars. Thanks to
the experimental results, we can conclude that the best per-
forming classifier for crater detection is Bagged tree if we
pass from RGB to grey scale image representation.
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As future work, we plan to test those features on other types
of calculated curvatures. Another step is to add the neural
network back propagation of error classifier to the experimen-
tal setup.
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Content-Based Images Retrieval with
Discrete Wavelet Transform
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Abstract — The Wavelet transform is described as a toolfor
creating an image pseudo-hash in order to enable content-based
image retrieval. The images aredecomposed in few levels and the
most important wavelet detail coefficients are selected to
compose the pseudo-hash. When searching for digital images in
large database, the pseudo-hashes of the images are considered
instead of the images themselves.
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I. INTRODUCTION

Content-based image retrieval (CBIR) deals with the
retrieval of most similar images corresponding to a query
image from an image database by using visual contents of the
image itself. It requires feature extraction and computation of
similarity. The CBIR technology has been used in several
applications such as fingerprint identification, digital libraries
or medicine.

In this paper, we propose a CBIR method that uses wavelet
transformation. The property of wavelets to localize both time
and frequency makes them very suitable for analysis of non-
stationary signals [1]. They are an excellent tool for feature
extraction, signal and image compression, edge detection and
compression. The reason of using the wavelet transform is
that the basis functions used in wavelet transforms are locally
supported; they are nonzero only over part of the domain
represented. Hence, adequately chosen wavelet basis groups
the coefficients in two groups — one with a few coefficients
with high SNR, and other with a lot of coefficients with low
SNR. Using the wavelet coefficients of images we compute a
pseudo-hash information that is later used for fast querying
the database.This approach for searching an image database in
which a query is expressed as a low-resolution image is
known as query by content [2]-[5].

The paper is organized as follows. After the introduction,
the basic definitions of wavelet transform are given in Section
2. Section 3 describes the organization of database and
Section 4 presents our experimental results. Section 5
concludes the paper.

II. DISCRETE WAVELET TRANSFORMATION

Discrete wavelet transform (DWT) decomposes a signal
into a set of orthogonal components describing the signal
variation across the scale [6]. The orthogonal components are
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generated by dilations and translations of a prototype function
y, called mother wavelet:

v =27y t12) k), kjeZ. (1)

The above equation means that the mother function is

dilated by integer j and translated by integer k. A signal f for

each discrete coordinate ¢ can be presented as a sum of
anapproximation plus J details at the J" decomposed level:

fn=3

J

aJk¢Jk(t)+z Z d gy i (1) 2
k j=1 k
where @y(f) is scaling function. The residual term
corresponds to a coarse approximation of f{¢) at resolution J.

The estimate of dj; and ay can be achieved via iterative
algorithm for decomposition using two complementary filters
hy (low-pass) u h; (high-pass) [7]. This is illustrated in Fig. 1
for 1D DWT and 2D DWT.

DWT has a tendency to concentrate the energy of a signal
into a small number of coefficients, while a large number of
coefficients have small energy, therefore the most popular
form of conventional wavelet-based signal filtering, can be
expressed by:

A

d = dyhy 3)

where filter /4 describes “hard” or “soft” threshold filtering
with a threshold z;, known also as wavelet shrinkage [8]:

Loif|d |27,

. (hard)_
ik 0, if |djk|<7j, or 4)
T sgn(d . ) .
h= _jd—jk]k’ if |d |2 7, . )
0, if [d | <7,

III. QUERYING ALGORITHM

This section proposes an algorithm for image querying
within images database. The image that is searched for is
called query image. DWT is used and pseudo-hash
information is created on the basis of small piece of
information extracted from the images (wavelet coefficients
from a high-resolution level). By comparing similarity
(calculating distances) between pseudo-hashes of the images
stored in the database and the pseudo-hash of the query image,
few images (candidates) from the database are selected to be
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Fig. 1. Discrete wavelet transform tree for (a) 1D DWT, (b) 2D DWT

considered visually if some of them correspond to the image-
query.

In order to calculate the pseudo-hash information for an
RGB image, the following procedure is applied.

1) RGB image 4 is converted to 4, in YCbCr colour space,
where Y is the luminance (intensity) component and Cb (blue
chrominance) and Cr (red chrominance) are the blue-
difference  and red-difference chroma components,
respectively;

2) The wavelet transform at level (j) is applied over the Y
component of the image 4;and three subimages with same
resolution are obtained from the horizontal, vertical and
diagonal detail coefficients, D", DU | V9 respectively;

3) The three subimages DV, DY | DVDare summed up in
one super-subimage D*, that contains all the horizontal,
vertical and diagonal detail coefficients;

4) The super-subimage D% is filtered by usinghard-
threshold filtering given by (4) in order to keep only the most
important coefficients D 0.

5)Positions (x;, ;) of the coefficients D, make up the
pseudo-hash information for an image (the values of the
coefficients are not important).

A database that keeps pseudohash information for
theimages contains three relations according to their schemas
given in Fig. 2.

In the relation bl image, the attribute id image is
theprimary key. This relation contains description of the
images: name, description and location (if the images are
picture filesin the file system).

The relation bl _hash contains pseudohashinformation for
each image in the database. The primary key is the attribute
id, while the attributeid imageis foreign key that takes its
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tbl image tbl_hash
id image : integer id : integer

name : text
description : text
location : text

id_image : integer
x_coord : integer
y_coord : integer
plusminus : yes/no

tbl query

id : integer
x_coord : integer
y_coord : integer
plusminus : yes/no

Fig. 2. Relation schemas in the images database

values from the primarykey of the relation b/ image. The
plusminus attribute contains information for the sign of the
wavelet coefficients.

The relation tbl_guery contains the pseudo-hash calculated
from the query image by applying the same algorithm as for
the other images.

A list of candidateimages can be obtained by measuring the
silimilarity between pseudo-hashesof the images in the
database and the pseudo-hash of the query-image expressed as
following

\/<xi_xj)2 -y, P +a

where (x;, ;) are coordinates of wavelet coefficient of images
stored in the database, while (x;, ;) are coordinates of wavelet
coefficient of the query image. It is not necessary the wavelet
coefficients of candidate images to overlap the wavelet
coefficients of query image.The influence of overlapping over
non-overlapping coefficients can be controlled through the
parameter ¢ Choosing « to be close to zero, the influence of
overlapping coefficients over non-overlapping coefficients is
bigger, and vice versa. Images with bigger value for the
similarity M are likely to correspond to the query image.
The proposed algorithm is given in Fig. 3.
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IV. EXPERIMENTAL RESULTS

This Section presents the results obtained by experiments
performed. Pseudo-hash information obtained from 1000
images by using the proposed algorithm from Setion 3 are
stored in a Microsoft Access database with schema given in
Fig. 2. Some of these images are shown in Fig. 4. The
database contains data for a lot of similar images with people,
animals, landscapes, objects, etc. The database does not
contain the images themselves; the images are picture files in
the file system.

The haar wavelet transform in three levels is applied over
the Y components of the YCbCr converted images. The
horizontal, vertical and diagonal detail coefficients from the
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Fig. 3. Block diagram of the proposed algorithm

Fig. 4. Part of images database with 1000 images

third level are summed up and the most important 5% pixels
are kept — the pseudohash.

Next, the images shown in Figs. 5a, 5b, 5¢ and 6a, 6b, 6¢
are used as query-images.They are image id 87 and its
versions id 1088, id 1089, and image id 501 and its versions id
1501, id 1503. The resolutionsof all the query images are
256x384. The most important third level wavelet coefficients
of the three images are shown in Figs. 5d, Se, 5f, and 6d, 6e,
6f, respectively. Their resolutions are 48x32, which means
that only a few coefficients were taken into consideration for
the calculation of the pseudo-hash.

The database already contains pseudo-hash information for
the imageswith id 87 and id 501 in the table th! hash. Next
step is estimating the similarity between pseudo-hashes of the
images in the database and the pseudo-hash of the query-
image by using (5). The parameter « has value 0.1. A simple
SQL SELECT statement used to process pseudohashes is:
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Fig. 5. (a) Query image id 87; (b) Query image id 1088; (c) Query
image id 1089; (d-e-f) The most important wavelet coefficients at
level 3 of images with id 87, 1088, 1089

SELECT Sum(1/(Sqr(([tblQuery].[xcoord]-
[tblHash].[xcoord])"2+([tblQuery].[ycoord]-
[tblHash].[ycoord])*2)+0.1)) AS M, tblHash.idimage

FROM tblQuery, tblHash

GROUP BY tblHash.idimage

ORDER BY Sum(1/(Sqr(([tblQuery].[xcoord]-
[tblHash].[xcoord])"2+([tblQuery].[ycoord]-
[tblHash].[ycoord])*2)+0.1)) DESC;

The results of calculated similarities between the query
imagesand the images in the database are shown in the Tables
I and II. It can be seen that the images with id 87 and id 501
have the highest similarity.
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Fig. 6. (a) Query image id 501; (b) Query image id 1501;
(c) Query image id 1503; (d-e-f) The most important wavelet
coefficients at level 3 of images with id 501, 1501, 1503

V. CONCLUSION

In this paper an algorithm for content-based image retrieval
is presented. The querying in database is based on the pseudo-
hash information obtained with wavelet transform.The
experiments are performed by wusing the presented
algorithm.The experiment results validate this algorithm,
showing that it works properly and delivers the expected
results.
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TABLEI
RESULT OF SEARCHING IMAGES IN THE DATABASE

Image id=87 Image id=1088 Image id=1089

Image id M Image id M Image id M

87 971,207 87 950,3951 87 908,4499

808 309,1956 | 808 308,8647 808 |297,3539

103 308,3496 103 297,7562 13 290,356

13 303,6106 13 293,6757| 271 286,6985

271 291,7238 271 291,2993 943 275,2746

943 290,1049 943 288,7366 103 274,2945

842 | 283,5513 842  |284,0562 850 |273,3468

722 1269,8397 86 278,3045 842  |271,9997

130 | 269,2978 722 1270,1922 | 722 | 268,5459

86 268,2889 130 268,1649 86 268,0319

916  |267,8494| 916 |267,8601 938  1266,4457

810 265,637 810 |265,8416| 916 265,963

938  |263,7323 850 ]263,3936 847 [263,5181

TABLE II
RESULT OF SEARCHING IMAGES IN THE DATABASE
Image id=501 Image id=1501 Image id=1503

Image id M Image id M Image id M

501 980,4405 501 740,0276 | 501 774,1331

415 372,4684 | 415 |446,2996| 565 396,2749

491 339,702 472 | 408,8988 719 | 385,9561

423 337,9365 565 389,1053 490 | 375,9287

523 336,5647 445 387,8903 497 360,9072

472 335,7105 423 387,1307| 415 359,0868

565 333,2177| 434 | 386,9017| 405 354,2778

435 333,1247 791 383,9149| 523 350,8746

766 | 329,8053 407 | 383,6355 732 |349,0866

445 329,4135 789 379,6944 143 348,9

429 328,9102 421 379,2123 79 348,4964

(1]
(2]

(3]

(4]

(5]

(6]

(8]
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Medical Images Watermarking using
Complex Hadamard Transform
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Abstract — An algorithm for digital watermarking of medical
images using complex Hadamard transform is presented. The
developed algorithm allow high detection of unauthorized access
or attacks on the included watermark. The obtained
experimental results for some attacks over the test medical
images are made on the base of mean-squared error and signal to
noise ratio of the reconstructed images.

Keywords Medical Image Watermarking,
Hadamard Transform, Orthogonal Transforms.
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I. INTRODUCTION

Recent technological advances in Computer Science and
Telecommunications introduced a radical change in the
modern health care sector, including: medical imaging
facilities, Picture Archiving and Communications System
(PACS), Hospital Information Systems (HIS), information
management systems in hospitals which forms the information
technology infrastructure for a hospital based on the DICOM
(Digital Imaging and Communication in Medicine) standard.
These services are introducing new practices for the doctors as
well as for the patients by enabling remote access,
transmission, and interpretation of the medical images for
diagnosis purposes [1], [2], [3].

Digital watermarking has various attractive properties to
complement the existing security measures that can offer
better protection for various multimedia applications [4]. The
applicability of digital watermarking in medical imaging is
studied in [5] and a further justification of the watermarking
considering the security requirements in teleradiology is
discussed in [2].

The new medical information systems required medical
images to be protected from unauthorized modification,
destruction or quality degradation of visual information. The
other problem is a copyright protection of disseminated
medical information over Internet. In this regard three main
objectives of watermarking in the medical image applications:
data hiding, integrity control, and authenticity are outlined in
[5], which can provide the required security of medical
images.

Every system for watermarking can be characterized with
invisibility of the watermark, security of the watermark,
robustness of the watermark and the ability for reversible
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watermarking. The importance of each depends on the
application and how it is used [6], and [7]. For the needs of
medicine the main watermarking characteristics are:

4+ Invisibility of the watermark — the embedded
watermark should be invisible without reducing the
quality of the original images;

Security of the watermark — secrecy to unauthorized
persons of the information for the embedded
watermark;

Robustness and fragility of the watermark — robust
watermarking is resistant to possible attacks such as
image processing and on the other hand fragile
watermarks will allow high detection of unauthorized
access or attacks on the watermark;

Reversibility of the watermark — removing of the
embedded watermark should not reduce the quality of
the original images.

Based on processing domain, watermark techniques can be
separated as watermarking in spatial domain, watermarking in
frequency domain and watermarking in phase domain of the
input signal. According to the way of watermark
preprocessing, discern two groups of methods: the first one is
when the watermark is transformed in the domain of the input
image and the second one is when the watermark is not
transformed in the domain of the input image. Another
classification is based upon the transparency of the watermark
into the input images - the watermark is transparent or non-
transparent.

Watermarking in spatial domain allow easy realization of
the algorithms for watermarking. The disadvantage of using
the spatial domain is that the watermarks have low efficiency
and robustness. Using frequency and phase domain allow
watermarks whit high transparency and robustness. Using
transformations on the watermarks themselves assures high
security agents unauthorized attacks.

The best way to test the watermark robustness is by
simulating of unauthorized attacks. Unauthorized attacks are
attacks against the integrity of the watermark. The most
command attacks are unauthorized removal, adding or
detection of watermark. The removal and adding of
watermarks are active attacks while the detections of
watermarks are passive attacks.

An outline of the medical image watermarking field that
uses various techniques to embed watermark data and utilize
various functions to detect tampered regions is given below in
the paper [8].

In the present work an algorithm for digital watermarking
of medical images using complex Hadamard transform is
described. The developed algorithm allow high detection of
unauthorized access or attacks on the included watermark.
The obtained experimental results for some simulated attacks



over the test medical images are made on the base of mean-
squared error and signal to noise ratio of the reconstructed
images. The robustness of the watermark against some attacks
are tested with the post processing of watermarked images by
adding of Salt and Pepper noise, Gaussian noise, filtration
whit median filters and average filters.

II. MATHEMATICAL DESCRIPTION

The common results and properties, obtained from the one
dimensional Complex Hadamard Transform, described in [9],
can be generalized for two-dimensional Complex Hadamard
Transform. In this case the 2D signals (images) can be
represented by the input matrix [X] with the size NxN. The
result is a spatial spectrum matrix [Y] with the same size. The
corresponding equations for the forward and the inverse 2D
CHT are:

[¥]= [cHy1[X](CH ]

1
[X]=#[CHN] Y]ici 1 %

The Hadamard transformation is simple for implementation
transformation, there for it is used for compression and
watermarking of information. The proposed complex
Hadamard transform matrix has the advantages of having
similar structure as the well know real Hadamard matrix. The
complex Hadamard matrix consists of only four values {1; -1;
J5 -j}. The properties of complex Hadamard transform
matrices and its applications in digital image processing are
described in detail in [9], [10].

The developed algorithm for embedding of watermark is
made in the following steps:

» Step 1: Preparation of the image — the image is

prepared for embedding using the forward complex
Hadamard transformation.

» Step2: Embedding the watermark into the image —
the embedding process of the watermark is based upon
modifying the phase of the spectrum coefficients.

» Step3: Reconstruction of the image — the

reconstruction of the image is done using the reverse
complex Hadamard transformation.
The extraction of the watermark is made by the following

steps:

» Step 1: Preparation of the watermark image — same as
in the embedding the image is prepared using the
forward complex Hadamard transformation.

» Step2: Preparation of the non-watermarked image —
for the extraction of the watermark in the decoder a
non-watermark copy of the image is used. The non
watermark image is prepared using the forward
complex Hadamard transformation.

» Step 3: Extracting the watermark from the image.

» Step 4. Reconstruction of the extracted watermark —
the reconstruction of the extracted watermark is done
using the reverse complex Hadamard transformation.

» Step 5: Estimating if the acquired watermark is valid

— estimates if there were attacks agents the integrity of
the watermark.

53

III. EXPERIMENTAL RESULTS

For the analyses of efficiency of the developed algorithm
for watermarking of medical images three test images, shown
in Fig. 1 (a), (b), (c), with size 512x512 and 256 gray levels
are used.

Fig. 1. (b) Input X-ray test iage “Spine 2”

S

Fig. 1. (¢) Input X-ray test image “Spine 3”

These images are transformed by the 2D CHT with kernel
32x32. By this way the input image is divided on 256 sub-
images with size 32x32, the input watermark (letter K) is
embedded into the phase spectrum of some sub-images and
the algorithm is simulated by the developed MATLAB
program.



The robustness of the watermark against some popular
attacks are simulated with the post processing of watermarked
images by adding 100% of Gaussian noise with mean 0 and
variance 0.01; adding 100% of Salt and Pepper noise;
filtration with median filter with size 3x3; filtration of
Gaussian noisy image with average filter; filtration of Salt and
Pepper noisy image with median filter.

(NMSE) are used to determinate how much the watermark
image has change compared to the original.

The obtained results for the test images are summarized in
Table 1.

TABLEI
Test Images | "Spine 1" [ "Spine 2" [ "Spine 3" K
Reconstructed Watermarked image
SNR, dB 83.06 84.51 83.57
PSNR, dB 93.07 89.95 89.13
MSE 3.20E-05 6.58E-05 7.95E-05
NMSE 4.94E-09 3.54E-09 4.39E-09
NMSE, % 4.94E-07 3.54E-07 4.39E-07
NC 0.76 0.89 0.87
NC, % 75.66 89.21 86.89
Watermarked image with Gaussian noise
SNR, dB 10.96 14.97 14.96
PSNR, dB 20.98 20.40 20.51 A
MSE 5.19E+02 5.93E+02 5.78E+02 (a) Input watermarked image and original watermark
NMSE 8.01E-02 3.18E-02 3.19E-02 sign (letter K)
NMSE, % 8.01E+00 3.18E+00 3.19E+00 ¥
NC 0.67 0.63 0.63
NC, % 66.99 62.54 62.67
Watermarked image with Salt and Pepper noise
SNR, dB 7.32 12.34 12.29
PSNR, dB 17.33 17.78 17.84
MSE 1.20E+03 1.09E+03 1.07E+03
NMSE 1.85E-01 5.83E-02 5.90E-02
NMSE, % 1.85E+01 5.83E+00 5.90E+00
NC 0.65 0.59 0.58
NC, % 64.89 58.92 58.2
Watermarked image with median filtration
SNR, dB 33.31 35.20 34.76
PSNR, dB 43.33 40.64 40.31
MSE 3.02E+00 5.62E+00 6.05E+00
NMSE 4.66E-04 3.02E-04 3.34E-04
NMSE, % 4.66E-02 3.02E-02 3.34E-02 s
Eg’ % 5(1)?; 5222 53;; (b) Input watermarked image with G_aussian noise
Watermarked image with Salt and Pepper noise and median filtration and ext{cted watermark sign
SNR, dB 32.15 33.80 33.46 !
PSNR, dB 42.16 39.24 39.01
MSE 3.95E+00 7.75E+00 8.17E+00
NMSE 6.10E-04 4.17E-04 4.51E-04
NMSE, % 6.10E-02 4.17E-02 4.51E-02
NC 0.51 0.58 0.57
NC, % 50.56 57.95 56.59
Watermarked image with Gaussian noise and average filtration
SNR, dB 18.16 22.62 22.37
PSNR, dB 28.17 28.05 27.92
MSE 9.91E+01 1.02E+02 1.05E+02
NMSE 1.53E-02 5.50E-03 5.80E-01
NMSE, % 1.53E+00 5.50E-01 5.80E+01
NC 0.69 0.63 0.64
NC, % 68.74 63.08 64.36

To estimating the efficiency of the presented algorithm for
watermarking of medical images the following metrics are
used: peek signal to noise ratio (PSNR) estimate how
transparent is the watermark to the human eyes; normalize
cross-correlation (NC) is used to determinate how close the
extracted watermark is compared to the original. High value
of NC means that there are little differences between them;
mean square error (MSE) and normalized mean square error

(¢) Input watermarked image with Gaussian noise
and average filter and extracted watermark sign
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(d) Input watermarked image with median filter and
extracted watermark sign

g T

V(.e). Inf)ﬁt wétefniafkéd iniage with 100% salt and
pepper noise and extracted watermark sign

() Input watermarked image with 100% salt and
pepper noise and median filter and extracted
watermark sien

Fig. 2. Results for watermarked image "Spine 2" with different
post processing attacks

In Fig. 2 (a)-(f) the visual results for watermarked image
"Spine 2" with different post processing attacks are shown.
On the right corner of each image is shown the extracted
watermark.
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IV. CONCLUSION

An algorithm for digital watermarking of medical images
using complex Hadamard transform is presented. The
obtained experimental results for some attacks over the test
medical images are made on the base of mean-squared error
and signal to noise ratio of the reconstructed images. They
show that the developed algorithm allows high detection of
unauthorized access or attacks on the included watermark. On
the other hand the embedded watermark is practically
invisible for the doctors and retains largely the information in
the original images. All this leads to the conclusion that the
developed algorithm for watermarking can be wused
successfully for watermark protection of medical data.
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Abstract — Wireless sensor network includes a large number of
simple sensor nodes that consist of sensor, microcontroller and
transceiver block. Sensor nodes usually operate with non-
rechargeable batteries so that the power consumption becomes a
very important issue in the development of these networks. The
main goal of this paper is to reduce power consumption of sensor
nodes and extend the lifetime of batteries. The total power
consumption of a sensor node is evaluated in real application
conditions by using information from datasheets for all its
blocks. Simulation results show that power-gating technique is
superior in respect to power-saving, especially in the case when
lower duty-cycling is implemented.

Keywords — Wireless sensor networks, Energy efficiency,
Power-saving, Power-gating.

I. INTRODUCTION

Low-power wireless system is constituent of many
contemporary applications. It includes a number of wireless
sensor nodes that collect information from external
environment with sensors, then process the information, and
communicate with other neighboring nodes in the network.
Such system has to operate for an extended period of time
with only a limited power source available, and is usually
constrained to a limited size (i.e. small battery could be used)
[1]. For most situations the use of rechargeable batteries is not
a realistic option. For instance, buried nodes used in wireless
underground sensor networks and nodes embedded inside the
walls of buildings, in the roads, or in the internal structures of
a bridge, typically cannot employ rechargeable batteries [2].
Therefore, the main goal is to extend as much as possible the
lifetime of non-rechargeable batteries.

Two design areas can be exploited in order to increase the
lifetime of a battery: networking protocols and power
management. The focus of this work is on the specific power
management techniques. They provide an efficient energy
solution for wireless sensor network (WSN) nodes that are
powered by non-rechargeable batteries.

We identified two power management aspects that allow a
significant extension of the battery lifetime [2]:

1) The conventional power-saving approach is based on
setting the standby pin (sometimes called shutdown or power
save). The majority of the blocks in a WSN node have some
sort of standby pin. However, such control cannot effectively
switch off all the internal circuitries of the module. The
quiescent current for the power-saving mode is small but still
higher than 1 pA.

T. R. Nikoli¢, G. S. Nikoli¢, M. K. Stoj¢ev, B. D. Petrovi¢, G. S.
Jovanovi¢, are with the Faculty of Electronic Engineering, Nis,
Serbia.
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2) The power-gating technique is based on the introduction of
an electronic switch between an electronic module or chip and
the power-supply line. It can be applied in WSNs as a way to
save energy for both active and sleep modes of a device [3].
Therefore, it is possible to temporarily shut down blocks of
circuitries that are not in use. For instance, while the sensor
node is taking measurements usually, the radio transceiver is
not required and it can be turned off.

By using power-saving, the module can quickly return to
normal operation as soon as the standby pin returns to
disabled mode. The main disadvantage of the power-gating
technique is the delay caused by completely turning off/on a
device (can be as high as 1 s). However, if this delay is not so
critical for a given WSN application, a significant energy
reduction can be achieved by means of power-gating.

In this paper we estimate the energy consumption of the
wireless sensor node in real application conditions by using
information from datasheets for all its building blocks
(microcontroller, sensor and transceiver), for both mentioned
power management techniques. Next to that, we show in what
cases it is justified to use power-gating technique in order to
extend the lifetime of batteries.

The rest of the paper is organized as follows. Section two
considers energy consumption of a wireless sensor node and
techniques for its reduction. Section 3 gives brief description
of activities of sensor node in real applications. Experimental
results are presented in Section 4. Concluding remarks are
given in Section 5.

II. STRUCTURE OF SENSOR NODE FROM ENERGY

CONSUMPTION POINT OF VIEW

A low-power wireless system comprises a number of
wireless sensor nodes, and each node consists of several
functional blocks. The Fig. 1 shows a simple architecture of a
typical wireless sensor node which is used in many
applications. In our current design, the energy source is a
battery (energy harvesting unit can be used in future design).
The power management unit generates the required supply
voltages and handles power allocation of all functional blocks
within node. The sensor block collects information about the
conditions in the environment and generates data which is
processed by a microcontroller. The transceiver block
sends/receives data to/from the access point or neighboring
wireless sensor nodes. In addition, the microcontroller handles
with switching on/off the various functional blocks, processes
the sensed data, and drives the transceiver.



~,
{ Energy Source j ‘ Power Management

‘ Microcontroller

‘ Sensor ‘ ‘ Transceiver

Fig. 1. Block diagram of a low-power wireless sensor node

The three main ways in which wireless sensor node
consumes energy are sensing, communication and data
processing. For each unit of useful work it performs, the node
consumes different amount of energy. In a low-power wireless
sensor node shown in Figure 1, all the functional blocks must
be carefully specified and designed to minimize the total
system power. In terms of consumption of sensor node, we
consider a processor, a sensing module, and a radio
transceiver. These blocks can be in active or inactive (sleep)
state. Therefore, for one beacon period, Tgp, we define the
time interval during which the sensor node is active as Tox,
and the time interval during which the sensor node is inactive
(sleep) as Top.

At the beginning, in order to estimate energy consumption,
we consider the following scenario. The sensor node
periodically wakes up, performs some processing (10% of
time Toy), takes measurements (50% of time Toy),
sends/receives data to/from the neighboring node (30% of
time Toy), performs more processing (10% of time Toy), and
finally sleeps again (time Togr). In such node we apply two
power management techniques: a) the power-saving
technique, that is, the use of standby/sleep pins already
available at the sensing and radio modules, and b) the power-
gating technique, implemented externally. It is assumed that
the power source (e.g., batteries) is directly connected to the
devices, that is, no additional loss due the existence of a
voltage regulator or DC-DC converter. Table 1 shows the
values for the power consumed in each task/state that are
based on off-the shelf analog switches and modules used in
wireless sensor nodes [2].

TABLE 1
POWER PROFILE FOR A WSN NODE

Microcontroller | Sensor | Transceiver
Active ' 5 MW 20 mW 50 MW
(regular operation)
Inactive
(power saving) 2pw 5pW 20 uW
Inactive
(power gating) 2pW 1 uWw 1 W

Researches show that even at low radio on-time operation
(radio on-time, or duty-cycle, is approximately 1-2%) the
energy needed for communication is about an order of
magnitude more expensive that all other operations combined
[4]. From Table 1 we can conclude that the wireless
transceiver consumes the highest power in active and inactive
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(power saving) state in respect to the other blocks. In inactive
state with applying power gating technique the power
consumption of the transceiver block is significantly reduced.

During simulation, we consider and compare three cases:

1) Active mode — all constituents of the sensor node are active
during the time interval Ty, while during the time interval
Torr they switch to power-saving mode;

2) Power-saving mode — each constituent of the sensor node is
active during part of Toy, only, when it is addressed, and after
that enters into power-saving mode for the rest of Ton and
Torr;

3) Power-gating mode — each constituent of the sensor node is
active during part of Toy, only, when it is addressed, and after
that enters into power-gating mode for the rest of Toy and
Torr.

Total energy consumption is calculated as the sum of
energy consumption in the active state and the idle (sleep)
state, taking into account all the blocks of the sensor node

Etotal = Eactive + Eidle/sleep = Exen + Emcu + Etmnsc + Eidle/sleep (1)

Simulation results shown in Figure 2 present the total
energy consumption levels for one year period in respect to
different application duty cycles (expressed as number of
measurements per day), for three mentioned cases. The total
energy consumption per year for the power-saving mode is
calculated as the sum of the active and the inactive (power-
saving) values. For the power-gating mode, similarly, it is the
sum of active and the inactive (power-gating) values. For
calculation of energy consumption per year, the values for the
consumed power, presented in Table 1, are used.
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Fig. 2. Total energy consumption for three cases

As can be seen from Fig. 2, energy consumption is reduced
by applying both power management techniques. Power-
gating technique is superior with respect to power-saving
technique when the number of sensor node activations is
reduced. In general, for all three cases, as the duty cycle
decreases the energy consumption decreases, too. For
example, in the case of power-gating mode, when
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Fig. 3. Activity profile of the sensor node

the sensor node enters into active mode every 100 s the energy
consumption is approximately 10° J, while it enters into active
mode one times per day the energy consumption is
approximately 2*10° J. This implies that three order of
magnitude of reduction in energy consumption can be
achieved.

III. ACTIVITY PROFILE OF THE SENSOR NODE

Our goal now is to verify the energy consumption of the
sensor node in real applications by using information from
data sheets for all its constituents. During the conducted
analysis all three cases will be considered. Figure 3 shows the
typical activity profile of the sensor node during single beacon
period, Tgp, which corresponds to the sum of Toy and Top.
During active state (Fig. 3) three sequential activities are
performed, sensing, data processing, and communication. The
sensing activity is responsible for information collection and
analog-to-digital conversion. The energy consumption during
this activity comes from multiple operations, including power-
on (-off) switching of sensor elements, signal sampling, and
analog-to-digital conversion. We use the LM75 temperature
sensor [5] for which the switching-on time is 125 ns, and the
conversion time is 250 ms. Data processing activity includes
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power management, processing of sensed data and handles
execution of protocol subroutines. For our design the
microcontroller MSP430FR5969 [6] is used. It is involved in
all the activities of the wireless sensor node. The
communication activity includes several states that are
presented in Table 2. In our design within the transceiver
block, a CC110L [7] component is used.

TABLE 2
STATES OF TRANSCEIVER BLOCK

State name Activities Duration
owering-on the digital part and

Start-up Is)tart locfl oscillatorg ’ 150 ps
Synthesizer-on | turning-on the freq. synthesizer 750 pus
TX-RTS transmit mode, sending RTS 320 ps
Turn around | TX to RX switching 30 us
RX-CTS receive mode, receiving CTS 320 ps
Turn around | RX to TX switching 30 us
TX-DATA transmit mode, sending DATA 800 ps
Turn around | TX to RX switching 30 us
RX-ACK receive mode, receiving of ACK 320 us




In order to achieve reduction in energy consumption in a
sensor node operation, in our design with data from
datasheets, we propose using two techniques, power-saving
and power-gating. Power-saving approach is based on using
standby pin for switching on/off the sensor node architecture
between active and sleep state. In this case, the average
current at a given supply voltage (power consumption) in
sleep state corresponds to value from datasheet for each block
of the sensor node. Power-gating approach uses load switches
for switching on/off the sensor element and the transceiver
block with the aim to switch-off the leakage currents of
inactive elements. As load switch TPS22908 [8] is used. In
this case, the quiescent current for this load switch is used as
average current in sleep state.

IV. EXPERIMENTAL RESULTS

In order to verify our proposal, we have conducted an
analysis for all three mentioned cases. The simulation is
carried out by using Matlab tool. With aim to calculate the
energy consumption for all constituents of the sensor node,
individually, data from the datasheets relating to the average
current are used. The supply voltage of 3V is used. The total
energy consumption is calculated for one year period in
respect to different measurement frequency. Simulation
results in Matlab tool, for active, power-saving and power-
gating mode, are presented in Fig. 4.
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Fig. 4. Total energy consumption in real conditions
By analyzing Fig. 4 we can conclude the following:

1) In general, for both power-saving and power-gating
technique, as the time period between two measurements
increases the energy consumption decreases, but this
reduction is more pronounced in power-gating. For example,
in the case of power-gating mode, when the sensor node
performs measurement every 100 s the energy consumption is
approximately 800 J, while for measurements one times per
day the energy consumption is approximately 50 J. This
implies that the reduction of 16 times can be achieved.

2) Power-gating technique is superior with respect to the
power-saving technique, for any period of measurement. For
example, when the sensor node is activated at every 10’ s, the
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energy consumption is approximately 100 J when power-
gating is implemented, and 500 J for power-saving, while for
active mode is about 1.7%10° J.

V. CONCLUSION

Nowadays, WSNs are widely used in many applications
due to number of advantages such as reduced cost and
flexibility. However, energy consumption in wireless sensor
nodes with non-rechargeable batteries is very important issue.
In this paper we have presented two energy efficient
techniques that can be used in order to extend the lifetime of
batteries. For both techniques we have estimated the energy
consumption of all building blocks of the wireless sensor
node. With aim to show a justification of utilization of the
power gating technique in real applications we have
conducted analysis by using information from datasheets.
Simulation results show that the energy consumption of the
sensor node is significantly decreased when power-gating
technique is implemented (one order of magnitude in regard to
power-saving). The obtained results provide the sensor node
designer to make a correct choice which relate to the power
management technique and selection of beacon time.
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Development of [2C Communication
Based on Logics

Pavel Hubenov

Abstract - The fundamental purpose of this article is to
demonstrate how to develop logic gates based driver for
communication between two different hardware devices via 12C
bus. Once the driver is assembled should be used among
peripheral devices captured on this bus. The scope here is high
level messages based on designed modules. Avoided is
description of low level design which is fundamental for all
blocks. Accordingly, the specification of the system, master and
slave devices could be different quantity but synchronized.
Requirements to the master devices are higher because of its
functionality. The example presents driver to communicate with
EEPROM memory 24C02. Analysis of researched results [1].

Keywords - Logic gates, 12C, EEPROM, CPLD.

I. INTRODUCTION

Inter-Integrated Circuit (shorted as 12C), pronounced I-
squared-C, also called TWI, two wire interface, is a multi-
master, multi-slave, single-ended, serial computer bus.
Differentiating from other buses this one is for onboard
communication.

According to the speed there are several types of the bus
from original 100kHz till reach SMHz ultra-fast mode. Its
application is spread outwards of computer boards. Small
projects which include just a minor functional processor are
equipped with outside located sensors, switches, memories
and etc., communicated via this bus. As a requirement of the
developed driver is accepted original 100kHz clock frequency
because of the wider usage [2].

There are two lines ensured the communication itself —
SDA, serial data and SCL, serial clock, Fig. 1. First one
provides messages which contained strongly defined
structured data. The second one guarantees the clock which is
responsible for synchronization of the provided data. The
driver development is based on strongly recommended
structured messages for 12C bus, Fig. 2.

Properly communication demands to be realized messages
with strongly recommended structured data, Fig. 2. According
to the example using eeprom memory 24C02 and its
specification, there are two different modes — read and write.
The Low Significant Bit statement of the DEVICE ADDRESS
message, LSB, defines which mode is selected — to write, if it
is high level, or to read — low level. Next 3 bits set hardware
adjusted address of the device. Most Significant bits “1010”

Pavel Hubenov is PhD student at Technical University of
Gabrovo, 5300 Gabrovo, 4 Hadji Dimitar street, Bulgaria, E-mail:
pavel hubenov@yahoo.com.

SDA

SCL
Master Slave Slave Slave
Device Device / Device 2 Devicen

Fig. 1. Communication via SDA and SCL lines

are hard cored default starting statements of the message,
Fig. 2a.

When this message is sent on the 12C bus, a slave device,
which has same hardware adjusted address on own pinouts,
will receive and process the contained data. Then it will
response with very short pulse as an acknowledge bit, ACK,
which has to be detected by the master device within SCL is
low levelled. After this bit is processed by the master device, it
sends the second message, containing the address of the
desired byte in the memory, Fig. 2b. An acknowledge bit is
followed to enable the master device’s last message providing
the byte which should be saved, Fig. 2c.

All three messages have to be synchronized referred to
serial clock line, SCL. Basically, every transition occurred on
SDA line — raised and falling edge of the messages has to be
triggered when SCL line is low levelled.

Other case, when “Read” mode is desired, to read the
current written memory cell is necessary to run first message
from Fig. 2a with high level of the low significant bit, LSB.
Then after the acknowledge bit, the memory sent a response
which master device can process [3].

1 O 1] 0[A2| Al| A0 |R/iw ‘ACI\"

DEVICE ADDRESS
a)

A7) A6| A5| A4 | A3 A2 [ A1 | A0 JACK]

WORD ADDRESS
b)

D7 | Do| D5| D4({D3|D2 | D1 | D0 |ACK

DATA

)

Fig. 2. SDA line, message structure



II. DEVELOPMENT MODEL OF THE BASIC MODULES

The block schematic is presented in Fig. 3. A multiplexer
MUX provides all input data to the inputs of a comparator,
which routes it to the inputs of the shift register with parallel
inputs and serial output, PISO. Control Module enables the
shift register sending and the whole 8 bits word loaded on the
multiplexer inputs, is transmitted sequentially on the SDA
bus outwards to the memory. Pulses from this bus are
delivered via internal feedback bus FBy, to Control Module
which pass them through shift register with serial inputs and
parallel outputs, SIPO, to the Comparator. Different pinout is
used, as an input, externally connected outside the integrated
circuit to SDA bus, for monitoring the acknowledge signal
from the memory, called external feedback FBg,. If both
compared messages by the comparator are different an error
occurred. If not, Control Module waits for the low level of the
acknowledge signal, via FBg, and if so, select next channel of
the multiplexer and the same execution is following [4].

A.  Multiplexer

Multiplexer, MUX, module is a tripled 8 bits’ multiplexer
with adjacent data inputs, address inputs and 8 bits output. The
number of the inputs depends on the desired functionality.
Presented one in Fig. 4 is based on 8 multiplexers with 3
inputs each [5].

The number of the inputs of each multiplexer, Nyuxin, 1S in
function of the number of messages, Nygss, to be loaded:

Nmuxin = Numess- (D

According to the specification of the memory device, there
is a mode of sequential reading with more than 3 words. After
that is defined the number of the common addresses inputs,

NMuxadd:
Natusin = 2 NMUXadd @)
DA7-DAQO,
WAT7-WAQO,
D7-D0
PISO \_r> fSCL
T_T fSDA
U :> omparator FBl FBg
“/ X A ﬁ
T SIPO
A
y
faxy Control Module

Fig. 3. Block schematic of the driver

64

DA7 D46 DAO
WA7 WA6 WA0
D7 D6 Do
M M M
U u U
X X X
Y7 Y6 YO,

Common addresses inputs — S1, SO

Fig. 4. Block schematic of the 1-byte multiplexer

The number of the used multiplexers, Nyux, depends on
the number of the bits, Nygssvis, Of each message, i.e. its
length:

Nmux = NuEssbits- 3)

As per the Fig. 2, to load mentioned three 1-byte messages
simultaneously, the multiplexer needs 3x1 byte inputs. In this
case, first message has to be load to inputs labeled as DA7-
DAO(Data Address). Second one, to inputs WD7-WDO(Word
Data) and third one to D7-D0(Data). Another approach is
using one 1-byte input, and dynamically changed data which
transition should be in the meantime between the last bit of the
message and approximately at the same time or around the
acknowledge, ACK, received bit. Disadvantage is rescued
synchronization and complicated extra module to ensure this
delay.

B.  Comparator

Basically, this module compares both 8 bits messages —
input and output one of both shift registers, Fig. 5. They have
to be absolutely the same transferred via internal feedback,
FBy, or external feedback FBg,. Otherwise, there is an internal
problem for the environment itself, or external one over the
hardware connections, if FBg, has failed. In both cases,
Control Module should stop processing and generate warning
on Y. It decides which feedback to be used.

To develop this module is necessary to be defined inputs
for compared words, Ncowmpin:
“)

Neompin™ Numessbits-

This module is peripheral, for verification only, connected
to multiplexer — shift register bus.

il bl vl

B7 B6 B5S B4 B3 B2 Bl BOY
AT A6 A5 A4 A3 A2 Al A0

rrrrrrrd

Fig. 5. Comparator of two 1-byte messages




C. Shift Register with Parallel Inputs and Serial Outputs

Register with parallel inputs and serial output, PISO,
provides messages in pulse sequence, based on D-latches
synthesis, Fig. 6. It is a standard register. The input numbers,
Npisoin, are as follow:

(&)

Npisoin™ Ncompin-

CE

CLK Y
P6 P> P4 P3 P2 P1 PO

TTTTTTTT

Fig. 6. Shift register with parallel inputs and serial output

When is designed this module, should be taken into account
whether it has to be able to memorize the message or not.

If it captures all P7 - PO statements internally, and within
message sending, input statements are enabled to be changed,
the internal triggers have to be reset after the last bit is sent
and before acknowledge bit negative pulse is expired.

D. Shift Register with Serial Input and Parallel Outputs

Register with serial input and parallel outputs, SIPO,
provides messages from pulse sequence to 1-byte parallel
statements, based on D-latches synthesis. Used is a standard
register schematic, with serial input and parallel outputs,
Fig. 7. The number of outputs, Ngpoou, 1S in function of
number of messages length:

(6)

Nsiroou™ Necompin-

E.  Control Module

This module is responsible to process the exact input
clock frequency, to provide it reduced to different modules,
ensures synchronization among all of them, manage enabling
or disabling their functions. Based on the requirement for
fscz=100 kHz, the input counter has to divide fundamental
frequency, fcix, ntimes, Fig. 8, as follow:

n=Tsci/Terk, (7
where 7 is the difference in times. Since SDA and SCL pulses
are shifted to 90 degrees, the shifter sub-module has to ensure

A A

Y7 Y6 Y5 Y4 Y3 Y2 YI YO
CE X
CLK

Fig. 7. Shift register with parallel inputs and serial output
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m

SDA

SCL

Fig. 8. SDA and SCL synchronization

a delay for accurate transition of SDA exactly when SCL is in
the middle of its low level. The delay time m is as follow:

m=n/4, [ pulses of T¢rk ], ®)

ToscL= Tospat m, )
where, Tysc and Tospa are starting zero times in the very
beginning.

Another feature of Control Module is ACK bit detection.
For that purpose, a special sub-module is designed based on a
counter which observes the signal via feedback, currently
selected one. Reaching the last bit, a counter enables the input
of a latch which has to be triggered by the acknowledge bit.
The triggered output runs next operation.

[II. CONCLUSION

The main purpose of the article is to present how is
assembled a driver for communication dedicated to 12C bus
and realized using logic gates functions. The scope of the
designed block schematic is high levelled relationship among
the blocks, because it is mostly byte level but a bit level. How
they communicate onboard and their behavior with peripheral
devices. The strategy is defined according to the complexity of
the project. In the current case, algorithm and modules which
process it, covered basic communications between the driver
and outside located memory. A stress test has been run and
upgrade options are arisen.

The developed schematic ensures sending of structured
frames according to 12C communications messages. It could
be used with different peripherals with minimum changes if
necessary.

An advantage to develop a driver like this is the upgrade
option. All of the mentioned equations are messages based on,
which is fundamental for more complexity communication bus
if is necessary. This approach allows to be implemented
between two hardware devices on one board, which
communicate over upgraded to two bytes’ messages bus for
example, i.e. acknowledge bit confirms after 2 received bytes.



Customized in this way limits it to be applicable within,
between or among, only a group of devices with upgraded
modules but not standards. This upgrade is not a benefit which
is deserved to be achieved at any cost. Another upgrade option
is frequency incrementation. Both should lead to faster and
bigger volume of data transfer, but for customized needs.
Realized communication on this test example is referenced on
fsc;=100 kHz, but easy recalculating to fsc;=2 MHz (this is the
maximum allowed frequency as per equations (7), (8) and (9),
if fo;xk=8 MHz) and testing, provide successfully data transfer
result from Comparator Module. In this case is used internal
feedback to check if bytes are properly transferred and
accepted. And for customized needs this method is more
successful than the first one [6].

Intentionally low-level design and development of
every module is avoided in the description, because using
standard units like registers and multiplexers is recommended.
Mostly, an extra functionality could be added, but it is referred
to Boolean algebra rules and logic synthesis, which could be
added as extra schematics to someone of the standards [7].

For realization of the driver is used complex
programmable logic device. This environment is based on

66

logic gates functions synthesis and allows low level designing
enough.
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Analysis and Design of Ultra Low Voltage Converter

Kaloyan Mihaylov', Juli Zlatev’, Rumen Arnaudov’

Abstract — Micropower energy harvesting often requires
transformation of the voltage from the primary source to
somewhat higher output voltage for powering low power sensor
modules. Ultra low voltage converter construction and details
about the working principle are presented in this paper. Key
moments in the design of such converters are the transformer
and the switching transistor(s). Details are given on usage of
different types of some transistors and transformers, minimum
required voltage levels and later some additional directions for
further work are described.

Keywords — Ultra low voltage, Converter, Energy harvesting,
Sensors, Power supply.

I. INTRODUCTION

Powering sensors and sensor networks often is assisted by
harvesting the required energy. Conversion and condition of
this energy is mandatory, most of the times from ultra low
voltage to somewhat higher voltage. Step up transformers
often work with voltages below 0.5 V and power levels in the
milliwatt range. They’re usually Meissner/Armstrong self
oscillating transformers [1]. Some of these converters have
starting voltage of about 10 mV [2]. The voltage and power
levels on the secondary (or output) winding strongly affect the
type and the properties of the switching element not only in
the light of efficiency. They also define the operating point
levels for the switch. To ensure startup of the converter a
“normally on” device is required. Normally on devices are the
junction field effect transistors (JFET) since they conduct
current with zero gate voltage. Other problems arise including
preservation of the transformer self oscillations, efficiency,
output voltage. The conducted research strives to summarize
the above mentioned problems and to give solution to each
one.

II. CONSTRUCTION OF SELF-OSCILLATING

CONVERTER WITH JFET SWITCH

Fundamental role in the construction of ultra low voltage
self-oscillating step-up converter plays the switching element.
Problems caused by the low voltage include:

- non-linear working region of the transistor;
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- very small driving currents/voltages (according to the
switch type);

- power loss in the transistor;

The JFET transistor comes as the first option for a
switching element in the design of ultra low voltage
converters. Their “normally on” state allow current flowing
through the primary of the transformer, hence magnetizing
currents and induced voltage in the secondary (load) winding.
This way an oscillation process can begin allowing the further
work of the device. Main drawback of the JFET transistor is
the channel resistance which leads to:

- low efficiency (the channel resistance of the common
(non-specialized) JFETs is in the order of tens of ohms);

- low efficiency of the transformation caused by DC flow.
The primary winding usually has very low ohmic resistance
and inductive reactance;

To a certain degree these problems may be solved:

- using several transistors in parallel;

- increasing the primary’s windings and thus effectively
increasing the inductive reactance.
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-Fig. 1. Schematic of self-oscillating step-up transformer

In Fig. 1 the basic schematic of self-oscillating transformer
is shown. Since the transformer windings are in phase, the
current flowing in the primary coil doesn’t turn on the
transistor (it is “on” with zero gate voltage). The oscillation
process started in the LC tank circuit (composed of the
secondary winding of the transformer and the C1 capacitor)
switches off the transistor Q1 (the network R3, Q1, R1 and
D1) in the negative half-cycle allowing a positive feedback.

The diode D1 ensures no forward current flow through the
Q1’s gate (which would otherwise act as a diode to ground).
The resistor R1 limits the gate current flowing back from the
gate (remember that despite field driven, the JFET’s gate is
non-isolated and there is current flow) and may have value of
tens of kiloohms. The resistor R2 ties the gate to ground
preventing operating point shift.



In Fig. 2 the voltage curve at the transistor’s drain is shown
(channel 1, blue line), as well as the secondary voltage with
respect to ground (channel 2, red line). The current drawn by
the source can be easily distinguished (channel 1 voltage
drop).

T

CHZ fF-4@38ml)
M Pos=i496.Eps

Fig. 2. Channel 1 — input voltage (500 mV),
Channel 2 (red line) — gate voltage

The current flowing through the primary coil is measured
across 10 () resistor. It can be seen in Fig. 3 (channel 1, blue
line). Despite the JFET’s high channel resistance it is good to
ensure short rise and fall times in order to maximize
efficiency and to minimize switching losses.

CHi= ZeamUE CHZ= LasuEd Mz5ap

CHZ £ -4@8mL)
M Posid96.8ps

Fig. 3. Channel 1 (blue line) is the current measured across 10 2
resistor. Channel 2 (red curve) is the gate voltage

III. EXPERIMENTS WITH SEVERAL JFET
TRANSISTORS IN PARALLEL

For the purpose of the measurements several BF256B
transistors were used. The power supply voltage is 150 mV.

The transistor gates are connected according to the
schematic in Fig. 1. A 10 k(Q resistor is put between the diode
D1 and each of the gates. The diode D1 is IN5819 and was

found to increase the output voltage (compared to a schematic
without the diode).

In Fig. 4 the waveform of the output voltage can be seen
(channel 1, blue line). The measured peak output voltage for
four (4) transistors in parallel is 4 V. The effective supply
current is 1.2 mA.

The measured values for the peak output voltage versus the
number of the parallel transistors are given in Table 3.

TABLEI
SECONDARY PEAK VOLTAGE AND PRIMARY CURRENT VERSUS THE
TRANSISTORS USED IN PARALLEL

Number of Peak output voltage Primary
transistors [V] current [mA]
4 4 1.2
3 3 1
2 2.86 0.8
1 0.8 0.8
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The increased number of the switches leads to decreased
(overall) channel resistance. From Table 3 the current increase
can be seen for setups with more transistors.

IV. EXAMINATION OF THE MINIMUM START-UP
VOLTAGE FOR DIFFERENT TYPES OF
TRANSISTORS

Increased number of transistors was just shown to increase
the output voltage. Another key point of the ultra low voltage
converters follows to be examined. Important property of the
step-up converter is the minimum startup voltage (or the
minimum working voltage). In this chapter several types of
JFET transistors were used to obtain the lowest working
voltage. The results are shown in Table 4.

TABLE II
MINIMUM STARTUP VOLTAGE FOR STEP UP CONVERTER WITHOUT LOAD

Transistor | U, [mV] Vo Pk [MmV] i [mA]
2SK168 80 500 0.9
BF256B 120 550 0.8
2SK161 50 (120) 400 (1600) 0.4 (0.5)
2SK 193 50 (120) 400 (1500) 0.4 (0.55)
2SK192A 70 (120) 500 (2100) 0.7 (0.67)

The transformer used for the examined minimum startup
(input) voltages in table 4 has ratio 3:300, realized with ferrite
E cores Kaschke E16/5, material K2006, AL value 1050. For
some of the transistors secondary measurement with higher
input voltage is given in parenthesis. One may remark the
decreased consumption with 2SK192A for higher input
voltage. The input current increases slowly together with
increasing the input voltage up to about 100 mV. After
passing the 100 mV input voltage level the current slowly
drops. The effect owes to the better turn off of the transistor.
The higher output voltage has greater amplitude (both
negative and positive) which leads to fully turned off
transistor.




V. EXPERIMENTING WITH DIFFERENT
TRANSFORMERS

So far the changes and the observation of the schematic
concerned the switching element. More information can be
acquired with different types of transformers. 3 market
available transformers produced by Coilcraft and one custom
made transformer were tested. The properties of the
transformers are shown in Table 3.

TABLE III
CHARACTERISTICS OF THE TRANSFORMERS

L L1 L2
nfrill;ter Ratio | primary | DCR DCR (iillz)
uH Q Q
253P 1:20 25 0.2 72 580
123Q 1:50 12.5 0.085 200 360
7528 1:100 | 7.5 0.085 340 230

The custom made transformer (10:300 K.) has turns ratio of
10:300, ferrite core Kaschke E16/5, material K2006, AL value
1050 without air gap.

The effective input voltage, load (if any) and the peak
output voltage are given in Table 4.

TABLE IV
INPUT AND OUTPUT VOLTAGES FOR THE DIFFERENT TRANSFORMERS
Vmer | trnsisor | o | T |
7528 2SK193 L12 80 - 1200
7528 2SK193 L12 500 10000 220
7528 2SK161 Y406 130 - 1680
7528 2SK161 Y406 680 10000 144
752S | BF256B 230 - 1120
752S | BF256B 2000 10000 108
7528 2SK192A 120 - 720
7528 2SK192A 970 10000 100
123Q | 2SK193 L12 90 - 1580
123Q | 2SK193 L12 300 10000 116
123Q | 25K161Y406 150 - 2240
123Q | 25K161Y406 500 10000 100
253P | 2SKI193 L12 180 - 2680
253P | 2SKI193 L12 300 10000 170
253P | 2SK161 Y406 300 - 3400
253P | 2SK161 Y406 670 10000 208
10:300 K. | 2SK193 L12 60 - 1200
10:300 K. | 2SK193 L12 170 10000 120
10:300 K. | 2SK161 Y406 90 - 2000
10:300 K. | 2SK161 Y406 250 10000 120

Measurements with BF256B were conducted only for
single transformer and it was later rejected because the high
required input voltage.
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V1. REDUCING THE CHANNEL RESISTANCE USING A
MOSFET SWITCH

The reason for combining several switching elements in
parallel is the high channel resistance of the JFET transistor.
MOSFET transistor could be introduced to the schematic in
order to optimize the working parameters such as primary
current. The JFET switch should always exists in order to
ensure the device startup and possibly further oscillations.

Attention should be paid when choosing the MOSFET.
Most of these transistors have high gate voltage (up to few
volts for the power transistors). The secondary negative
voltage should satisfy the NJFET requirements, also the
secondary positive voltage should match the working
parameters of the chosen NMOSFET.

In Fig. 4 is shown possible test setup including both
transistors. R1 is used for current measurements. R3 is output
load.

TRW(PW)KI: —
[ ] [ ]
87 D2
Zg D1
R3
H R2 10k
10k
J1
a
NJFET
+
R1

Fig. 4. Schematic of self-oscillating transformer with JFET and
MOSFET switching transistors in parallel

Two MOSFETs utilizing low gate voltage were found
suitable for the schematic shown above. One of them is
CETSEMI CEMS&208 which drain current versus the gate
voltage is shown in Fig. 5. It can be seen that voltages above
0.5 V can satisfy the requirements of the ultra low voltage
converter (depending on the used transformer).

Another transistor conforming to the above mentioned
requirements for low gate voltage is IRLML6344. Its channel
resistance versus the gate voltage is shown in table 5.

The MOSFET’s gate is directly connected to the secondary
coil without any passive element (for reference the NJFET is
connected via rectifier). This is to ensure that the MOSFET
will conduct current from the lowest possible output voltage.
It should be kept in mind that the secondary winding positive
and negative voltage shouldn’t exceed the maximal gate
values as noted in the supplier’s datasheet.
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Fig. 5. Drain current versus the gate voltage for CETSEMI
CEM38208
TABLEV
IRLML6344 Rps VS Vps
Ves Rps Ves Rps
0 - 0.7 310kQ
0.1 - 0.8 ~60kQ
0.2 - 0.9 1.65kQ
0.3 - 1 171Q
0.4 18MQ 1.1 18.2Q
0.5 7.2MQ 1.2 3.5Q
0.6 2MQ 1.3 <1Q

VII. FURTHER IMPROVEMENTS

The analysis stressed on the use of the switching elements
and the transformer. However it can be seen that there is a lot
of space for further improvements. Some of them include:

- Utilization of charge pump in order to fully load up the
transformer (including both the positive and the negative half
cycles).

- Use of synchronous rectifier to increase efficiency and
minimize/exclude the voltage drop in the output stage [3].

- Precise (and efficient) output voltage regulation.

Since these types of generators are often used for trickle
charge or to charge a super-capacitor (the energy is stored for
long time and consumed in short cycles by whatever device is
connected to the output) it could happen so that the storage
element is overcharged. This may be solved using shunt
regulator. However with a view to overall efficiency best is to
shut down the generator while it isn’t needed. This may be
done with a switch to the input of the generator.
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VIII. CONCLUSION

The conducted research gives detailed information on:

- The type of the switching transistor;

- The operating conditions of the generator under load;

The parameters of the converter with different
transformers;

- Details on keeping the oscillations;

- Input and output voltage.

The low input voltage often forces the working point to the
non-linear region of the transistor (see the comments for table
2) which will worsen the working parameters. The schematic
was improved in several ways.

First the NJFET switch was selected so as to ensure
minimum startup voltage.

Second, the JFET’s channel resistance problem is solved
involving several transistors working in parallel.

Since the second option doesn’t give best results, additional
proposition for including a MOSFET switch in parallel with
the JFET is made.

Third, different types of transformers were used to reveal
an important fact, precisely, the transformer’s primary
winding in these converters often has very low inductive
reactance. Ensuring high primary to secondary ratios will
force the engineer to make compromise between the primary’s
inductance versus the turns ratio. The higher the primary’s
inductance, the higher the efficiency.

Last but not least, the conducted experiments give
information on building cheap, simple and reliable ultra low
voltage converter.

The conducted research gives details on the usage of ultra
low voltage step up converters for use with low power
electronics, sensor modules and etc. It provides useful
information on some key moments in the design process.
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Abstract — The paper presents the design of the P
(proportional) controller for integral time-delay systems by
employing a pole placement method. By determining the set-
point conditions on the selection of the dominant poles and the
amplification coefficient of the controllers, systems stability in
the absence of perturbations is guaranteed.

Keywords — P controller, Integral Time Delay Systems,
Lambert W function, Pole placement.

1. INTRODUCTION

There are numerous reasons for a delay in dynamic
systems: the delay of the material, signal, sensor responses...
The systems functioning are not only affected by the current
values of their variables (states), but also by their previous
values, which is why they are difficult to maintain [1].

During system design, the quality of the transitory mode
and system functioning in a static mode need to be taken into
account. The Lyapunov-Krasovskii approach is usually used
for analyzing the stability of time-delay systems (TDS) [2],
but also other traditional approaches, which are extremely
difficult to apply, can be used: the Routh-Hurwitz criterion,
the Nyquist plot [3], as well as numerous other methods
common in literature.

The control of TDS, especially in industry, is carried out by
a proportional-integral-derivative controller (PID) [4],
proportional-integral controller (PI) [5], the Smith predictor
[6] and its modified versions... The desired systems
functioning can be realized only with carefully selected
controller parameters, where various techniques are used; a
pole placement [7], parameter optimization, optimal criteria,
as well as the application of Lambert W function (LWF) [8].

By using the pole placement approach, the paper analyzed
the maintenance of the integral first-order time-delay system
(FOTDS) and the astatic first-order time-delay system with a
proportional controller (P). The sufficient conditions for the
selection of the amplification of the controllers and dominant
poles were established by using LWF [9]. The response
received by simulation was obtained for different values of the
desired poles, and it was shown that the sufficient conditions
were accurately determined. LambertW DDE Toolbox [10]
was used for calculations.

The analysis and the obtained results were classified into V
parts. In the II section, LWF was introduced; in the III part,
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the way of projecting P by using LWF was explained, and the
criteria for the selection of the amplification coefficient of P
and dominant poles were provided, too. In the subsection A,
FOTDS results were shown, while the subsection B displayed
IFORDS results. The response of the control systems
functioning under parameter P was presented in section IV; in
the V part, the conclusion with a suggestion for further
analysis was outlined.

II. LAMBERT W FUNCTION
Lambert W function W(z) is an equation solution

W(z)e"? =z,zeC, €]
where C is a set of complex numbers. W(z) has an infinite
number of solutions and an infinite number of branches W(z)
where ke(- 00, 00 ). If zeR, where R is a set of real numbers,
only two branches W(z) have real solutions (1) and, only if
z>(), then there is one solution W(z),; for -1/e<z<0, there are
two solutions Wy(z) and W (z), Fig. 1.

Lambert W function, two main branches
0 //,/

—Wy(z)
—W, 1(z)

-8
-1 0.5 0

0.5 1
z

Fig. 1. A graph of function W(z)=z for zeR, ke(-1,0)

1.5 2

The range of branches W(z) and the conditions for the
convergence into C, and various numerical methods for
solving problems (1), were explained in [9]. For solving a
scalar and matrix shape (1), Maple and Mathlab can be used.

III. DETERMINING PARAMETER P OF THE
CONTROLLER

Let the transfer functions be: a FOTDS object G,(s) (2), an
IFOTDS object Gy(s) (3), P regulator G.(s) (4), where K,, are
amplification coefficient of the FOTDS and IFOTDS, T, their
time constants, / time delay and K, the amplification of P
controller.



K

G, = 2™ @
G = e 3)
G.(s) = gg; ~K,. 4)

y(®), u(f), e(t) and r(z) denote the output of the coupled
system with the negative feedback of the unit, which has
G(5)G,(s) or G(5)G;,(s) in the direct branch, control signal as
a passage into the object G,(s) or G,,(s) and concurrently as an
output from the P controller G.(s), input signal into G.(s), a
reference signal, and their Laplace transforms Y(s), U(s), E(s)
and R(s), where:

E(s) = R(s) =Y (s), ®)
then the closed-loop transfer with the regulator:
Y(s G, (5)G,,, (s)

7,65 = 2 ©)

CR(s) 1+G.(9)G,,,(5)

A. Determining P parameter for the FOTDS model

By replacing (2) and (4) in (6) the equation below is
obtained:

Y KK e™"
7, (5) =2 _ o ™
i R(s) T,s+1+K,K.e™
A characteristic system equation (8)
T,s+1+K,K,e" =0, (®)

has an infinite number of solutions. Translating it into a
domain of time, a first-order DDE (9) for 7(£)=0 is obtained.

d
d0 1
dt T

m

K K,
y(t)+T—’y(f—h) =0. )

m

Using simple mathematical operations, (8) is translated into
a LWF shape (10), wherefrom (11) is obtained for the purpose
of determining poles of the systems.

1
1 At K, K h —
hs+—)e " =——21L ¢l 10
( Tm) T (10)
1 KKh2t
s, =W (——2L-¢")y—— 11
= i ( T ) e (11)

m m

The selection of the desired poles, in the infinite spectrum
of poles, is reduced to the selection of the dominant poles (the
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closest to the imaginary axis from the complex plane), and it
cannot be arbitrary, but the target poles need to meet certain
criteria. If 4, is a solution of (11), then ;=R {A;}+il,{4;}. In
order for the system to be stable, a condition R,{4,}<0 must be
satisfied; and it was established in [8] and [9] that the
dominant poles are obtained by solving (11) only if ke(-1,0). If
it is (12) then [9] is (13)

h

K,K,h : .
en)=W (2)=&+inz=x+iy, (12)

m=>p

W, (=

x =e*(Ecosn—nsinn), y =e*(ncosn+Esinn).  (13)

K,Kh )
P_e™ ¢ R, it follows that

Considering that z = —
y=e"(ncosn+Esinn) =0, where: n =0V & = —ncotn.

It is, from LWF characteristics, inferred that the solution
(11), and thereby the stability of the system, taking into
consideration that #>0, K,,>0, T,>0, is dependent on a number
of factors:
for z>0, it can be said that:

a) z>(WT,)exp(h/T,),Wy(z)>h/T,,
R.{29}>0 system is unstable
b) 0<z<(W/T,)exp(h/T,), 0<Wy(z)<h/T,,

Re{10}<09 [m {A()} :09 Kp<0
for z<0, it follows that K,>0 and:

c) -1/e<z<0, -1<Wy(z)<0, -1<£<0, #=0,
“1/h-1/T <R {29} <-1/Tm, L,{A0} =0

d) —a/2<z<-1/e, -1+i0<W;(z)<0+i1.5708, £<0, n#0
-1/h-1/T <R {29} <-1/Tp, 0<[,{Ap}<i1.5708

e) -7m<z<-m/2,0+il1.5708<W)(z)<0.5008+i1.8369,

&>0, n£0, -1/T,<R.{Ay}<-1/T,+0.5008/h, I,,{19}#0
from the criterion e) what clearly ensues is that R,{4,}<O0, if
and only if 1/7,>0.5008/h for each W(z), or if {<h/T,, which
further implies that Wy(z)<h/T,+in, where n must fulfill —
ncotn=¢, which is also a sufficient condition for the stability in
this range. From (13) z=x is obtained, wherefrom critical K, is
received, which has the system oscillating in a constant
amplitude with its own oscillation frequency. From the above
it can be said that: if -1/e<z<0, the system is asymptotically
stable and closed and where criteria (12) are valid.

0<k, <dnon L 1y 1
?ehK h T, T,
for —n/2<z<-1/e, the conditions are (13)
—h —h
T T +
e K<
e m m (13)
1 1 1 i1.5708
<A <——+ ,
h h

in which case the conditions of the range stability - 7 <z <—7/2
are already given.

During the P controller projection, the sufficient conditions
for the selection of K, and 4 are (12), (13) and the conditions

are shown in e).



B. Determining Parameter P for the IFOTDS Model

By replacing (3) and (4) in (6) the equation below is
received

Yo KKe"
R(s) T, +s+K,K,e™" ’

T,(s) (14)

Wherefrom a second-order DDE (15) for r(f)=0 is obtained by
translating it into a time domain.

dzy(t)+idy(t)+K,nKp
a’ T, dt T,

m

y(t—h)=0. (15)

By replacing y = x,,x, = x,, in (15)

% = Ax(t)+ A,x(t — h), is obtained, where X, 4, 4, (16)

0 1 0 0
xZ(‘xl’xZ)’TA: 0 _L 7Ad = _Kpr (16)
T, T,

A characteristic system equation (17), is reduced to a
Lambert W shape (18). The introduced unknown matrix
QeC*™ has to satisfy (19). The solution (17) is received (20)
if the condition (19) is met.

S—A— A =0. (17)

W, (4,hQ,)e" W% = h(S, — A). (18)

VV/((Athk )e(Wk(AJhQA)+Ah) —_ Ad]’l. (19)
1

S = ZVV/C(Athk)+A' (20)

The selection of the target poles S, in the infinite pole
spectrum, cannot be arbitrary, but it presents the selection of
the dominant poles (closest to the imaginary axis from the
complex plane); and in [8] it was demonstrated that they are
obtained by solving (20) only for k=0 or k==*I, whereby
dominance is guaranteed. By solving (19) and (20) for the
desired poles, parameter P of the controller is determined.

IV. CHARACTERISTICS OF THE RECEIVED SYSTEMS

C. Characteristics of the FOTDS model

Object G,(s) (2), which is being elaborated on, described in
the part 3.2 [12] has parameters K,=1, 7,,=30, h=1. Based on
the wanted system dynamics, a closed-loop or an oscillating
system, we select poles so that they fulfill the criteria (12),
(13) or e), and then we calculate the parameter K, from (11).
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Fig. 2. The amplitude response for different 1 values

By drawing the dominant pole near the imaginary axis, at
closed-loop systems Fig. 2, which fulfill (12), the system
reaction speed is reduced as well as K, and from the figure it
can be clearly noticed that the system is not an oscillating
system, which confirms the accuracy of (12).

For a desired oscillatory response Fig. 3, moving the
dominant pole towards the imaginary axis, and fulfilling the
condition (13), leads towards the increased maximum
overshoot and the longer settling time, in which case X,
increases.

15

—\=-0.8048+i0.8094, K =15
05 —\=-0.6088+i1.0820, K =20
A=-0.3282+1.3668, K =30

Amplitude, Y

0 10 20 30 40 50 60
Time, t

Fig. 3. The response of the oscillatory system

A borderline case A=1.5917i results in K,=47.7625. The
received system is borderline stable, oscillating with the
constant amplitude and natural oscillation frequency Fig. 4.
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Fig. 4. The response of the system on the borderline of stability
A=1.5917i

The regular selection of K, leads to a stable system of the
desired dynamics. The fact that FOTDS is controlled in this
way shows the error of tracing the reference signal in a stable
state, which, for some systems, is not of the greatest
significance, while for some other systems PI or PID
controllers need to be used.

D. Characteristics of the IFOTDS model

Object Gy,(s) (3), which is being dealt with, described in the
section 2.2 [11] has parameters K,=1, T,=1, h=0.5. By
replacing the values in (16) matrices 4 i A; were obtained.
Considering that the matrix A4, has a double zero value, it



ensues that the matrix 4,420, for any value O, will assume the
following shape:

Therefore, a distinctive value 4440 is equal to zero, which is
why because of the characteristics of LWF [9], Wy(0)=0 for
k=0, W (0)=- oo for k#0, a traditional procedure of making use
of identical branches k;=k, cannot be applied, but rather
hybrid branches k;# k, are used in this case. By determining
that £,=0 and k;e(- 0o, 00 ) the following is obtained:

0

Ny,

0

My,

ano-|

0

W, (my,) Pt
w0

Wi, (A,hQ0) =V 0

where V is a distinctive vector of the matrix As2Q. The
desired dynamics of the system is established by selecting the
dominant poles, whereby solving (19) and (20), K, is
received.

A system without a controller K,=1, Fig. 7 displays the
settling time of 15.5s, 45% of overshoot, and GM=6.64 dB
PM=29.3 deg, Fig. 8.
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Fig. 8. A frequency response of the open-loop system
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By moving a pole onto the left side of the complex plane,
which reduces K, what is received are the overshoot and the
settling time thus, if the projection for PM of around 60
degrees is performed, K,=0.4, the settling time of 10.2 and the
overshoot smaller than 9%, will be obtained Fig. 7.

By moving the pole towards the imaginary axis from the
complex plane, the oscillation of the system is increased, an
increased overshoot and the longer settling time are obtained.
For K,=1.6, Fig. 7, the overshoot is 76% and the settling time
is 39 s.

It is quite clear that due to the first-order IFODTS astatism
the system’s steady state error equals zero, unlike in FOTDS.
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V. CONCLUSION

P controller designed with LWF can be used for controlling
the FOTDS and IFOTDS, if the systems are affected by minor
perturbation, or if the steady state error of the system in the
presence of perturbation does not greatly affect the
functioning of the system. Otherwise, PI or PID should be
used.

In the future, what can be explored is the effect of the
perturbation on this kind of controlled system, as well as the
projection of PI and PID controllers for the IFOTDS by using
the Lambert W method, and the projection of PID controllers
for the FOTDS.
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Sampled-Data Sliding Mode Control Design of Single-
Link Flexible Joint Robotic Manipulator
Abid Raza', Rameez Khan®, Fahad Mumtaz Malik’

Abstract — In this paper, we have designed a sampled data
control law for the single-link flexible joint robotic manipulator
using two different approaches. First, we have designed the
sampled-data sliding mode control (SMC) based on the
continuous time system. In the second approach, we have
obtained the approximate discrete model of the system and then
designed discrete sliding mode control based on this approximate

system. Simulation results have been obtained and a
performance comparison has been presented for both
techniques.

Keywords — Sampled-data control, Sliding mode control,
Robotic manipulator.

I. INTRODUCTION

Robotic manipulators are widely being used in industry are
highly nonlinear systems which often suffer from unmodeled
dynamics and uncertainties. Recently control engineers have
designed controllers for flexible joint robots but it is still very
less as compared to the rigid robots. However, in many
applications, the robotic manipulators have some flexible joints
as well. At the same time, the flexibility of joints may limits
the performance and robustness of the controllers designed for
robots or may lead to instability [1]. Also, the flexibility of
joints can be considered a step for the flexible robot link [2] so
to by studying the flexible joint manipulator can lead us to the
flexible link which helps to have link lighter in weight that
ultimately results in fast robotic motions. If the flexibility of
joint is modeled by the spring, dynamic model of flexible
joints can be obtained. Some advantages of flexible joints
robotic manipulators over rigid manipulators are less control
effort, fast motion, light weight and smaller dimension [3]-[6].

To design sliding mode controller for the flexible joint
manipulator, state variables of each joint, wvelocities,
acceleration and jerks of the link must be known [5]. Since last
two decades, dynamic modeling and non-linear control of
robotic manipulators (flexible) is the area of research which
received notable consideration. To design a control topology
that is efficient and robust, the first and fundamental step is to
develop an accurate dynamic model of a flexible joint robot. In
industrial and space applications, we need the controller that
can reduce the disturbance effects and can cope with modeling

'Abid Raza is with the Department of Electrical Engineering at
College of Electrical and Mechanical Engineering, National
University of Science and Technology, Islamabad, Pakistan, E-mail:
abid.raza@ceme.nust.edu.pk

*Rameez Khan is with the Department of Electrical Engineering at
College of Electrical and Mechanical Engineering, National
University of Science and Technology, Islamabad, Pakistan

’Fahad Mumtaz Malik is with the Department of Electrical
Engineering at College of Electrical and Mechanical Engineering,
National University of Science and Technology, Islamabad, Pakistan

75

uncertainties. For flexible joints, a robust controller should be
designed for the stabilization or tracking purpose that has
negligible link vibration.

For this purpose, different techniques have been suggested
for last two decades. For example, linear quadratic regulation
(LQR) control technique is widely used for such control [7],
another technique which is vastly used is adaptive output
feedback controller based on a back stepping [8]-[10]. In the
case of nonlinear control, feedback linearization is the most
renowned technique that is used for robotic manipulators [11].
The integral control technique described in [12] and [13],
robust control that uses PD control and Heo control, PD fuzzy
and optimal control and sliding mode control [14]. In [15], an
adaptive second order terminal sliding mode controller for
robotic manipulators is proposed.

Almost all the research for control of robotic manipulators
is carried out in the continuous time domain. However, due to
the increasing availability of microprocessor hardware, control
algorithms are now usually implemented in digital controllers.
In this paper, we have focused on sampled data sliding mode
control, as SMC is nonlinear control and is more robust as
compared to most of the conventional control techniques.

In this paper, we have focused on the stabilization of
flexible joint robotic manipulator in discrete time domain.
Sliding mode control is designed using sampled data control
techniques and their comparison is carried out on the basis of
simulation results. This paper is divided into five sections. In
section 2 dynamic modeling of single link flexible joint robot
is discussed. In section 3, sliding mode controller is designed
that would stabilize the robotic manipulator. In section 4
sampled data control techniques are discussed. Using these
techniques SMC is designed for the system, simulation results
are presented to show the comparison of sampled data control
techniques. Section 5 discusses the conclusion on the basis of
these simulation results.

II. DYNAMIC-MODELLING OF FLEXIBLE JOINT
SINGLE-LINK ROBOTIC MANIPULATOR

In this work, we have focused upon the flexible joint single
link robotic manipulator. The dynamic model of single-link
robotic manipulator with the flexible joints is derived using the
Euler-Lagrange equations and is given by [16], [17]

1§, + MgLsing, + k(q, —q,) = 0
Jiz—klg —gq) =1

Fig. 1 shows the model of single link flexible joint robotic
manipulator [18]. g.g4; are the link positions, I describes the
link inertia whereas | is the actuator inertia, the nominal load
is denoted by MgL, k represents the joint stiffness and input
torque is denoted by .



Fig. 1. Model of a single-link, flexible joint manipulator

Using this dynamic model state space model of this robotic
manipulator is derived. State space model of manipulator is
given by

£ = x,
i, = x,
.= xy
2, = —lgcosx, + b+ ¢c)xs + a(xl— c)sinx, + bdu
wher‘iy xy = gythe constants are given by

==, p==, |:;'=_£_.,d=Jlr'andtheinputtorqueis T=1u,
: : i
we have designed a sliding mode controller using this state

space model for the stabilization of this system in next section.

III. STABILIZATION USING SAMPLED DATA SMC
BASED ON EMULATION

Sampled-data control refers to the control of a continuous
system with discrete controller. There are two main techniques
for sampled data control [19] [20].

e Emulation design

e  Approximate discrete model based control design

Emulation design is considered as a simpler method to
design a controller for sampled-data systems. In terms of
system stability and performance, it is also considered as
inferior design technique as compared to other methods. In
designing controller by this technique sampling is completely
overlooked. The continuous controller is discretized, in next
step implementation is done using sample and hold devices.

Fig. 2 shows the block diagram of steps that are followed
during the emulation design. In this technique of control
design, the control law derived for the continuous time system
is discretized. The classical sliding mode control suffers from
chattering. Chattering is a severe problem especially in the
mechanical system because it causes wear and tear in the
system. There are different methods developed to reduce
chattering. A well-known method is the replacement of the

Continuous Continuous Discretize
Time Plant | Time —— Controller &
Model Controller Implement

Fig. 2. Emulation design
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discontinuous signum function with the saturation function
[17]. In this method, the real sliding is replaced with the sliding
in a small vicinity of the discontinuous surface. The chattering
issue can be overcome if we use saturation function instead of
signum function. Consider the sliding surface

S(x)=kyx + kpxp+ kpxa + Ky xy 3)

The following control law has been proposed for the
stabilization of the single link flexible joint robotic
manipulator.
ulk] = o= [k %[k — ke [k — ke x [k —a(x2[k] -

c)sinz, [k]) — £ () sat (5[]

where

_E{.r] = —(oecosxy + b +c)xg+ Fp: fp =0 @)

Stabilization

States

8 10 12
Time(Seconds)

14 16 18 20

Fig. 3. States Stabilization using Sampled Data SMC based on
Emulation

In Fig. 3, state stabilization based on Emulation design is
shown. These simulation results are generated by using
MATLAB/SIMULINK. State x, is the position of the link and
we can see this state stabilizes to the origin within 12 sec. All
other states also stabilize to the origin within a certain time.
This shows that we have designed efficient control law using
emulation that stabilizes all the system states.

IV. STABILIZATION USING SAMPLED DATA SMC
BASED ON APPROXIMATE DISCRETE MODEL
DESIGN

In approximate discrete model based control design
technique, the controller is designed by using the approximate
discrete model of the plant in discrete time domain. For non-
linear systems, exact modeling of the system is almost
impossible so approximate discrete model of the plant is used
to design a controller for nonlinear systems. Then, this discrete
controller is implemented using sample-and-hold devices. In
this paper, we have discussed the controller design for sampled
data control.

Continuous Continuous Discretize
TimePlant >  Time — Controller &
Model Controller Implement

Fig. 4. SMC based on approximate discrete model



Fig. 4 shows the block diagram of steps that are followed
during the sampled data control using approximate discrete
model. Using this technique SMC is designed in this section.
The discretization is done using Euler forward difference
method. The Euler model approximation is

_xlk +1) — x(k)

£(t) -

State space model of manipulator (1) is
£y = xq
£y = xg
£q = xy

#y,= —lacosx, + b + c)xg+ a(xi— c)sinx, + bdu

Using the approximate discrete model of the manipulator
we will design SMC that will stabilize the system. The
approximate discrete model is given by

xalk 4+ 1] = x,[k] + Tx,[k]
xg [+ 1] = x5 (k] +Txg[K]
x3lk+ 1] = xalk] +Tx,[K]

.r4[k"-|— 1] = x,k+ 1] + T(—(acosx, [kK] + b+ ¢ Jxq +
aix; — ¢)sinx, + bdu[k])
Consider the following sliding surface

S[k] = kl J.'l[k] + k_: Xag [lri:] + nri:g Xqg [nri:] + k_1 x4[k]
To stabilize it globally using Sliding mode control law u [k]

ufk] = 7= [=STK] — kT [k — k; T [kl —

EoT x [kl -T2a(xi[k] — c)sinx, [k]) — § (=) sat (5[k])]
where
Bx) = —T*acosx, +b+clig+ fig: iy = 0

The constants are [a b cd ] = [2,1.4.0.2,0.5].

Stabilization

States

8 10 12
Time(Seconds)

14 16 18 20

Fig. 5. States Stabilization using sampled data SMC based on
approximate discrete model

In Fig. 5, state stabilization based on SMC (approximate
discrete model) is shown. These simulations are generated by
using MATLAB SIMULINK. State x,is the position of the
link and we can see this state stabilizes to the origin within 4
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seconds. All other states also stabilize to origin approximately
within four seconds. This shows that SMC designed using
approximate discrete model is more efficient as compared to
the previous technique and it also stabilizes all the system
states.

V. COMPARISON OF APPROXIMATE DISCRETE
MODEL AND EMULATION DESIGN SMC

In this section, a comparison of both sampled-data control
techniques is presented. The simulation is done using
MATLAB/SIMULINK for the implementation of the
controller on robotic manipulator. The results of the
comparison of both techniques are shown in Fig. 6.

In simulation results, stabilization of Single link flexible
joint robotic manipulator using SMC based on emulation
design and SMC based on approximate discrete model are
compared. It is obvious that stabilization of states using
approximate discrete model is quicker than that of SMC based
on emulation design. In the case of SMC based on emulation
design, there are oscillations of states before settling down to
the origin. Also, time taken to stabilize using emulation design
is more than that of approximate discrete model design.
Results of SMC based on approximate discrete model stabilize
the states quickly which shows SMC based on approximate
discrete model is better stabilization approach for single link
robotic manipulator than that of SMC based on emulation
design.

V1. CONCLUSION

In this paper, SMC feedback control for single-link flexible
joint robotic manipulator system is discussed. Two approaches
for the design of sampled data sliding mode control are studied
and simulation results are presented. It is clear that the SMC
based on approximate discrete model is better as it stabilizes
the states in less time for the same parametric values of the
system. Moreover, by using SMC based on approximate
discrete model the region of attraction is increased as
compared to emulation design. The main outcome of Sampled
Data SMC is the robustness. It (SMC based on approximate
discrete model) is more robust against disturbance to
conventional techniques used for robotic manipulator control
(feedback linearization). SMC based on approximate discrete
model has the insensitivity to parameter variations to a larger
extent (greater region of attraction), fast dynamic responses
and better disturbance rejection which is required for the
smooth motions of the robotic manipulator.

Now sampled data control is becoming popular than the
continuous time. The sampled data controls that are derived
and simulated can be further extended to sampled data
observer. The states can be estimated with the help of an
observer so we do not need to have sensors on all states. This
work can also be extended for the n-link flexible joint robotic
manipulator. Based on this work, a robust controller can also
be designed for the tracking problem for the robotic
manipulator.



Stabilization

1 T T T 7

------- SMC based on CT System

= SMC based on ADTE System [ |

0.5
o N o A,
g 0N - =
P H S,
)] [} 4
Y ¢
4 !
-0.5 7

=
<2,
>,

| 0 2 4 6 8 10 12 14 16 18 20
Time(Seconds)
(a)
Stabilization
0.5 —
G SMC based on CT System
l." ‘\ SMC based on ADTE System
0 7 o
N \ / {
x H
2 05 7
5 V ;
a &
-1.5
0 2 4 6 8 10 12 14 16 18 20
Time(Seconds)
(b)
Stabilization
1 T T T T T
SRV N N N SMC based on CT System
7 \ Y —— SMC based on ADTE System
o1+ S sems
S T T
2 [":
x 'y
L
i)
)
5
-2
-3
0 2 4 6 8 10 12 14 16 18 20
Time(Seconds)
(©)
Stabilization
10
| l l | |
"""" SMC based on CT System
5 SMC based on ADTE System | |
< «\
B3 =
Q
I S s
7]
-5
-10
2 4 6 8 10 12 14 16 18 20
Time(Seconds)

Fig. 6. Estimated States Comparison of approximate discrete model,
Emulation SMC: (a) State X stabilization, (b) State X, stabilization,

(c) State X5 stabilization, (d) State X, stabilization

78

[7]

[10]

[11]

[12]

[13]

[14]

[15]

[16]

[17]

[18]

[19]

[20]

REFERENCES

L.M. Sweet, and M.C. Good, "Redefinition of the Robot Motion
Control Problem: Effects of Plant Dynamics, Drive System
Constraints, and User Requirements", 23 IEEE Conf. on Decision
and Control, pp. 724-732, Las Vegas, Nev, USA, 1984.

H. Asada, Z.D. Ma, and H. Tokumaru, "Inverse Dynamics of
Flexible Robot Arms. MODELING and Computation for Trajectory
Control", Journal of Dynamic Systems, Measurement and Control,
vol. 112, no. 2, pp. 177-185, 1990.

M.C. Chien, and A.C. Huang, "Adaptive Control for Flexible-Joint
Electrically Driven Robot with Time-Varying Uncertainties", [EEE
Transactions on Industrial Electronics, vol. 54, no. 2, pp. 1032-
1038, 2007.

N. Lechevin, and P. Sicard, "Observer Design for Flexible Joint
Manipulators with Parameter Uncertainties", /IEEE International
Conference on Robotics and Automation (ICRA'97), vol. 3, pp.
2547-2552, Albuquerque, NM, USA, April 1997.

P. Tomei, "An Observer for Flexible Joint Robots", [EEE
Transactions on Automatic Control, vol. 35, no. 6, pp. 739-743,
1990.

I. Hassanzadeh, H. Kharrati, and J.-R. Bonab, "Model Following
Adaptive Control for a Robot with Flexible Joints", IEEE Canadian
Conference on Electrical and Computer Engineering (CCECE'0S),
pp. 1467-1472, Niagara Falls, Canada, May 2008.

M.A. Ahmad, "Vibration and Input Tracking Control of Flexible
Manipulator Using LQR with Non-Collocated PID Controller", 2
UKSIM  European Symposium on Computer Modelling and
Simulation, pp. 40-45, September 2008.

W. Yim, "Adaptive Control of a Flexible Joint Manipulator", /EEE
International Conference on Robotics and Automation (ICRA'01),
pp- 3441-3446, May 2001.

J.H. Oh, and J.S. Lee, "Control of Flexible Joint Robot System by
Backstepping Design Approach", IEEE International Conference
on Robotics and Automation (ICRA'97), vol. 4, pp. 3435-3440,
April 1997.

F. Ghorbel, J.Y. Hung, and M.W. Spong, "Adaptive Control of
Flexible-Joint Manipulators", I[EEE Control Systems Magazine, vol.
9, no. 7, pp. 9-13, 1989.

S. Moberg, and S. Hanssen, "On Feedback Linearization for Robust
Tracking Control of Flexible Joint Robots", 17" IFACWorld
Congress Seoul, Korea, July 2008.

L.C. Lin, and K. Yuan, "Control of Flexible Joint Robots via
External Linearization Approach", Journal of Robotic Systems, vol.
7, no. 1, pp. 1-22, 2007.

M.W. Spong, K. Khorasani, and P.V. Kokotovic, "An Integral
Manifold Approach to the Feedback Control of Flexible Joint
Robots", IEEE Journal of Robotics and Automation, vol. 3, no. 4,
pp. 291-300, 1987.

J. S. Yeon, and J. H. Park, "Practical Robust Control for Flexible
Joint Robot Manipulators", [EEE International Conference on
Robotics and Automation (ICRA'08), pp. 3377-3382, May 2008.

S. Mondal, and C. Mahanta, "Adaptive Second Order Terminal
Sliding Mode Controller for Robotic Manipulators", Journal of the
Franklin Institute, vol. 351, no. 4, 2014, pp. 2356-2377.

APA H. K. Khalil, Nonlinear Systems, 3rd Edition (prentice Hall),
2002.

M.W. Spong, and M. Vidyasagar, Robot Dynamics and Control,
John Wiley & Sons, New York, NY, USA, 2006.

M. Moez Belhaouane, M. Faiez Ghariani, "Improved Results on
Robust Stability Analysis and Stabilization for a Class of Uncertain
Nonlinear Systems", Mathematical Problems in Engineering, vol.
2010 (2010), Article ID 724563.

D.S. Laila, "Design and Analysis of Nonlinear Sampled Data
Control Systems", PhD Dissertation-Department of Electrical and
Electronics Engineering, the University of Melbourne, April 2003.
F. Mumtaz, "Sampled Data Control Based on Discrete Time
equivalent Models", PhD Dissertation-Department of Electrical
Engineering, NUST College of Electrical and Mechanical
Engineering, Pakistan 2009.



& ICEST

Serbia, Ni§, June 28 - 30, 2017

Guidance and Control System for Platoon
of Autonomous Mobile Robots

Vesna Antoska-Knights', Zoran Gacovski’, Stojce Deskovski’

Abstract — This paper presents a concept of platoon
movement of autonomous vehicles (smart cars). Autonomous
vehicles have Adaptive or Advanced cruise control (ACC)
system also called Intelligent cruise control (ICC) or Adaptive
Intelligent cruise control (AICC) system. These vehicles are
suitable to follow other vehicles on desired distance and to be
organized in platoons. To be able to do research to the control
and stability of an AGV (Automated Guided Vehicles) string, a
car-following model is being determined. To do this, first a single
vehicle is modelled and since all cars in the platoon have the
same dynamics, the single vehicle model is copied ten times to
form model of platoon (string) with ten vehicles. To control this
string, equal PID controllers are applied to all vehicles, except
the leading vehicle. For control of vehicle with nonlinear
dynamics combination of feedforward control and feedback
control approach is used. For simulation and analysis of vehicle
and platoon ov vehicles Matlab/Simulink models are designed.

Keywords — Platoon of vehicles, Smart cars, Adaptive cruise
control (ACC), Intelligent transporttation system, String
Stability.

[. INTRODUCTION

Grouping vehicles into platoons is a method of increasing
the capacity of roads. An automated highway system is a
proposed technology for doing this. Platoons decrease the
distances between cars using electronic, and possibly
mechanical, coupling. This capability would allow many cars
to accelerate or brake simultaneously. Instead of waiting after
a traffic light changes to green for drivers ahead to react, a
synchronized platoon would move as one, allowing up to a
fivefold increase in traffic throughput if spacing is diminished
that much. This system also allows for a closer headway
between vehicles by eliminating reacting distance needed for
human reaction.

Today — this field is widely explored and implemented in
practice. SARTRE is a European Commission FP7 co-funded
project [1]. It is built on existing results and experience and
analyse the feasibility of vehicle platoons (consisting of both
trucks/busses and passenger cars) as a realistic future
transport and mobility concept. Crawford et al. [2] examine
the sensory combination (GPS, cameras, scanners) to fulfill
the task of following. Other authors (Halle et al. [4]) consider
the car platoons as collaborative multi-agent system. They
propose a hierarchical architecture based on three layers
(guidance layer, management layer and traffic control layer)
which can be used for simulating a centralized platoon (where
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Sciences — Veles, Macedonia, E-mail: vesna_antoska@gmail.com

2Zoran Gacovski is with the European University-Skopje,
Macedonia, E-mail: zgacovski@yahoo.com

3 Stojce Deskovski is with Technical Faculty-Bitola, Macedonia, E-
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a head vehicle-agent coordinates other vehicle-agents by
applying its coordination rule) or a decentralized platoon
(where the platoon is considered as a team of vehicle-agents
trying to maintain the platoon).

This paper is organized as follows: Section 2 presents
deriving of dynamic vehicle model and its linearization.
Section 3 presents concept of vehicle control system. Section
4 is reserved for vehicle platoon modeling and control.
Section 5 discusses simulation results given using
Matlab/Simulink models of the vehicle and platoon of
vehicles.

II. DYNAMIC VEHICLE MODEL

In this section we present mathematical model of
longitudinal motion of the vehicle which is relevant for
platoon modeling and control. For modeling in this case it can
be used two coordinate systems(see Fig. 1): vehicle-fixed or
body-fixed coordinate system, B(C;x,z), and Earth-fixed coor-
dinate system, E(O;x,,z,). Velocity of the vehicle has compo-

nents along x an z axes, i.e. Vg =[u,v]T . Fig. 1 shows free

bo-dy diagram of a vehicle with mass m. Vehicle is inclined
upon angle € with respect to horizontal plane (slope of the
road).

-z,

Fig. 1. Forces acting on a vehicle

The diagram includes the significant forces acting on the
vehicle: g is the gravitational constant; D, is the aerodynamic
force; G=mg is the weight of the vehicle; F; is the tractive
force; R, is the rolling-resistance force; and ma,, an equivalent
inertial force, acts at the center of mass, C. The subscripts f
and 7 refer to the front (at B) and rear (at A) tire-reaction
forces, respectively.

Application of Newton’s second law for the x and z
directions gives [8]:

mi=F, +F,—-Gsin0-R, —R,,—-D,

my=0=GceosO—F,-F,

(1
(@)
The aerodynamic-drag force depends on the relative

velocity between the vehicle and the surrounding air and is
given by the semi-empirical relationship:

1 1
DA :EpCdA_f(u+uw)2 :EC'air(u—’_uw)2 (3)



where p is the air density (= 1.202 kg/m’ at an altitude of 200
m), Cy, is the drag coefficient, 4,is the frontal area of the
vehicle, u is the vehicle-forward velocity, and u,, is the wind
velocity (i.e.,positive for a headwind and negative for a tail-
wind). The drag coefficient for vehicles ranges from about
0.2 (i.e., streamlined passenger vehicles with underbody
cover) to 1.5 (i.e., trucks); 0.4 is a typical value for passenger
cars [8].

The rolling resistance arises due to the work of deforma-
tion on the tire and the road surface, and it is roughly
proportional to the normal force on the tire:

Rx = R){f + er = fr(F;f + F;r) = f,mg cos® (4)

where f, is the rolling-resistance coefficient in the range of
about 0.01 to 0.4, with 0.015 as a typical value for passenger
vehicles.

For farther consideration we use equation (1). Equation
(1) is nonlinear in the forward velocity, u(¢t) but otherwise is

a simple dynamic system: it only has one state variable. So,

what are the main challenges incruise-control design

problems? The difficulties arise mainly from two factors: (1)

plant uncertainty due to change of vehicle weight, and (2)

external disturbances due to road grade. Thus, a good cruise-

control algorithm must work well under these uncertainties.
Equation (1), using (3) and (4) can be rewritten:

mu = F, —mgsinf — f,mgcos0 —% C,, (u+u,) 5)

where C,;. = pA,.C, is a constant.
Equation (5) is used for creation of nonlinear Simulink
model of the vehicle in the platoon.

For analysis of the dynamics and stability of the vehicle
and string stability of the platoon we need a linearized model
of the vehicle.

In vector-matrix form the linearized system gets form [3]:

iR A R G
Km m m

III. VEHICLE CONTROL SYSTEM

In cases when the real vehicle is with nonlinear
dynamics (in our case equation (5) for longitudinal dynamics)
it is very useful to implement combination of feed-forward
control and feedback control approach, presented on Fig. 3.

The feed-forward control is formed on the inverse model
of the object and on the generator of nominal trajectories

which generates the desired trajectory X°(¢). This desired

trajectory is based on the previously prepared data or from the
process of operation of the system based on the measured
data. For realization of this trajectory it is necessary that
regulator in feedback is present, which will generate the
needed control Au(z) for elimination of the error of the

trajectory of the object from the desired trajectory. This
provides stabilisation of the control process of the object.

The sum control u(t) of the moving object from Fig. 3,
when the linear regulator is formed by the matrix K(?), is
given with the following relation:

u(t) =u’ () + Au(®) =u’ (1) - K()Ax(t) = u° (1) - KO)[x(t) - x° ()] (7)

The syntesis of the control law given by equation (7) is
performed in two steps. In the first step the nominal control

u’(¢) is determined under assumption of ideal conditions i.e.
when no disturbances are present.

Control law for nonlinear object ot
x'(0) Feedforward | % ®
controller

+
Au(r) u(?) Object x(7)

¥ — (Vehicle) ‘]

Fig. 2. Concept of feed-forward and feedback control system
of nonlinear object

Feedback

Trajectory
controller

Generation

x(7)

According to the described concept (Fig. 2), the control
laws for vehicles can be developed. In this paper feed-
forward control is determined based on (6) for nominal
tractive force which present nominal control.

Feedback controller, which provides stabilization of the
object around the nominal trajectory, can be designed using
linearized model. Under assumption that the dynamic
behavior of the object with respect to the nominal trajectory is
linear, as described with (6), for the control Au(f), we can

apply methods for synthesis developed for linear systems:
PID controller design, Linear Quadratic Regulator (LQR),
methods for pole placement, adaptive optimal control etc.[3].

In this paper PID control design approach is used and PID
feedback controller is obtained based on linear model of the
vehicle derived above with parameters determined using
numerical values. For simulation and testing of vehicle
dynamics and vehicle control system Simulink model is
developed which is shown in Fig. 3.

Module reference inputs, generate reference acceleration
a,, velocity v,, and position x,, similar like the leader of the
platoon. These signals go to the PID controller where are
processed according to:

K
u=AF, =K, (x, -x)+—L(x, - x)+Kp(v,-v)  (8)
S
where K, K;, and K, are proportional, integral and derivati-

ve gains of the controller, a, v and x are real acceleration,
velocity and position of the vehicle.

w00 0 -

. Nominal contrel - open loop 3 2
aFx
dFxl- } o Fx v
Fx v
20,v0.x0 - Ll N
x | - w=dfx dlose loop x
>

Referece w=dFx

inputs ¥ v
PID control

Fig. 3. Simulink diagram for the vehicle control

v

v

v

Vehicle dynamics svx

Module Nominal control, Fig. 3, consists of equation (6),
and module Vehicle dynamics, which is based on full
nonlinear model, equation (5).

Simulink model in Fig. 3 can be used for open loop, and
closed loop simulation of the controlled vehicle.



IV. CONTROL OF A PLATOON OF VEHICLES

Platooning requires another level of control beyond
individual vehicles. Two fundamentally different approaches
to platooning have been suggested: (1) point-following
control, in which each vehicle is assigned a particular moving
slot on the highway and maintains that position [5]; and (2)
vehicle-following control, in which each vehicle in the
platoon regulates its position relative to the vehicle in front of
it based on information about the lead vehicle motion [6] and
locally measured variables (i.c., its own motion and headway
to the vehicle in front). In this paper we discuss the vehicle-
following control approach, which is the focus of most
current research and development work in the area [8].

z{) XL ZL
R}
X2
X
E a
- — — — Lt
- 4 ) BV b 1 b XL
o dxy, =x3— X, dxy =x)—x3 dxy = x; —x, dx) =x; —x Xo
L =x; —x
— L
h=x-x
= h=x —x
4 =X, =Xy

Fig. 4. Configuration of platoon with 5 vehicles

Movement of the vehicles we observe in the inertial (or
absolute) coordinate system G(O;x,,y,) which is fixed to the

road with origin in the starting point, O (Fig. 4). Positions, x; ,
velocities, v, =, and accelerations, a,=v,, i=1,1,2,3,4,
measured with respect to G(O;x,,y,), are absolute quantities.
Coordinate system L(L;x,,y,), see Fig. 4, is fixed to the

vehicle-leader with origin in the center of its mass. Relative
position, velocity and acceleration of the vehicles with
respect to L(L;x,,y,)are denoted as: [ =x, -x,, v, =V,

-V,

a,=a; —a;, i=1,2,3,4 respectively.  Distances  between

vehicles are denoted as dx, =x_,—x;,i=L,1,2,3,4, and
relative velocities and accelerations of the vehicles with
respect to vehicle in front of them are respectively:

dv; =V =V =X X

- X;,

da,=a;_,—a;, =X;_—X;, i=L,1,2,3,4.

Based on Fig. 3, and mathematical model of individual
vehicle together with its own control system - Matlab/-
Simulink model of the platoon of 10 vehicles is developed.
The main Simulink diagram of this model is shown in Fig. 5.
In this model each vehicle gets information about
acceleration, velocity and position of the previous vehicle,
and also gets the same information about vehicle-leader.

Using vehicle model (5), if §=0and V,, =0, we can find

acceleration of the vehicle in this form:
. 1
u=a-=

- ©

Substituting (8) in (9) we can find acceleration written for
i-th vehicle:

1
(Fx _frmg _Ecairuz)s EY = AFx +Ex0

Ky
~(x;_ —x; —hd;)+
s (zl ) (10)

. 1
+Kp (Vi —v)+ Fyg— fomg ) Cairu[2 ),

a; = i[Kpl-(xl-_1 —x; —hd;)+
m
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where hd; is constant distance between i-1-th and i-th

vehicles. Deriving (9a) we can get jerk which act on the i-th
vehicle ( F, and f.mg are constant), and using relations:

(11)
(12)
we can find:

& =K, (-, )+ Ky (0 =)+ Kpi(ay —a)~Cpu’ay]. (13)
m

Equations (11), (12) and (13) represent linear state space
model of the i-th vehicle in the platoon. Variables
Xy, vy, and @, , —a, in equation (13) are input variables for
the i-th vehicle and they are position, velocity and
acceleration of the previous, or i-1-th, vehicle.

Equations (11)-(13) can be used for generation state space
model of string of several vehicles. This model is useful for
stability analysis of the string using techniques of linear
control theory. Here we form model for string of three
vehicles: vehicle-leader, and two vehicles-followers. Outputs
of the vehicle-leader generate input variables, x,, v,, and q, ,

for the first vehicle in the string. Other two vehicles are
described with equations obtained from (11-13) if we put
i=1,2, and for i=1->i-1=L (L-index for vehicle — leader).

For a platoon of vehicles, beside individual vehicle
stability, is defined string stability of the platoon [8, 9]. If the
preceding vehicle is accelerating or decelerating, then the
spacing error could be nonzero; we must ensure that the
spacing error attenuates as it propagates along the string of
vehicles because it propagates upstream toward last vehicle.

Linear model of the string of three vehicles (vehicle-
leader and two vehicles-followers) in vector-matrix form is
given with equation (14) and (15):

0

0 1 0 0 0
X 0 0 1 -1 0 0 X
dx, 0 0 0 0 1 0 dx, 14
M 0 0 0 0 0 1 v ( )
= +
V2 —Kn 0 —Kni 0 —Kp1 = Cot 0 V2
q m m m a
) 0 K Kpy —Kp Kpy —Kpy =Coptt® |L %
L m m m m m |
0 0 0 0 0
0 0 0 8 2
0 0 0 ||x
0 0 || hd
+ 0 0 0 v |+
K, hd,
Ky Kp Kp |L%
mom o m "
0 0 0 o Ko

If we select for outputs distance between vehicles, dx, ,

and velocities v, and v,, we can form output vector,

y =[dx, v vz]T , as:

dv,] [0 100 0 0] [0 0 0]x
y=| v [=/0 0 1 0 0 0|x+[0 0 0w, 5)
v, | 10001 00| |00 0]g

Stability analysis of the individual vehicle and platoon of
vehicles can be made in Matlab using their linear models and
compute poles of the system or find gain and phase margins
with help of Nyquist plot. For example, for string of two
vehicles-followers, using model (14) and parameters, we can
find eigenvalues or poles, p,..., ps .



-1.2690 ,-1.2690, -0.5306, -0.5306, -0.0149, -0.0149
which are real and negative, and system is stable. These
results are given for parameters of the vehicles and PID
controllers given in Section V.

V.SIMULATION RESULTS

We have simulated a platoon with 10 vehicles. Fig. 5
presents basic SIMULINK block diagram for the platoon
model. All vehicles are the same with parameters.
Parameters used in simulations are: m=1000 kg mass of the
vehicles, p =1.2 kg/m’ - air density, A,=12 m’ - frontal area
of the vehicle, C,/~0.5; % drag koeficient, f. =0.01 - rolling
resistance coeficient, g=9.81 - gravity acceleration,
Cair= 0.5*C4*As*p,=0.234 - constant, F, , = f,mgcos0 =73.6
- rolling resistance force, u=20 m/s - velocity of the vehicles.
Desired distances among vehicles are dx;;=50 m, Parameters
of PID controllers are: Kp=700, K;=10, and Kp~=1800.
Vehicle-Leader generates acceleration, velocity and position
which are shown in the pictures below.
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S avl —Pe vl S av B BN S avl
avxs| aux| auxT 2k 2ux8 f—
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Vehicle 5 Vehicle & Vehicle 7 Vehicle Vehicle 8 |
Outputs

Fig. 5. Matlab/Simulink model of the platoon of 10 vehicles
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Fig. 6 shows velocity profile of the vehicle leader and
responses of vehicles — followers.

Fig. 7 shows distance errors between vehicles for the
same inputs. Fig. 8 shows positions of the vehicles in the
platoon when each vehicle gets information for acceleration,
velocity and position only for previous vehicle.

Absolute vehicle velocities

Vehicle velocities, vi [m/s]

Fig. 6. Trapezoidal change of vehicle-leader velocity and
responses of vehicles in the platoon

In this situation errors in positions between vehicles are
smaller. It is known in the literature that information for
vehicle-leader movement and inter-vehicle communication
influence to better control and string stability of the platoon.

VI. CONCLUSIONS AND FUTURE WORK

In this paper we have developed a nonlinear and linearized
model of the longitudinal motion of the vehicle. Feedforward
control and feedback PID control approach is applied to
design vehicle controller. Using this vehicle model with its
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Distance errors between vehicles

Distance errors between vehicles,[m]

Fig. 7. Distance errors between vehicles
Absolute vehicle positions
1000

Vehicle positions, xi [m]

t[s]
Fig. 8. Positions of the vehicles

designated control system model of platoon with ten vehicles
is developed. In this model vehicles can get information for
acceleration, velocity and position for previous vehicle and
for movement of the vehicle —leader. String stability of the
platoon is discussed and transfer function of the string useful
for stability analysis is presented. Based on the developed
models Matlab/Simulink models are created which can be
used for simulation and performance analysis of the vehicle
dynamics and platoon’s control system.

In future work, we plan to develop more accurate models
of the vehicles and platoons. We plan to design and test
different then PID control laws, for example LQR and Fuzzy
logic control. Realization using different sensors and wireless
communication among vehicles will be our interest in future.
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Evaluation of Variances in Infrared Thermography of a
Human Face During the Mental Workload

Kalin Dimitrov', Stanyo Kolev?, Hristo Hristov> and Viktor Mihaylov*

Abstract — The aim of this study was to explore the
relationships between the temperatures of different areas of a
person's face in mental workload (MWL). Correlations between
points and areas and assessments have been sought and made of
the averages and variances during the experiment with a group
of people. The brains of these people were initially at rest, and
then were loaded with arithmetic calculations.

Keywords — Infrared thermography, Facial thermal image,
Nasal skin temperature, Radiometry.

1. INTRODUCTION

In the present day, push-button calculators and computers
are commonly used and play a crucial role in our lives. This
will undoubtedly increase in the future as programs become
more sophisticated and the speed of machines increase and
their size and price decrease. Unfortunately, this has led to a
reliance on the calculator even for simple calculations: the
student automatically reaches for his/her calculator as soon as
he/she sees an addition or multiplication question which has to
be done.

The dependency on calculators, in lieu of the natural mental
skills of humans, could lead to a loss of intellectual dignity.
As calculators get more and more sophisticated they can do
more and more complicated jobs: drawing graphs, solving
equations and differentiating and integrating. Ultimately, all
mathematical processes which the mind is capable of, could
be done with the calculator. This demonstrates that we do not
practice only mathematics which the calculator cannot do but
that we practice mathematics for its ability to develop the
mind [1-5].

The innate ability of humans to solve mathematical
problems without regard to applications is a time-honored
method to keep one’s mind stimulated [6-9]. One becomes
more familiar with how numbers interact. If someone can't
add and subtract without the help of a calculator, it can
certainly reflect poorly on him. It is the fact that calculators
are most useful in a setting that requires either things that are
essentially impossible for humans to compute at any
reasonable speed or for calculations with rather large
numbers. For two digit addition, not using a calculator should
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actually be faster, given that you have learned the techniques
well.

The increasing of mental workload, which is caused by
using the appropriate choice of arithmetical tasks, is suitable
for the estimation of changes of human body processes [10-
14]. Here we will study temperature fields changing on the
human face [15]. In our research group, we have studied ideas
to evaluate and estimate correlations using facial thermal
imaging as measured by infrared thermography [16,17].

Thermal image techniques have been widely used in
industry for detecting the faults online of operating
components or systems [18-24]. Furthermore, the technology
can also be extended for personal identification recognition
[25]. Here we investigate how the distribution of blood
flow in superficial blood vessels causes the changes of the
local skin temperature. This is readily apparent in the human
face where the layer of flesh is very thin [26,27]. The
human face and body emit both the mid and far infrared
(8-12um) bands [24]. Therefore, mid and far infrared thermal
cameras can sense the temperature distributions in the face at
a distance to produce thermal images.

The advantage of using skin temperature is that, unlike the
measurement of electrophysiological indicators, the method
obviates the need to attach sensors, hence it is possible to
measure the mental workload by using low-bound and non-
contact methods. However, this method uses time series data
and is a relative evaluation based on the comparison of resting
and task loading, thus providing feedback of the results of the
analysis is time consuming.

II. THEORY

Any object with temperature higher than absolute zero
degree (-273°C) will emit electromagnetic radiation
spontaneously [21]. This is known as natural or thermal
radiation. By definition, all incident radiation will be
absorbed by a black body in a continuous spectrum according
to Planck [28].

Many methods are based on the extraction of the forehead
and nose temperature for performing the evaluation and
estimation [29]. However, this approach does not consider the
correlation between different points/areas. The proposed study
enables parts or areas of temperature change other than the
nose to be captured.

This presents the possibility of accurate evaluation and
estimation at levels that are more sensitive than the
conventional methods.

In general, physiological indices are often used as an
indication of autonomic nerve activity derived from indicators
such as the heart rate, respiration, blood pressure, myoelectric
properties, and electroencephalogram (EEG) measurements
[30].



III. EXPERIMENTAL SETUP

We have investigated the evaluation of the physiological
mental state to determine the mental workload by using a heat
image of the skin temperature of the whole face, as measured

by infrared thermography (Fig. 1).

Subject

IR camera

Stat End

Rest—5 min | Task—5 min

30 sec | 30 sec | 30 sec |

b

Fig. 1. Experimental setup
a-positions in space, b-timing of the experiment

For a workload we have used tasks with subtraction and
adding of numbers [2,31].

At the beginning, the skin surface of all participants needed
to be tempered so as to avoid the impact of previous outdoor
temperature [32]. We provided a constant ambient
temperature and relative humidity, without forced air
movement and closely located heat or cooling systems. We
tried to be sure that the results in temperature change are
connected only with psychological factors. After completing
the experiment we have visually checked thermography
pictures to make sure of their quality. During the experiment
we used tasks, printed on regular paper. We chose this option
to avoid the additional influence of the computer screen.

Experimental design is relatively simple and inexpensive
making it easy to achieve. All this combined with the
openness of the person’s face as part of the human body
makes this method suitable, available and promising for very
different future research. The measurement is non-contact,
non-invasive, and safe for participants and the environment
and does not depend on the brightness in the visible spectrum,
making it easy to apply. It makes it possible, by recording the
IR image, to trace the change in the response of the brain and
nervous system respectively on blood circulation and
metabolism expressed by a corresponding change in the
temperature of certain parts of the human face.

Infrared camera that we used was FLIR E40 [33].

IV.RESULTS

We planned the course of the experiment. We informed the
ethics committee of the Technical University of Sofia (where
the experiment took place). We received approval from the
ethics committee. We informed the participants about the
nature of the study and familiarized them with the equipment.
We received their written informed consent to participate in
the experiments, as explained to the participants, that they can
withdraw from it at any time.

We did experiments involving more than 16 people. For
various reasons we decided to use the results of six of them.
For every person we did 21 shots. 10 at state of rest and 11 in
a state of MWL. We processed pictures with FLIR tools
version 5.12.17041.2002. In the settings we used 0.98 as value
for emissivity coefficient [24]. We chose 7 regions of interest,
as can be seen from Fig. 2. From each zone we took average
temperature value and then arranged in a table. Since the table
is more than 100 lines we have not presented it here.

In Table I we present a summary of temperatures (min, max
and average values) for all participants for all zones of
interest.

30,8 °C
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32.2°C
34,0 °C
34.8 °C
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Average
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¥
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Fig. 2. Example of infrared image taken during the experiments

TABLE I
SUMMARY OF THE TEMPERATURES IN ZONES (ELLIPSES)

Ell EI2 EI3 El4 EIS EI6 EI7

min 30,7 29,8 22,2 31,4 31,1 30,1 31,7
max 34,7| 34,3 34,1 35,2 352 34,5]| 350
average 33,01 32,6 28,0 33,7 33,7| 32,5| 338
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We detected that the absolute temperature in different zones
of the various participants varies within a wide range. For this
reason we turned to the use of central statistical moments [34].
We calculated variances for every person divided for cases
“rest” and “MWL” Table II.




TABLE II

VARIANCES

person | EI1 EI2 EI3 El4 EI5 El6 EI7

restl | 0,008 | 0,041| 0,473 | 0,009 | 0,039 | 0,044 | 0,007
mwl1l | 0,016| 0,037 | 0,138 | 0,060 | 0,027 | 0,052 | 0,007
rest2 | 0,020| 0,043 | 0,255| 0,035 | 0,026 | 0,023 | 0,022
mwl 2 0,016 | 0,089 | 0,121 0,054 | 0,369 | 0,014 | 0,016
rest3 | 0,144| 0,314 | 0,662 | 0,390 | 0,063 | 0,103 | 0,035
mwl 3 0,071| 0,073 | 3,527| 0,197 | 0,071 | 0,149 | 0,036
rest 4 0,294 | 0,312 | 0,637 | 0,094 | 0,092 | 0,325 | 0,056
mwl4 | 0,084 | 0,109 | 0,134 | 0,081 | 0,038 | 0,053 | 0,044
rest 5 0,187 | 0,078 | 0,326 | 0,076 | 0,072 | 0,007 | 0,025
mwl5 | 0,046 | 0,047 | 0,522 | 0,040 | 0,038 | 0,086 | 0,010
rest 6 0,172 | 0,127 | 0,134 0,431 | 0,171| 0,389 | 0,048
mwl6 | 0,112 | 0,193 | 0,129 0,401 | 0,173 | 0,385 | 0,020

We subtracted the values of variance in the case “MWL” of
the values in the “rest”. We puted this values in Table III.

TABLE III
SUBTRACTED VARIANCES — (CASE REST MINUS CASE MWL)

prsn | El1 El2 EI3 El4 EIS El6 EI7
1 -0,007| 0,004| 0,335| -0,051| 0,012 -0,009 | 0,000
2 0,004 | -0,046| 0,135| -0,019| -0,342 | 0,009 | 0,007
3 0,073 | 0,241 | -2,865| 0,193 | -0,008 | -0,046 | -0,001
4 0,210| 0,203| 0,503 | 0,013| 0,054| 0,273 | 0,012
5 0,140| 0,031| -0,196| 0,035| 0,034 | -0,079| 0,015
6 0,060 | -0,066| 0,006 | 0,030| -0,002 | 0,004 | 0,028

We noticed that only areas Ell and El7 are indicative.

Finally, we calculated the correlation between the different
zones for all measurements (Table IV).

V. CONCLUSION

This study shows that the IR shooting of changing the
surface temperature of the skin of certain areas of the human
face allows registration of the change in brain activity. The
results show that based on this idea, studies could be made on
the influence of various external factors on the brain activity
and accordingly, the reaction of the human body, since the
change in mental processes gives rise to a change in the
temperature of the facial tissues. The method could be
involved in creating models for assessing or predicting the
response of the body to the change of the environment, change
of the health status and the change of various psychological
factors giving rise to different types of stress. It could also be
applied in reliable mechanisms for assessing the impact of
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different thought processes on the mind and hence the
physiological responses of the human body.
TABLEIV
CORRELATION BETWEEN ZONES
EI1-EI2 | EI1-EI3 | EI1-El4 EI1-EI5 | EI1-El6 | EI1-EI7
0,9 0,7 0,7 0,4 0,9 0,9
EI2-EI3 | EI2-El4 | EI2-EIS EI2-El6 | EI2-EI7
0,7 0,5 0,3 0,8 0,9
EI3-El4 | EI3-EI5 | EI3-EI6 EI3-EI7
0,4 0,3 0,7 0,8
El4-EI5 | El4-El6 | EI4-EI7 EI5-EI6 | EI5-EI7 | EI6-EI7
1,0 1,0 0,6 0,9 0,4 0,9
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Miniaturized Hairpin Defected Ground Structure
Filter Design
Marin Nedelchev, Alexander Kolev

Abstract — The paper presents research of miniaturized
hairpin defected ground structure resonator, corresponding
coupling topologies and filter design. The resonance frequency
dependence of the resonator according to the length of the
coupled linesis investigated. The coupling topologies are
simulated in fullwave electromagnetic simulator and the coupling
coefficient is derived. Using curve-fitting technique, useful design
formulas are proposed for filter synthesis. In order to verify the
proposed synthesis procedure, an example filter design is
performed. There is a good agreement between the simulated
and theoretical results.

Keywords — Microstrip, Defected ground resonator, Coupling
coefficient, Filter design.

1. INTRODUCTION

The bandpass filters used in modern microwave
communication systems have to meet very strict requirements
for their performance, size and volume. The manufacturing of
such filters has to be alsotechnological and easy for
adjustments. Bandpass filters can be realized by cascading or
configuring of coupled resonators. Many compact microstrip
resonators are reported in the references [1], [2]. Additional
degree of freedom in the filter synthesis can be added by
introduction of intentionally added slots in the ground plane of
the microstrip line. These are also known as defected ground
structures (DGS). Defected ground structures can be periodic
or non-periodic disturbance in the ground plane of the
microstrip line. Their shape can be adopted from microstrip
resonators described in [2] and appear to be dual to them.

The usage of halfwave square open loop resonator and
miniaturized hairpin type of resonators in DGS is researched
in [3]. Mixed combination of microstrip resonator and DGS
resonators as building blocks of microwave filters are used in
[4]. Both applications of slot resonators are a promising way
for adding extra degrees of freedom in filter design. The
usage of DGS resonators can solve a substantial problem in
microstrip filter design-the minimum gap between coupled
lines for realizing strong coupling.

One of the problems facing the wideband and ultra-
wideband filters is the realization of very small gaps between
the coupled resonators and the fabrication tolerances
connected with their manufacturing. The filter response is also
affected by the precision of the manufacturing process of the
small gaps. By utilizing different shaped slots in the ground
plane of the microstrip line-defected ground structures [1]-[3],
and [5], it is possible to enhance the coupling coefficient.

Marin Veselinov Nedelchev and Alexander Kolev are with Dept.
of Radiocommunication and Videotechnologies in Faculty of
Telecommunication in TU Sofia, N8, Kliment Ohridski bul., 1700
Sofia, Bulgaria. E-mail: mnedelchev@tu-sofia.bg
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This paper researches miniaturized hairpin DGS resonator
and the coupling structures formed by close situated resonator.
The resonance frequency of the DGS resonator is investigated
and a design formula is proposed. Topologies of coupled DGS
resonators are researched and based on the simulations simple
formulas are proposed based on curve fitting technique. A
three resonator filter is synthesized in order to verify the
design equations. A good agreement between the simulated
and theoretical results is observed.

II. MINIATURIZED HAIRPIN DGS RESONATOR

All the simulations, design procedures in the paper are
performed for dielectric substrate FR-4 with height 1.5 mm,
relative dielectric constant &, = 4.4 and loss tangent
tg6 =0.02 .

The miniaturized hairpin microstrip resonator and its
synthesis method are proposed in the paper [3]. The dual
miniaturized hairpin resonator etched in the ground plane, is
introduced as shown on Fig. 1. The resonator consists of main
slot line loaded with two parallel coupled slots with a small
gap between them. The etched resonator is symmetrical
around the axis and the open end is in the middle of the main
line.

(@)
Fig. 1. Topology (a) and electric field (b) distribution of
miniaturized hairpin DGS resonator

(b)

The magnetic field is concentrated in the coupled lines and
the electric filed is at its maximum near the open end of the
resonator. The field concentration allows the realization of
three main coupling topologies-electric, magnetic and mixed
coupling. The miniaturized hairpin DGS resonator occupies
less area than the conventional hairpin or slow wave
resonators.

This makes the application of the miniaturized hairpin DGS
resonator applicable in the lower microwave bands, where the
physical dimensions of the transmission lines are relatively
large and the miniaturization is not possible. Another
advantage of the DGS resonator is its rectangular form in
order to design canonical and pseudo-elliptic filters with cross
couplings.



The coupled slot lines can be used for control of the
resonant frequency of the resonator. The dimensions of the
resonator tuned to central frequency f,=2.4GHz are shown

on Fig. 1a. The main slot has the width of 50Q microstrip line
w=2.8mm . Using electromagnetic simulation the resonance

frequency is obtained. Fig. 2 shows the dependence of the first
resonant frequency to the length of the parallel coupled lines p.

Resonance frequency vs arm lengths
29 T T : ; ; T

45
p. mm

Fig. 2. Dependence of the resonance frequency of the length of the
coupled lines

Following the results from the simulations, the resonance
frequency of the DGS resonator is easily tuned by adding or
removing of metal to the ground plane. The dependence is
almost linear. Using curve fitting a useful design expression is
derived for the length of the coupled arms:

p= 103809858/, [GHz] [mm]

(1)

The accuracy of Eq.l compared to the electromagnetic
simulations is better than 2.5 % and prevents errors caused by
wrong read of the graphic results shown on Fig. 2.

[1I. COUPLING COEFFICIENTS AND EXTERNAL
QUALITY FACTOR SIMULATIONS

The coupling coefficient for synchronously tuned
resonators can be calculated easily by finding the
eigenfrequencies associated with the coupling between a pair
of coupled resonators of even ( f,,,,) and odd ( f,,;;) mode

[2], when the coupled resonators are overcoupled:

2 2
iﬂm _f odd

oo+ Lo

A full wave EM simulator based on the Finite element
method (FEM) is used to identify the resonance frequencies in
the response [2].

k 2)

The coupling topologies used to realize the coupling
coefficients are shown on Fig. 3. The miniaturized hairpin slot
resonators shown on Fig. 3 are dual to the miniaturized
hairpin resonator and the electromagnetic field is inversely
distributed in it. The maximum value of the magnetic field is
in the connection point of the coupled lines with the main
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transmission line and the maximum value of the electric field
is in the center of the main slot line. There are three main
types of coupling typologies - electric, magnetic and mixed. In
Fig. 3a is shown electric coupling, where the electric field has
a maximum and dominates over the magnetic field. In this
way the sign of the coupling coefficient is negative and can be
used for cross coupled filters.

S
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: e |} ‘__L_‘_! | b : c= _ |
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(b) (d)

Fig. 3. Coupling topologies of miniaturized hairpin DGS
resonators: (a) electric, (b) magnetic, (c) mixed,
and (d) external quality factor

Fig. 3b shows the magnetic coupling, where the magnetic
field is predominant over the electric field. The sign of the
coupling coefficient is positive.

An important part of the synthesis of microstrip filters is to
determine the gap between the coupled resonators according
to the value of the coupling coefficient found from the
approximation. There are three main approaches to find out
the space between the resonators - analytic formulas [2],
approximate formulas from curve-fitting [4] and extraction
from EM simulations using the method described in [2], and
(3]

Using full-wave EM simulations of the coupling structures,
which are very weekly coupled to 502 microstrip feed line,

the coupling coefficients are extracted using Eq. (2).

Electric coupling coefiicient

001 1 i I i i

Fig. 4. (a) Dependence of the coupling coefficient for electric

coupling



Magnetic coupling coefficient

a1
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1} a5 1

Fig. 4. (b) Dependence of the coupling coefficient for magnetic
coupling

Mixed coupling coefiicient
013 T T T

Fig

. 4 (c) Dependence of the coupling coefficient for mixed
coupling

Fig. 4 a-c shows the coupling coefficient for all three types
of coupling in dependence of the gap between the resonators
S.

The dependence of the coupling coefficient for electrical
coupling is exponential with respect to the spacing between
the resonators. Using curve fitting method, for the design
purposes it is derived the following dependence.

For electric coupling and electric coupling coefficient M.:

s, = 6.88¢1020Me (3)

For magnetic coupling and magnetic coupling coefficient
M,

s,, =12.26¢ 845Mn

(4)

And for mixed coupling and electric coupling coefficient
Mmix:

_ ~28.73M,,,,
S = 13.05e

©)

Using Eq.(3)-(5) it is easy to compute the spacing between
the coupled lines. The main constraint for the equations is
se(0.2,3)mm and their accuracy toward the simulations is

better than 5 %.
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The position of the input/output lines is defined by the
external quality factor. The external quality factor is realized
by a 50Q microstrip line on the top layer of the substrate,

shown on Fig. 3(d).

.__\

16 14 a2 1 a as
Distance between OGS resanator and input line jman

Fig. 5. Dependence of the external coupling to the position of the
input/output microstrip line

The external quality factor is very sensitive to close
placement of the microstrip line. The input/output microstrip
line influences on the resonance frequency of the slot
resonator and shifts it to lower values. This effect have to be
compensated in the filter design by reduction of the coupled
lines in the middle of input/output resonators. As the
input/output line is on the top layer, it can overlap the
resonator or can be placed aside it.

IV. BANDPASS FILTER SYNTHESIS AND
SIMULATIONS

In order to verify the proposed topologies of coupled
resonators and formulas for coupling coefficients a three
resonator Chebyshev filter is designed. Therefore the required
coupling coefficients have to be computed using standard
technique described in [2]

_ FBW
vl = >
\/ 818n+1

where FBW is the fractional bandwidth and g,, n=0,1,2,3

are the values of the element of the lowpass filter prototype.
There are various sources of precomputed values for the
elements for different pass band ripple. The current design is
for center frequency f,=2400MHz , bandwidth
Af =200 MHz and return loss in the passband RL =-20dB .
The values for the coupling coefficients
M, =M,;=0.086 and the external quality factor

0, =25.98. The corresponding gaps are s;, = S,3 =1.13mm

M (6)

are
is

and overlapping between the input/output line and the
resonator is d =—1.25mm .
The filter is simulated in fullwave EM simulator and the

results are shown on Fig.6. The passband losses are -3 dB and
the maximum return loss in the pass band is -13.26 dB.
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Fig. 6. (a) Topology of the synthesized three resonator Chebyshev
filter

Frequency response
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Fig. 6. (b) Narrowband frequency response of the synthesized filter

The bandwidth of the simulated filter is 280 MHz and the
coupling appear to be stronger than the designed. The
resonance frequency of the first and third resonators are
affected by the input/output lines and needs to be adjusted
with shortening the length of the coupled lines. The length of
the coupled lines is shortened with 0.6 mm in order to achieve
the required resonance frequency. Fig. 7 shows the wideband
frequency response of the designed filter.

Fraquency raspanse

511,521, 08

-40
12

1,0Hz

Fig. 7. Wideband frequency response of the synthesized filter
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As it is clearly seen, the filter has no spurious passband in the
response up to 12 GHz.

V. CONCLUSION

This paper presents design of a miniaturized hairpin DGS
resonator and the corresponding coupling structures.
Topologies of coupled DGS resonators are researched
andsimple formulas are proposed for new designs. They
arederived using on curve fitting technique. A three
resonatorfilter is synthesized in order to verify the design
equations. Agood agreement between the simulated and
theoretical resultsis observed. It can be used in microstrip
filter design in the ISM band on 2.4 GHz on FR-4 substrate.
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A Comparison of Techniques for Characterizing
Varied Microstrip Lines
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Abstract — The varied microstrip taper is fully characterized
in frequency-domain. A comparison of different techniques for
the line characterization is done. The accuracy of the used
methods is studied using analysis of linearly tapered microstrip
line. Results of numerical simulations compared with the
analytical solutions have shown good agreement.

Keywords — Transmission line, Microstrip line, Linearly
tapered line, Characterization.

1. INTRODUCTION

Tapered microstrip lines play an important role in
microwave engineering. This nonuniform transmission lines
have been extensively used in many applications, e.g., in
impedance matching [1], pulse shaping [2, 3], couplers [4],
[5], antennas [6], and filters [7]. Namely, impedance matching
is an important aspect in the design of microwave and
millimeter wave circuitry since impedance mismatches may
severely deteriorate the overall performance of electronic
systems.

The tapered transmission line performs matching of
different impedances, i.e. a physical transition between parts
of circuit with different impedances. The taper profile can be
chosen in many ways. By changing the type of taper, one can
obtain different passband characteristics. Several taper
profiles may be considered: linear, exponential, triangular,
logarithmic, and so on. In this paper, lineraly tapered
microstrip line is characterized. Three analysis methods are
used and compared here:

(1) analytical equations based on the transmission line theory,
(2) numerical simulations in Advanced Design System (ADS),
(3) numerical simulations obtained by applying the wave
digital filter theory.

Analytical method for analyzing tapered transmission lines
has been introduced in [8-14]. This method is based on
transmission line theory. Here, the method is applied to
characterize microstrip taper designed on low-loss substrate.

Wave digital filter theory and its application in modeling
and analyzing microstrip circuits of different geometries is
explained in details in many papers [15, 16]. The calculating
of the wave transfer matrix polynomials for the wave digital
networks (WDNs) at hand is discussed in [15]. Here,
modification of the existing approach is done in order to find
frequency response in WDN which represents model of circuit
with different port impedances.

Biljana P. Stosi¢ and Zlata Cvetkovi¢ are with the University of
Ni§, Faculty of Electronic Engineering, Aleksandra Medvedeva 14,
18000 Ni§, Serbia, E-mails: biljana.stosic@elfak.ni.ac.rs;
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II. TAPERED TRANSMISSION LINE

The aim of the analysis given here is matching impedance
Z, to the impedance Z;. A general circuit with included
tapered line of length L is shown in Fig. 1. In the global
model, a taper is fed with a voltage source of amplitude E
and internal impedance Z,, and is terminated with an

impedance Z; .

= Z = L
Z 1 z 0 —_— z 1
0 _0> #
* Tapered line +
Port 1 Port 2
Source Load

Fig. 1. A circuit with tapered line

In this paper, the terms ,linear” refer to the geometrical
profile of the tapered line along its length. Line width as a
function of the distance z for linearly tapered line is

Winax — Wi
w(z) = Wi + maxL mn .z, 0<z<L, (1)
where w,;; = w(0) represents minimum and  wy,,, = w(L)

maximum width of tapered line.

ITII. ANALYSIS TECHNIQUES

The methods are applied here to linearly tapered microstrip
line. The line is characterized in the frequency domain.
Comparison of the analysis results of all three methods
explained in the text below is done on case of this line.

(1) Starting up with the transmission line theory, the analytcal
equations for linear taper are developed. Taper can be treated
as lossless transmission line. One can consider an infinitely
small portion of uniform line which can be regarded as a two-
port circuit with distributed series impedance Z(z,») and

distributed Y(z,m). Without loss of

generality, the series impedance is made of a resistance R'dz
and an inductance L'dz, where R’ is the resistance per unit
length and L is the inductance per unit length. The shunt
admittance is made up of a parallel resistance (of admittance
G'dz) and a capacitance C'dz, where G'is the conductance per
unit length and C is the capacitance per unit length.
Elementary circuit theory shows that the differential equations
of transmission line are [5-7]

shunt admittance



@ =-Z(z,0)-1(z,0), o
A
dE0) _ (0 V(z0), a

where Z(z,®) = R(z,0)+ joL(z,®) represents the impedance
per-unit-length, Y(z,®) = G(z,0)+ joC(z,®) represents the
admittance per-unit-length, and ® is the angular frequency in
radians/second.

Classic transmission line theory states that the characteristic
impedance Z, of a transmission line can be derived from a

knowledge of the resistance R, inductance L, conductance
G, and capacitance C per unit length of the transmission line
from the expression

Z(z,®
2y = |ZED) )
Y(z,0)
The propagation constant is

Y=+Z(z,0)-Y(z,0) . (6)
Consider a lossless and linearly varied single transmission line
with the distributed primary parameters

L'(z)=Ly-(1+m-z),

C'(z)=Cy/(1+m-2),

R'(z)=G'(z)=0,
where m=(Z; / Zy-1)/ L.

The differential equations for voltage and current are

2
d V(z,co)_ m -dV(Z)+Y2-V(Z)=O,
dz l+m-z dz
and
2
d’l(z,w) m -dl(z)+yz-l(z)=0,
dz2 l+m-z dz

where y2 = -Z(z,0)-Y(z,0) = (0/c)* - .
The solutions of these equations, i.e. the voltage and current
distributions across the line, are obtained as

V(z):(l+m-z)-{K1 “Ji(yA+mz)/ m)+ K, ~Yl(y(l+mz)/m)} ,
and

1(2) :ZL-{K1 Jo((1+mz)/ m)+ Ky -Yy(y(1+mz)/ m)}
0

respectively. K; and K, are constants found from the
boundary conditions

V(iz=0)=E,
and

Viz=L)/I(z=L)=Z; =Zy-(1+mL).
Bessel functions of the first kind are denoted by J,(z), and
Bessel function of the second kind by Y, (z). Index n shows
their order.
If some expressions are assigned as u; =u(z=0)=y/m and

uy =u(z=L)=y-(1+mL)/m, then constants are

Ky =[Y(uy)— j-Yo(up) | E-

{Jl(ul)-mu2>—J1<u2)-mul)+ }‘1
+j [ Joup) - Yy () = Jy (uy) - Yo () |
and

Ky =—[J1(up)—j-Jo(u) | E-

{Jl(ul)-mm—Jl(uz)-mu1)+ }‘1
+j [ Jo(up) - Yy () = Jy (uy) - Yo () |
Input impedance of the line is
Zi,=V(z=0)/1(z=0),
and the reflection coefficient is
Uip =(Zin=20) 1 (Ziy + Zy) .

This method can be easily implemented in the MATLAB
environment. MATLAB functions besselj and bessely are
employed to find the response. besselj(nu,Z) computes the
Bessel function of the first kind, for each element of the array
Z . bessely(nu,Z) computes the Bessel function of the second
kind. The order nu need not be an integer, but must be real.

(2) Numerical simulations of the line is done in Advanced
Design System (ADS) by schematic shown in Fig. 2a. In
ADS, component Microstrip Width Taper (MTAPER) is used
for representing varied line. The frequency-domain analytical
model is a microstrip line macro-model developed by Agilent.
The taper is constructed from a series of straight microstrip
sections of various widths that are cascaded together. The
microstrip line model is the MLIN model. The number of
sections is frequency dependent. Dispersion, conductor loss,
and dielectric loss effects are included in the microstrip
model. Fig. 25 shows layout of tapered line which is designed
on low-loss Ultralam substrate.

|

S-PARAMETERS I

S_Param
SP1
Start=2 GHz
Stop=14 GHz
Step=0.01 GHz

MTAPER

Taper7

W1=2075.2 um
MSUB W2=5080 um
MSubt 1=19.05 mm
H=762 um —
Er=2.6 Term L— Term
Mur=1 Term1 Term2
Cond=5.8E+07 Num=1 Num=2
Hu=3.9e+034 mil 7=50 Ohm 7=25 Ohm
T=0.017018 mm - -
TanD=0.0022
Rough=0 mil = =

(a)
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Fig. 2. (a) ADS schematic of varied taper,
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(b) Layout of varied taper in ADS

(3) Numerical simulations is done by applying the wave
digital filter theory. In Fig. 3, profile of the linear taper as a
function of the longitudinal distance is shown. In order to
characterized the line that has length L, the wave digital
approach can be applied if the line is approximated with
several segments of different widths and equal lengts. Line
width w(z) is a function of distance along line, where z is

distance from the Z, side of the line [15, 16]. A good

approximation is achieved if the line width is determined at
the half of the segment. In other words, for this taper, one can
write for the width of the i subsection

end begin
w,(z) = wheen 4 2 : L i=12,.,N. (2
Here, w" and w’%™ denote the line width at the beginning

and the end, respectively, calculated from Eq. (1). N is the
total number of subsections in which the entire transmission
line is breaked, and it can be chosen arbitrarily.

A very simple algorithm for direct calculation of
polynomial coefficients of rational functions S,; and S$;,
developed in z-domain, is described in [15]. In that paper, one
case of circuit consisting of two cascadede linear tapers which
forms circuit with equal port impedances is consider. In order
to find response of the circuit which port impedances differs
one from another, the equations given there are modified.
When determine the §,; parameter in wave digital model,

one have to take care of ratio Z,/Z; , and should calculate
new value of parameter S, as Sy -\Zy/Z; .

.——
RS

w(z)

Zol i Z;
~~i.v
— Z.(z) .|

Fig. 3. Linearly tapered line and
its approximation for wave digital approach
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IV. ANALYZED EXAMPLE CIRCUIT

The accuracy of the used methods is studied using analysis
of linearly tapered microstrip line. The aim of the analyzed
circuit is matching impedance Z; =50 Q to the impedance

Z; =25 Q. The microstrip line is designed for an Ultralam

substrate and considered to be lossless. The parameters are:
minimum line width w,;, =599.44 um at Z, side of the

=5080 wm at Z; side of the
line, line length L =19.05 mm , relative dielectric constant of
substrate ¢, = 2.6 and substrate high /=762 pm .

Scaterring parameters of the linearly varied taper obtained
by use of different methods are pictured in Figs. 4-6. They
show responses both simulated in MATLAB by proposed
approaches and obtained in ADS simulator.

In the case of WDN:Ss, results are obtained in 0.056753 s. If
the taper is analyzed directly by using analytical equations,
much more simulation time is required, 20.439872 s.

Results of numerical simulations compared with the
analytical solutions have shown good agreement.

line, maximum line width w,

max
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Fig. 5. Reflection and transmission coefficients vs.
frequency (Method (2))
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V. CONCLUSION REMARKS

A modification of the wave digital approach is proposed,
whose aim is to enlarge types of microstrip structures that can
be modeled into WDNs. Types of structures that can be
analyzed through the ideas proposed in the paper [15] are
those with different port impedances.

The S parameters are important in microwave design
because they are easier to measure and work with at high
frequencies. The proposed approach is implemented on a
processor Intel(R) Core(TM) i15-3470 CPU @ 3.2 GHz . The
analysis of wave digital networks is a very efficient, because
there is no high memory request and a very short time is
needed for response calculation in the frequency domain
directly (a few seconds or even less). This approach provides
the faster structure simulation versus complex and time
consuming 3D models.

A comparison of different techniques (numerical and
analytical solutions) for characterizing the linear taper is done.
The advantages and disadvantages of the used techniques are
demonstrated by one example and some comparisons
(frequency response and estimated time). The computer
simulated results obtained by WDNSs and analytical equations
are compared to those simulations obtained in ADS
(simulation based on circuit-level (Circuit-level) and
electromagnetic 2.5D MoM simulation (Momentum)). One
can observe that results obtained by described approach have
good agreement with ADS data in whole frequency band.
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Improving Shielding Effectiveness of a Rectangular
Metallic Enclosure with Aperture by Using Printed
Dog-bone Dipole Structure
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Abstract — In this paper, theelectromagneticshielding results of
both numerical and experimental models of an enclosure with a
printed dog-bone dipole antenna inside are considered. This
printed structure is placed inside the enclosure in order to
improve the protective function of the enclosure. The impact of
this structure on values of shielding effectiveness of the enclosure
is analyzed, especially at the first resonance of the enclosure. In
order to obtain the optimal results, the printed structure position
inside the enclosure is changed in three parallel positions.

Keywords — Aperture,Enclosure, Shielding effectiveness, Dog-
bone dipole structure, Monopole antenna, TLM wire method.

1. INTRODUCTION

At resonant frequencies, the shielding metal enclosure can
indicatevery low or even negative values of the shielding
effectiveness (SE) [1]. Consequently, the resonant frequencies
of the enclosure can be critical since they might compromise
the useful frequency range in which electromagnetic (EM)
shielding is provided. Therefore, several techniques were
implemented to improve the shielding properties. For
instance, in [2] an extra aperture as a matched load instead of
a shorted waveguide was proposed by using TLM
(Transmission Line Matrix) method. Paper [3] combined
MoM and FEM methods for EM field distribution to
determine the effect of the aperture size of a loaded enclosure
with PCB(s) inside. Also, SE can be improved by using
conductive foam, or absorbers [4], [5]. Furthermore, the
composite materials based on nanotechnology [6],
metamaterial structure [7] and a frequency-selective surface
[8] can be employed as damping techniques.The enclosure can
be coated with composite material or can be made of that
material [9].

More related to this work, in [10] a simple strategy was
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proposed to suppress the first resonance in a metal
enclosureby putting small antenna elements with loaded
resistance.It was shown that placing a small dipole or loop
antenna structure on the enclosure wall opposite to the
enclosure aperture can improve the enclosure SE. The
effective length of this printed structure was chosento match
the enclosure’s first resonant frequency. Numerical study,
based on this research, was carried out in [11], to further
investigate this strategy.

In this paper, the impact of the printed dipole dog-bone
antenna inserted in the shielding metal enclosure with a
rectangular aperture is consideredboth numerically and
experimentally from the viewpoint of the shielding
effectiveness of enclosure. The dog-bone antenna structure,
with the dimensions designed to influence the first enclosure
resonance, is printed on an epoxy substrate which is placed
inside the enclosure in three positions parallel to the aperture
wall. Numerical and experimental SE results of the enclosure
are obtained by using a receiving-monopole antenna.

II. NUMERICAL TLM WIRE MODEL

Anumerical modeling technique,called the TLM method
[12], is employed in this paper. The TLM method has been
enhanced with a number of different compact models to allow
an efficient modelling of EM important features [12]-[14]. For
modelling an antenna inside enclosure whose purpose is to
measure the EM field level and distribution, the compact wire
model is the most appropriate. It is based on wire segment
incorporated into the Symmetrical Condensed Node (SCN).
The SCN with wire segment is running in z-direction is shown
in Fig. 1. The impedances of additional wire network link and
short-circuit stub lines depend on used space and time-step
discretization, and also on per-unit length wire capacitance
and inductance [14]. Two-way coupling between signal in the
z-directed wire circuit and external EM field described by
pulses in transmission line network of SCN (marked bold in
Fig. 1) is achieved through points A and B. In considered
case,the wire is connected to the ground via resistor R. The
induced current on the wire, due to external EM field,
generates voltage on the resistor R, loaded at wire base,
allowsmeasuringthe level of EM field.

The considered metal enclosure is shown in Fig. 2. It is
rectangular, with internal dimensions of (300x400x200) mm’
and an aperture of dimensions (50 x 10) mm? is positioned
symmetrically around the center on the frontal wall. Material
from which the enclosure is made of is copper. Thickness of
the enclosure walls is # = 2 mm, while the frequency range of



interest is from 400 MHz to 2 GHz. The monopole-receiving  the monopole-receiving antenna and dog-bone dipole inside,
antenna with radius of 0.1 mm and length of 100 mm, made of  without the aperture wall. The printed dog-bone structure has
copper, is placed in the middle of the enclosure. Excitation a SMD resistor of R=47 Q due to the practical reasons.

source is vertically polarized incident plane wave. The The measurement processes are performed in a semi-
characteristics of the enclosure, i.e., its geometry, dimensions  anechoic room by using the spectrum analyzer with tracking
and aperture shape, the excitation source, the monopole generator and the SPIKE Software for computer with Intel
antenna position and its length are assumed to be as in [1]. processor 15, as depicted in Fig. 4. A transmitting dipole
antenna was a Vivaldi dipole antenna while a receiving
antenna was an in-house monopole antenna.

xnz

Fig. 3. The dog-bone dipole structure in physical metal enclosure
Fig. 1. The SCN wire segment in z-direction is terminated with the

resistor R to the ground plane [1]

UWSB Vivaldi antenna, RFSPACE, . Model dimensions : 300 x 400 x 200 mm;
Type: UWB2, 600-6000MHz

aperture (50x10)mm Coax cable

1
USB 2.0 - Firewire cable

Toshiba Satellite C660-1E8
Coax cable = s

RG402
(SMAF-NF)

Spectrum
Analyzer
USB-5A44B
(1Hz-4.4GHz)

BNC-BNC cable >

(sinchronization)

Tracking
Generator [Nl
USB-TG44A
(10Hz-4.4GHz)

Fig. 2. Anumerical shielding metal enclosure with aperture has the
printed dog-bone dipole structure and receiving-monopole inside

The dog-bone antenna structure, with dimensions which are Fig. 4. The measuring configuration used in a semi-anechoic room
designed to influence the first enclosure resonance,is printed
on an epoxy substrate which is placed inside the enclosure in
three positions parallel to the aperture wall. The effective
length of the printed dog-bone dipole structure corresponds to
the first resonant frequency of the enclosure [10], which ) ) ) ) )
occurs at 625 MHz [1]. The effective length of the printed I this section, we discuss the impact of printed dog-bone
dipole is /=240 mm, with strip width and thickness of 5 mm  dipole structure in enclosure on the SE value at the first
and 35 pm, respectively. The dog-bone dipole is loaded with epclosure resonance. The printed structure is placed in three
a resistor R. The epoxy substrate has dimensions of different positions inside the enclosure, at 150 mm, 100 mm
(115 x 230) mm® with thickness of 1.6 mm, and relative and 50 mm from the enclosure center, respectively. Both
permittivity &= 4. numerical and experimental analyses are conducted in order to

improve effectiveness of the enclosure.
In the first scenario, the epoxy substrate with the printed
III. EXPERIMENTAL PROCEDURE AND PHYSICAL dog-bone structure is placed in the center of the enclosure
MODEL wall, opposite to the aperture wall of the considered model
(see Fig. 3). The enclosure is excited with an incident plane
According to the numerical model, the physical one is  Wwave vertically polarized in z-direction by using the Vivaldi
realized with the same internal dimensions and material. The dipole as a transmitting antenna, while in the center of the
dog-bone dipole is realized on the epoxy substrate by using  enclosure the monopole-receiving antenna is placed. Fig. 5
photolithographic technique. Fig. 3 illustrates the physical illustrates the comparative analysis of the numerical and
enclosure which is used in experimental measurements, with ~ experimental results for the whole observed frequency

IV. DISCUSSION OF NUMERICAL AND
EXPERIMENTAL RESULTS
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range.The numerical curves results are labelled as Empty_sim
for the empty enclosure, Monopole_sim for the enclosure with
monopole-receivingantenna and Dog-bonefirl 150mm for the
case with dog-bone on the wall opposite to the aperture wall,
in presence of the receiving-monopole in the center. The
experimental analyses are labelled: Monopole meas for the
case with receiving in-house monopole, Dog-bone
frl 150mm_measis related to receiving in-house monopole
and the printed dog-bone structure,as presented in Fig. 3. It
can be observed that both simulated and measured results
have a very good match. A narrow frequency range, from 400
MHz to 800 MHz, is shown in Fig. 6 since it is important for
observing the SE values occurred at the first resonance of the
enclosure. It is evident that the monopole-receiving antenna
inside enclosure creates some perturbation. Consequently, the
position of the first resonance is shifted toward the lower
frequencies in comparison to the empty enclosure, which is
analyzed in detail in [1]. It can be observed that the SE results
for the first resonance is higher for about 20 dB in comparison
to the empty enclosure. In Table I, the SE values at the first
resonant frequencies are provided for all considered cases.

TABLEI
THE SE VALUES AT THE FIRST ENCLOSURE RESONANCE

Dog-bone fri_sim | fr;_meas | SE_sim[MHz] | SE_meas
structure [MHz] [MHz] [dB]
fr1_150mm | 582.025 | 575.923 26.11 22.99
fr1 100mm | 578.631 | 559.894 25.74 27.87
fr1_50mm 523.286 | 536.091 35.92 29.35
Empty 624.365 | - -2.22 -
Monopole 583.045 | 582.632 24.41 20.99
120 H Dogbone fr1_150_sim Monopole_sim}
Dogbone fr1_150_meas ----- Empty_sim
100 l|—— Monopole_meas H
|
— 80 i
m i
S o i
u /}{H : [ M‘
Vit A 1 I
2 \Vﬁli' \% AT
o ! ey
H g}
400 600 800 1000 1200 1400 1600 1800 2000
Frequency (MHz)

Fig. 5. The SE of enclosure with a printed dog-bone structure placed
at 150mm from the enclosure center and with receiving monopole.

The second scenario is conducted for the numerical model
with the same printed dog-bone structure which is now shifted
50 mm from the internal enclosure wall toward the enclosure
center. In other words, the dog-bone structure is placed
100 mm from the center of enclosure to the wall which is
opposite to the aperture wall. Fig. 7 illustrates the numerical
SE curves obtained for Dog-bone fri 100mm and
Monopole sim are quite similar. For the experimentally
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measured results, the SE measured curve for the second dog-
bone scenario is shifted toward lower frequencies, at the first
resonant frequency, in comparison to the Monopole meas and
the first dog-bone scenario. Also, the SE values at the first
resonance and around resonance increase in contrast to the
resonance of the empty enclosure.

—— Dogbone fr1_150_sim
Dogbone fr1_150_meas
Monopole_meas

\ A ==

20 -

Monopole_sim

80 Empty_sim

60

SE (dB)

40

400 500 600

Frequency (MHz)

700 800

Fig. 6.The frequency range around the first resonant frequency for
scenario as in Fig. 5

Dog-bone fr1_100_sim
Dog-bone fr1_100_measf|
Monopole_sim

Monopole_meas

80

60 A -=-=Empty_sim H
o " L
o 40 A" ’\] . S O i
8 VIR
N4
20 i

400 500 600

Frequency (MHz)

700 800

Fig. 7. The first resonance SE peaks for the second dog-bone
scenario, enclosure with monopole antenna and the empty enclosure.

In the third scenario, we put the printed dog-bone dipole at
position of 50 mm from the enclosure centermrc4. In Fig. 8 it
can be observed that the third dog-bone dipole gives the most
significant improvement in comparison to other two scenarios.

Fig. 9 gives the measured SE characteristics for the three
dog-bone dipole scenarios. Table I shows the values of the
first resonant frequencies and the amplitudes for all three
scenarios. It is clear that the third scenario has the most
prominent suppression. The improvement in the suppression
of the SE amplitude at the resonance is significant,
(35.92-(-2.22)) dB = 38.14 dB for Dog-bone fri 50 compared
to the empty enclosure, and the level of
(35.92-24.41) dB = 11.51 dB for Dog-bone frl 50 compared
to the enclosure with monopole. It should be noted that these
data are given for numerical analysis. In addition, the
measurements related to dog-bone structure are consistent
with the corresponding numerical analyzes and, according to



the perturbation theory, this is expected impact of the body
placed into the resonator.

Dog-bone fr1_50_sim
80 Dog-bone fr1_50_meas|]|
Monopole_sim
Monopole_meas
60 A - Empty_sim 1
g o >
o 40 ‘I\‘\V‘ '\\\.\ | 73‘\;_ _____
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Fig. 8. The first resonance SE peaks for the third dog-bone scenario,
enclosure with monopole antenna and the empty enclosure.
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Fig. 9. The measured first resonance SE peaks for the three dog-bone
scenarios in the enclosure.

V. CONCLUSION

To increase the SE level of the shielding enclosure,
especially at the first resonance frequency, a printed dog-bone
structure, with dimensions which are designed to influence the
first enclosure’s resonance, is put inside the enclosure.lt has
been shown that this structure may improve the SE around
30dB. Also, there might be a resonance frequency shift of
around 90MHz.Further research can be related to finding the
appropriate printed dipole structure with dimensions and
shape which can be adequate for suppressing the first three
enclosure resonances.Also, we will analyze the case for
another receiving antennawhich creates less perturbation of
EM field distribution inside an enclosure,e.g. a dipole antenna

[1].
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Abstract — The frequencies that are available due to the digital
switchover of the terrestrial television broadcasting overlap with
the frequencies used in cable television systems. Theoretically the
two systems are independent of each other, but in practice, in
case of not sufficient shielding, the cable television signals can
disturb or can be disturbed by the signals from the over the air
frequency bands. The main objective of the study was to find out
about the shielding effectiveness of various cables and taps.
During the measurements we also investigated how the measured
results change in the case of broken cables, damaged multitaps
and not properly secured closings using the specifications and
directions of the 50083-2 EMC standard as a guideline.

Keywords — EMC, Digital dividend, Digital switchover CATV,
Shielding effectiveness.

I. INTRODUCTION
A. Digital Dividend

Switchover from analogue to digital television broadcasting
resulted in a significant difference in the spectrum usage. The
introduction of the DVB-T system caused the decrease of the
channel need and resulted in an increase of the quality of the
programmes, compared to the former, analogue systems. The
frequency bands unused by the new system is called digital
dividend [1].

Due to the advanced compressing and coding methods
(H.264/MPEG-4 AVC, HEVC/ITU-T H.265) as well as the
transport techniques applied in the present networks, a
broadcasting system needs smaller and smaller part of the
spectrum, moreover, further decrease can be achieved by new
base band coding and multiplexing methods. Thus, we can
conclude that the final size of the digital dividend can not be
determined yet. It is clear, however, that these new frequency
bands can be used for other purposes and technologies, and
the most effective usage would be a harmonized one, i.e., if all
the countries would have the same allocation.

As the bandwidth demand of the mobile telecommunication
increases rapidly, the question arose, whether the whole
former television band is necessary for DVB-T broadcasting.
Due to the favorable wave propagation properties and the LTE
technology, the 800 MHz band is more useful for mobile
purposes [2-6], thus the EU regulations adapted quickly:
CEPT developed a mobile allocation plan to band 790-
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862 MHz. During World Radiocommunication Conference,
WRC 2007, the decision was made that allows the alternative
use of the frequency band, and in its footnote 5.316A part of
the countries intended to allocate the band for mobile
communications as well.

According to the calculations, the two services (mobile and
TV) could not work beside each other without distraction
[4,5], thus the only solution was to empty the band first,
before the mobile providers could start to use it. The channel
allocation of the band is given in decision ECC/DEC/(09)03.

B.  CATV Frequency Bands

In case of cable television (CATV) networks, spectrum
allocation is different from that of the terrestrial or satellite
broadcasting, due to the fact that the network communication
takes place on shielded network that is isolated from its
environment, thus the complete available frequency domain
belongs practically to the service provider. Fig. 1 shows the
frequency allocation valid from 2014.

Analogue TV
DVB-C

EuroDocsis2.0, 3.0
LTE distortion

20 65 153 310 630

790 862 MHz

>Upstream< > Downstream

Fig. 1. Frequency allocation of CATV systems from 2014
C. Noise in Coaxial Networks

A CATV system has significantly better signal to noise
ratio than the terrestrial or satellite broadcasting [7], due to its
shielding. The shielding can suppress the disturbing signals
and noise from over-the-air waves, thus modulations with
higher number of states can be applied. This is the main
reason why the shielding of the CATV networks is an
essential task.

In case of coaxial networks both radiated and conducted
waves can cause disturbance. The aim of this work is to focus
on radiated noise. In case of radiated disturbance, the waves
propagating over-the-air enter the coaxial network -either
through the cables or though the equipments on the network
[8,9]. The reason of this undesired coupling can be multiple,
like damaged or broken shielding, connector error, poor
quality parts, faulty building of the network, or such large




external noise that the shielding can not filter it. Decreasing
the noise can be carried by determining the reason and the
then either mending it or supressing by other means, like
applying more effective or extra shielding. The parameter
determining how much the cable or equipment is protected
from the noise sources is called shielding effectiveness (SE).
Measurements of the SE of active or passive CATV network
elements can be carried out according to EN 50083-2 [10].

D. The Goal of the Measurements

Looking at the CATV frequency bands, we can conclude
that over-the-air band DD1 overlaps with the upper part of the
CATYV frequency domain. In free space the mobile providers
have the license for the frequency band, and the CATV
systems are theoretically independent of the over-the-air
frequency domains, however, in reality over-the air signals
can penetrate into coaxial networks, thud CATV service
providers had to develop methods for overcoming the
problems of this noise source already. The aim of this study is
to determine the disturbances caused by mobile channels in
CATYV network passive elements.

The examined units were coaxial cables of types RG 6, RG
11, QR540, by two different manufacturers, one multitap and
two line splitters. IT was also necessary to simulate other
elements, like damaged or broken cable, not properly closed
multitap, damaged splitter, or soaked splitter.

II. METHOD OF MEASUREMENT

A. EN 50083-2

European standard EN 50083-2 [10] determines the
radiation and immunity properties of transmission, receiving,
processing and broadcasting of signals from video, audio and
interactive systems. In the newer, 2012 version the new EMC
environment arisen by the DD1 mobile channel is also taken
into account, thus the measurement methods are developed
considering the 790-862 MHz LTE systems. The standard
gives the shielding effectiveness limits of passive elements
between 5 MHz and 3.5 GHz both for analogue and digital
signals.

Point 5.5 of the standard determines 3 measurement
methods for shielding effectiveness of passive devices, of
which one can be applied for our frequency band: the method
of absorption measuring clamp. The main problem of the
method that is designed for emission, and the standard does
not give immunity measurement setups. The limits
corresponding to this measurement are to be found in Table 1.
In the band DD1 the limit for a Class A device is 75 dB.

TABLE 1
LIMITS OF SHIELDING EFFECTIVENESS OF PASSIVE ELEMENTS WITHIN
THE NOMINAL FREQUENCY BANDS

Frequency domain Limit
MHz dB
Class A Class B
5- 30 85 75
30— 300 85 75
300—- 470 80 75
470— 1000 75 65
950 ” — 3500 55 50
For equipments with upper band limit < 1000 MHz.
" For equipments with lower band limit > 950 MHz.

According to Note 2 of the standard, the calculation for
disturbances up to 120 dB(uV/m) is the following. At
800 MHz the coupling coefficient is approximately 25 dB, SE
75 dB, thus the remaining undesired signal level is still
20 dB(nV). The standard also mentions in Note 3 that in the
band large fields are also possible, thus Class B devices can
not be used.

The standard does not specify the measurement techniques
or setups for cable immunity, the absorbing clamp setup can
not be modified for the purposes specialized by the service
providers, thus we have developed a new method based on
Note 2 of point 5.5 of the standard.

B. Measuring Shielding Effectiveness

According to Note 2 of point 5.5 of standard EN 50083-2
[10] the undesired signal level can be calculated as

120 dB(uV/m) — 25 dB — 75 dB = 20 dBV/m), (1)
Le.,
Edisturbing ~ Acoupling — SE = Eundesired; (2)

where Egiguing 18 the field intensity of the disturbing signal
[dB(uV/m)], a@coupiing the coupling constant at 800 MHz [dB],
SE the shielding effectiveness and Eypgesired the field intensity
of the undesired signal in the channel.

If SE is expressed from formula (2) we arrive at

SE = Edisturbing ~ Acoupling — Eundesired: (3)

thus if we know the level of the disturbing signal over-the-air
at the passive element and the undesired signal inside the
passive device, and the coupling constant, the shielding
effectiveness can be determined. It is easy to see that if the
level of the disturbing signal is increased, the field intensity of
the undesired signal increases simultaneously, thus the field
intensity determined by the service provider can be applied in
this measurement setup, and the result can be deducted to the
limits of the standard.
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C. Measurement Setup

We generated 10 V/m field intensity at the measuring table
using an antenna 4 m apart from the position of the equipment
under test (EUT). All the passive elements had F-type
connectors and 75 Q impedance.

After determining the path attenuation and the field
homogenity a Python programme was used to control and
carry out the measurements in the 792-862 MHz band.

In the frequency domain 790 to 862 MHz the signal path
loss of the measuring equipments is 9,87 dB.
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Fig. 2. Measurement setup for shielding effectiveness
measurement

Standard IEC 61000-4-3 “Electromagnetic immunity tests
of radiated radiofrequency fields” [11] determines the method
of measuring field homogeneity, which is summarized in
Fig. 3. It is essential to have homogeneous field on the whole
geometry of the EUT.

During the measurement the largest deviation was 0,2 V/m
which is acceptable.

Tested area

Optical cable
Probe

Antenna

Fig. 3. Measurement setup for field homogeneity test according to
standard IEC 61000-4-3
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III. MEASUREMENT AND RESULTS
A. Shielding Effectiveness of Coaxial Cables

According to our measurements the shielding effectiveness
values of cables from the two manufacturers and of the three
studied types are different, as the technologies of the
production are different. As an example, in Fig.4. SE vs
frequency functions of two cables of type RG6 can be seen.
The two subfigures mean two different service providers and
the different colours cover different geometrical, shielding
and impedance matching conditions as mentioned in the
caption.

95

7% 200 810 820 830 840 850 860 [MHz]

790 800 810 820 830 840 850 860 [MHz]

Fig. 4. Shielding effectiveness of RG6 cables of two different
service providers. Line colours belong to the following conditions.
Green: cable on table, horizontal position, matched terminator,
unshielded; orange: cable on table, horizontal, matched terminator,
shielded; blue: vertical position, matched terminator. The straight,
thick, dark red line gives the limit of the class A devices according to
EN 50083-2

According to the measurements we can conclude, that the
cables — except for one case — satisfy the limits given in the
standard, moreover, in most cases the shielding effectiveness
is much better than necessary. Applying multiple shielding
can improve the results.

B. Shielding Effectiveness of Multitaps and Line Splitters

Measuring multitaps or line splitters are carried out with a
reference cable. In both cases the equipments were tested with
different termination conditions, i.e., with proper, matched
terminators, with one or more loose terminator, and with open
outputs. Also other damages, like soaking are modelled. As an
example, the results of a multitap can be seen in Fig. 5, and
measurements of a splitter is given in Fig. 6.



7% 800 810 820 830 840 850 80 [MHz]

Fig. 5. Shielding effectiveness of a multitap. Red line gives the
SE of the reference cable, blue line the SE of the multitap with
properly closed outputs, purple with one access gate open, cyan
with all the access ports open, orange with loosely closed access
gates and black with all the outputs loosely terminated. Green
line is the limit for class A devices according to standard EN
50083-2

(d8)
110

790 800 810 820 830 840 850 860 [MHZ)

Fig. 6. Shielding effectiveness of a splitter. Red line gives the
SE of the reference cable, cyan line the SE of the splitter with
properly closed outputs, orange with loosely closed outputs and
black with the splitter soaked, but all the outputs properly
terminated. Green line is the limit for class A devices according
to standard EN 50083-2

It can be seen, that all the devices met the conditions of the
standard, if the connections were properly closed.

From the measurements we have concluded that in case of
properly assembled CATV network provides sufficient
shielding against the disturbances from the new DD1 bands.
However, a broken shielding or a loosely connected cable or
terminator can cause significant increase in the noise level of
the network. Thus, it is essential to select cables of proper
quality, and to assemble the network properly with the
designated torque, and to apply the terminators everywhere.

IV. CONCLUSION

To summarize, we can state that in case of a well-built
CATV network the risk of such disturbances which causes
such a high noise level that the network management needs to
intervene is very low. In case of poor materials or assembly,
high noise can arise, and intervention of the service manager
can be necessary. Intervention would mean carrying out such
steps as decreasing the number of states of the modulation e.g.
from 256 QAM to 64 QAM, thus decreasing the data rate.

The significance of the studied problem is increasing as the
frequency domains occupied by mobile services tend to
penetrate deeper and deeper under 900 MHz, moreover within
a couple of years the second digital dividend band will also be
available for mobile service providers (under 700 MHz), and
the 450 MHz band also needs to be carefully studied.

As it is important for both the CATV and the mobile
network providers to operate disturbance-free, their common
interest is to develop their systems so, that the other party’s
services would be able to run properly. The regulations should
also ensure the cooperation of these services.
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On Wavelet Based Modeling of EMC Test Chambers —
Economic Prediction of the Refined Expansion
Coefficients
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Abstract — Electromagnetic compatibility (EMC) is a key issue
in the present smart world, and most of EMC standards require
measurement in either fully anechoic chambers or semi anechoic
chambers or reverberation chambers. In order to give a
sufficiently precise approximation on the measurement
uncertainty, it is important to know, i.e., to measure and to
model the electromagnetic field distribution inside the chamber
around the device under test and the test antenna.

A one dimensional simplified model is presented for
electromagnetic  field distribution modelling with a
straightforward possibility to extend to higher dimensions.
Wavelets are ideal tools for modelling such environments, where
the length scale of the obstacles vary, like the test chambers with
different sizes of devices under test.

Keywords — EMC, Fully Anechoic Chamber, Semi Anechoic
Chamber, Wavelet, Electromagnetic field modelling.

1. INTRODUCTION

The measurement uncertainty of emission conformity or
antenna measurements in fully anechoic chambers (FAC) with
3 m measurement distances is higher, compared to the
chambers allowing 10 m measurement distance or to the open
area test site (OATS). To understand the phenomenon and the
reasons of this effect, simulation methods provide great help.
Results computed from simulations can be the key in finding
solutions for reducing measurement uncertainty.

The most commonly used tools for modelling anechoic
chambers are the finite element method [1], beam-tracing [2],
finite differences [3,4], circuital methods [5] or the method of
moments [6]. In case of the often-changing devices under test
which have various sizes, a model where the adaptivity is a
built-in feature can be advantageous. Wavelet based
differential equation solver can provide adaptivity [7,8,9]: if
the solution is not precise enough, new resolution levels can
be added to the already existing solutions thus improving the
result.

In the following considerations, after a short introduction to
wavelet theory, and wavelet-based differential equation
solving methods in Section II, a more detailed summary of a
very economic prediction of the finer resolution wavelet
coefficients is presented in Section III. The prediction is based
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on the Ritz variation principle. A one-dimensional model
system is built to demonstrate the applicability of the method.
As a last step, the conclusions are drawn in Section I'V.

II. WAVELET BASED MODELLING OF
ELECTROMAGNETIC FIELDS

Wavelet analysis is an effective tool for data analysis,
however it can be used for solving differential equations, too
[7]. In wavelet analysis and wavelet based function synthesis
the space of the functions is divided to subspaces
corresponding to different resolution levels, or different
detailedness of the function. The key point of wavelet theory
that each of these resolution level has the same shaped basis
function set, i.e., the wavelets, which arise from one common
mother wavelet y, by simply shifting and shrinking or
stretching, thus the mth resolution level basis function at the
shift position k can be given as y,(x)=2""2yo( 2 "x — k).

There exists another type of basis function family; the
scaling functions expand sub-spaces of the whole function
space that include all the resolution levels up to a given
refinement index m. Scaling function arise similarly to
wavelets: the mth resolution level basis function at shift index
position k can be written as d,,(x)= 2"?do( 2 "x — k ), where
¢y is the mother scaling function.

This duality means that any function, like a component of
the electromagnetic field, can be expressed both ways, either
with only scaling functions — in this case very high resolution
level is needed for the whole spatial domain if the function
contains fine details at some spots —, with only wavelets — in
this case infinitely rough resolution level wavelets might also
be necessary —, or in a mixed expansion — starting from a
moderately rough resolution level set of scaling functions and
adding refinements to only those domains where the function
includes finer details.

Both the wavelets and the scaling functions can be
generalized to higher dimensions, in those cases the indices
are composite resolution level and shift indices, and the
variable is also a multi-dimensional variable.

In order to find the possible standing waves and their
frequencies, a wave equation
1 o’
VF-— —F=0 1
v ot W
has to be solved for the coupled electric and magnetic fields.

Here the 3-dimensional field function F' can mean either
magnetic (H ) or electric (£ ), both having 3 spatial and one
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Fig. 1. Coefficients of the eigenfunctions of mode with N=4 nodes
(d » green line), of the first prediction (3, , red dashed line) and the
second prediction (A, , black dotted line) for resolution levels m=2
and m=4. The shift index £ is scaled so that the position of the
coefficients would meet the beginning of the support of wavelet y,,;
in the real space. Arbitrary units. The space of the chamber in the
given dimension is 10 units (=5 to 5), the permittivity of the 1 unit
thick covering absorbent layer is set to 3, whereas the metallic wall is
modelled with permittivity 10000 at spatial positions below —6 and
above 6 units. Daubechies wavelets and scaling functions with 6
coefficients were used in the calculations

temporal variable. Temporal dimension is usually treated with
one of the finite differences methods in the wavelet solver
techniques, thus resulting in a simple elliptic equation with a
source or an eigenvalue equation

VF-S=0 )

where the notation S can cover either the source as a function
of the space variables at the given time step, or an eigenvalue.

An mth resolution level wavelet approximation of the field
leads to either a pure scaling function expansion, i.e., to

F[m](r) = Zcmkd)mk (I"), (3)

or to a combination of a rough level scaling function
expansion refined with as many wavelet resolution levels as
necessary

m—1
F[m](r) = Zcmokd)mok (}’)+ sznk\ynk (7") (4)
k n=mgy k

Using these expansions the differential equations can be
straightforwardly transformed into matrix equations: the
solution vectors of these matrix equations consist of the
wavelet and scaling function expansion coefficients c,; and
d,. Although the matrix equation is simple compared to the
differential equation, its solution still has a high computational
demand, especially in case of eigenvalue equations.
Moreover, in positions, where the solution should be a smooth
function, the expansion coefficients d, are zero, thus

calculating them is unnecessary.

III. PREDICTING HIGHER RESOLUTION LEVEL
COEFFICIENTS

If an mth resolution level approximation of the eigenvector
solution is already given, naturally arises the question whether
it is possible to predict the finer resolution coefficients from
the solution in a more economic way than solving the
differential equation itself at a higher resolution level.
Knowing the approximate next level coefficients can have the
following advantages: a) they can be used to determine,
whether a wavelet with a given shift index has to be included
into the more precise calculation, b) they can be used for
calculating the error of the already existing solution, c) they
can be used as a last refinement step.

Adding just one wavelet with a variable coefficient J,; to
the already existing solution F"), as

F[mH]per :F[m] +8mk\vmk (5)

and applying the Ritz variation principle to the thus arising
eigenvalue leads to the approximate coefficient

1

(m] _ m_p )\ )2

8, =S WSl e
2R 2R

where the W and R are calculated the same way as the matrix
elements in the discretization of the differential equation [8]:
W contains only the new wavelet, whereas R both the new
wavelet and the already used ones. S is the eigenvalue
corresponding to the eigenvector F1", which is to be refined.

The resulting predicted coefficients §,; approximate the
real coefficients very well. In a 1-dimensional model system
consisting of a large air-filled space, a thinner absorber layer
and a metallic wall on both sides, we calculated the exact,
eigenvector coefficients as well as the predicted ones and
plotted the results in Fig. 1. In the plot the expansion
coefficients of the eigenfunction with 4 nodes is plotted at two
resolution levels. Clearly, the approximation is getting better,
as the starting solution is improving with the resolution as it
can be seen in Fig. 2.

Seeing the success of the prediction method we have
applied it to an already predicted starting coefficient set, i.e.,
we applied the variation principle to coefficient A, of

F['"*'l]pwdz = F[mil] 8, Wtk + AWk - )
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Fig. 2. Wavelet expansion eigenfunctions £(x) for increasing
resolution levels in case of the basic mode standing wave (N=0) and
the four-node mode (N=4). Arbitrary units. The model is the same
as in Fig. 1. Notation m covers the last applied wavelet resolution
level, thus the overall resolution is m+1

The resulting formula is very similar to (6)

mk

1
[mlp _ 7P [mlp _ 7 p 2 2
S, (S v J +1|, (6)

2R? 2R?

only the matrix elements W and R’, as well as the eigenvalue
S contains not only wavelets from £, but the ones with
the 1% predicted coefficients, too. The second predicted
coefficients can be seen in Fig. 1, too, in black dotted lines.

These second predicted coefficients are significantly worse
than the first prediction; they tend to oscillate around the real
values. This property manifest also in the functions arising
from the calculated coefficients. In Fig. 3 these functions are
given at two resolution levels; Already at the 4th resolution
the functions with the predicted and the eigenvector
coefficients are indistinguishable. Their difference is given in
Fig 4 for better visibility.

A rather simple averaging method can make the second
predicted coefficients better [10].

IV. CONCLUSION

An early stage one-dimensional forerunner of a wavelet
based solver for the standing waves appearing in EMC test
chambers like FACs or SACs are presented in the paper. As
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eigenfunctions in Fig. 2 (red line and blue line), the other two

lines are predicting the next resolution level results (green and
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the calculation of the wavelet expansion’s coefficients is an
expensive task, two steps of computationally economic
refinement predictions are studied in a simplified model
consisting of two various layers around the cavity of the
chamber. The result show that the first prediction gives very
precise results with less than 0.1% of error eigenvector’s
coefficients, already at the 4™ refinement step (the second
refinement level results in approximately 10% of error, and
the 3™ refinement level around 1%). All the errors are
calculated compared to the given resolution level’s wavelet-
based eigenfunctions.

At the same time, the second prediction provides much
higher errors, usually about 3 to 5 times larger than the first
predictions. However, even these second predictions can be
used for approximating the magnitude of the error made if the
given resolution level is omitted from the calculations
completely.
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Symmetrical Microstrip Antennas

Marija Miliji¢', Aleksandar Nesi¢* and Bratislav Milovanovi¢’

Abstract — This paper examines the bandwidth of symmetrical
microstrip antennas with different 3D reflector plates. Both
single symmetrical microstrip dipole and its array are
investigated using WIPL-D software. Beside model of well-
known symmetrical pentagonal dipole, the models of new
symmetrical microstrip dipoles of different shapes are presented
too.

Keywords — Bandwidth, Symmetrical microstrip dipole,
Reflector plate.

1. INTRODUCTION

Printed antennas feature advantages that make them
suitable for many modern wireless communication services.
They have low profile and low weight, simple and
inexpensive production using standard photolithographic
technique, great reproducibility and the possibility of
integration with other microwave circuits [1]. Their major
disadvantages are spurious feed radiation, tolerances in
fabrication, very narrow frequency bandwidth and surface
wave effect [2]. The mentioned limitations can be overcome
using symmetrical microstrip dipole which operates on the
second resonance (antiresonance) enabling both much slower
impedance variation with frequency and useful wide
bandwidth than in case of operation on the first resonance [3-
8]. Consequently, it has lower sensitivity to fabrication’s
tolerances enabling the use of low-cost photolithography
printing process for its manufacture. Further, the feeding
symmetrical microstrip line causes the reduction of unwanted
radiation, parasitic coupling and surface wave effect [3-8].

There are many published research results of symmetrical
microstrip dipole of pentagonal shape and its arrays [3-8] that
demonstrate their advantages over classical printed antennas.
This paper presents examination of symmetrical microstrip
dipoles of different shapes with different 3D reflector plates.
Special attention is given to the bandwidth of proposed
symmetrical microstrip dipoles as well as to the bandwidth of
their arrays.

II. SYMMETRICAL MICROSTRIP DIPOLES

The symmetrical microstrip dipole is presented in Fig. 1.
One its half is on one side and another half, contrariwise
turned, is on the opposite side of the substrate.
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Fig. 1. The symmetrical microstrip dipole

Dielectric substrate

“_Symmetrical
microstrip line
Z=100 Q

Fig. 2. The symmetrical microstrip dipole of pentagonal shape

The previous research [3-8] showed all advantages of both
symmetrical pentagonal dipole (Fig. 2) and its arrays. The
single pentagonal dipole with different 3D reflector plates has
satisfactory large bandwidth [8]. However, its gain and
sidelobe suppression are usually with unappropriated values
for modern communication systems. Therefore, symmetrical
pentagonal dipoles are organized in arrays that can have
sufficient many antenna parameters (bandwidth, gain,
sidelobe, etc.) [3-7].

In order to improve bandwidth of symmetrical microstrip
antenna, whatever single dipole or its arrays, the different
shapes of dipole are investigated. Half-dozen different shaped
symmetrical microstrip dipoles have been modelled and
simulated using WIPL-D software [9]. Also, different
reflector plates have been used: plane, parallel or normal to
dipole, and corner with 90° and 60° angle. All considered
dipoles are printed on the dielectric substrate of 0.508 mm
thickness end dielectric constant ¢=2.17. The central
frequency of all examined symmetrical dipoles is /;=30 GHz.
The dimensions of all considered shaped dipoles are
optimized to achieve dipole’s impedance Z~100Q at the
centre frequency f;. Three shapes of symmetrical microstrip
dipole, that have bandwidth noticeably better then classic
pentagonal dipole, are shown in Fig. 3. Their simulated
bandwidth results [9] are presented in Figs. 4-7 and Table I-IV
for parallel reflector, perpendicular reflector, 90° corner
reflector and 60° corner reflector, respectively.
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Fig. 3. The symmetrical microstrip dipole of (a) Shape 1, (b) Shape 2, and (c) Shape 3
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Fig. 4. VSWR parameter of symmetrical dipoles with parallel Fig. 5. VSWR parameter of symmetrical dipoles with perpendicular
reflector reflector
TABLEI TABLE II
FREQUENCY RANGE OF SYMMETRICAL DIPOLES WITH PARALLEL FREQUENCY RANGE OF SYMMETRICAL DIPOLES WITH
REFLECTOR WHERE VSWR<2 PERPENDICULAR REFLECTOR WHERE VSWR<2
Shape f[GHz] f1%] Shape f[GHz] f %]
Classical pentagonal 25-32.4 24.6 Shape 1 25.2-33.6 28
Shape 2 25-36.9 39.66 Shape 2 23.8-39.6 52.67
Shape 3 25.1-38.1 43.33 Shape 3 25.1-40.5 51.33

For every considered reflector only three best simulation
results are presented. Firstly, VSWR parameters of
symmetrical dipoles with parallel reflector at distance
Ap/4=2.5 mm (4, is wavelength in vacuum at ;=30 GHz) are
presented in Fig. 4 and in Table 1. It can be noticed that
symmetrical microstrip dipoles of shape 2 and shape 3 have
significantly greater bandwidth where their VSWR<2 then
classical symmetrical pentagonal dipole. Furthermore, Fig. 5
and Table II show the simulation results of symmetrical
dipoles with perpendicular reflector at distance 1,/4=2.5 mm
from dipole. There are only simulation results for bandwidth
of symmetrical dipoles of shape 1-3 that are all better than
simulation results for bandwidth of symmetrical pentagonal
dipole (27.33 % of central frequency).

Moreover, Fig. 6-7 and Table III-IV present the simulated
VSWR parameters of symmetrical dipoles in corner reflectors
whose apex is at distance 1o/2=5 mm from dipole. Feeding
lines for dipoles penetrate the junction of two reflector plates
through holes with diameter of 2.3 mm so the influence of the
metallic plates on the microstrip lines is minimized.
Obviously, the dipoles in corner reflectors have smaller
frequency range where their VSWR<2 then dipoles with plane
reflector plate (parallel or normal to dipole). Although, the
symmetrical dipoles of shape 1-3 have better wideband
characteristics then symmetrical pentagonal dipole in case of
reflector with 90° angle. Symmetrical pentagonal dipole’s
bandwidth is 13% of central frequency. When dipoles are
examined in corner reflector with 60° angle, only symmetrical
dipoles of shape 2-3 have greater bandwidth then classical
symmetrical pentagonal dipole. The gain of all considered
dipoles is 6-7 dBi.
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> 4__ —— Symmetrical dipole of shape 1
| e Symmetrical dipole of shape 2

ap M Symmetrical dipole of shape 3

VSWR
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Fig. 6. VSWR parameter of symmetrical dipoles in corner reflector
with 90° angle

TABLE III
FREQUENCY RANGE OF SYMMETRICAL DIPOLES IN CORNER
REFLECTOR WITH 90° ANGLE WHERE VSWR<2

Shape £[GHz] %]

Shape 1 26.6-31.9 17.67

Shape 2 21.6-32.5 36.33

Shape 3 21.3-32.5 37.33
2,8 — Classical symmetrical pentagonal dipole
a6 ] - Symmetrical dipole of shape 2

Symmetrical dipole of shape 3

VSWR

fIGHz]
Fig. 7. VSWR parameter of symmetrical dipoles in corner reflector
with 60° angle

TABLE IV
FREQUENCY RANGE OF SYMMETRICAL DIPOLES IN CORNER
REFLECTOR WITH 60° ANGLE WHERE VSWR<2

Shape f[GHz] f%]
Classical pentagonal 25.8-31.6 19.33
Shape 2 25-33.7 29

Shape 3 25.4-34.2 29.33
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SMA connector

ubstrate

Fig. 8. Antenna array with cosecant squared-shaped radiation pattern

III. ANTENNA ARRAY WITH COSECANT SQUARE
SHAPED RADIATION BEAM

The antenna array of four radiating elements, feeding
network and bal-un are printed on the same dielectric
substrate with dielectric constant ¢=2.17 and thickness of
0.508 mm. The array is positioned in corner reflector with
angle of 60° and with apex at distance A,/2 (at the centre
frequency f;=30 GHz) from centres of radiating elements
(Fig. 8). Three antenna arrays have been modelled whose
radiating elements are symmetrical printed dipoles of
pentagonal shape, shape 2 and shape 3 (Fig. 2 and Fig. 3). The
dipoles are axially placed, decreasing their mutual impedance,
at the distance d=0.84,=8 mm (at f;=30 GHz). Orchard Elliot's
and genetic algorithm methods have been applied for
synthesizing the antenna array. The normalized amplitude for
dipoles i=1,4 are u;=0.4038, u,=0.567, u;=1 and u,=0.725
while phase shifts are ¢,=0°, p,=14°, ¢;=0° and ¢,=-36° [10].

The feeding network is also the symmetrical microstrip
structure (Fig. 8). After the coaxial connector there is a
beginning part of feeding network BAL-UN for transition
from conventional microstrip to symmetrical microstrip
structure (Fig. 8). Characteristics and dimensions of the A/4
transformers in symmetrical microstrip technique have been
calculated using TEM analysis. Using values u;, u,, u; and uy
for dielectric substrate of 0.508 mm thickness, 2.17 relative
dielectric permittivity, 41 MS/m conductivity of metal,
insignificantly small values of loss tangent and conductor
thickness, the width W, k=12,3,4,A.B (Fig. 8) of A/4
impedance transformers have been obtained (#,=0.49 mm,
Wy=1 mm, W;=1.02 mm, W,~0.53 mm, W,=1.29 mm,
W5=1.89 mm). The phase shifts are adjusted by setting the
lengths of dipoles’ feeding microstrip lines of 100Q. The
feeding line for the second dipole, whose phase shift is 14°, is
0.4 mm shorter than feeding line for the first dipole with
phase shift of 0°. Similarly, the feeding line associated with
the fourth dipole with phase shift of -36° is 1.04 mm longer
than feeding line of the third dipole with phase shift of 0°.
Lastly, the feeding network was developed and verified using
WIPL-D Microwave Pro software [9].
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Fig. 10. The simulated VSWR parameter of antenna array of 4
symmetrical microstrip dipoles in corner reflector with 60° angle

The Fig. 9 shows the simulated radiation pattern of antenna
arrays with symmetrical microstrip dipoles of classic
pentagonal shape, shape 2 and shape 3. Antenna gain is about
15 dBi and side lobe suppression (SLS) is higher than 15 dB
at the centre frequency f,=30 GHz. In can be noticed that the
simulated cosecant squared shaped beam in the elevation
plane has coverage beyond 15°. Further, the Fig. 10 shows
simulated VSWR parameter of three proposed antenna arrays
for frequency from 22 GHz to 36 GHz. It can be seen that
antenna array of symmetrical dipoles of shape 3 has the
widest bandwidth where VSWR<2 (22.4-35.2 GHz — 42.67%
of f.). It is better than bandwidth of antenna array of
symmetrical dipoles of shape 2 (22.5-32.6 GHz — 33.67% of
f.) and bandwidth of antenna array of symmetrical pentagonal
dipoles (24-33.8 GHz — 32.67% of f.).

I'V. CONCLUSION

Symmetrical printed antennas have a few advantages over
standard printed antenna. They have wide bandwidth that can
be useful for their usage in many modern wireless services.
Therefore, symmetrical printed antennas have less sensibility
to fabrication tolerances and they can be produced using
cheap photolithographic process not demanding expensive
equipment and reducing their manufacturing price.

This paper presents symmetrical printed antennas that have
different shapes of classical symmetrical pentagonal dipole.
Considering their VSWR parameter, it can be concluded that
proposed symmetrical dipoles have bandwidth in range or
better than bandwidth of symmetrical pentagonal dipole,
especially when they are place in corner reflector with 180°
and 90° angle. Similarly, their arrays with cosecant square
shaped radiation pattern placed in corner reflector of 60° angle
have VSWR parameter greater than 2 in wider frequency
range then antenna array of symmetrical pentagonal dipoles
fed by the same network of impedance transformers and with
corner reflector of 60° angle.
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Abstract — In this study an optimization of X-pol antenna with
reflector dimensions has been described. The goal is achieved
using design of experiment theory for antenna suitable for use in
433MHz ISM band. This type of antenna is applicable on order
to guarantee better communication in the available ICM bands,
where the electromagnetic frequency resource is constantly take
busier with more, even M2M, short or permanent in time data
transfers.

Keywords — X-pol Antenna, Design of Experiment, Antenna
Parameters Optimization, ISM band applications.

1. INTRODUCTION

Nowadays, the communications, alongside with the
mobility, are the two largest components of the progress of
mankind. Transmission of huge amount of data for daily
activity has entered deep into the life of every modern man.
Sometimes the stream is continues data with high speed of
around amount of Terabits per second. Other cases are when a
very short digital messages are transmitted. In some specific
cases mobility is needed when information is being transfered.
In these cases, inevitably free electromagnetic waves as a
carrier of information has been used [1], [2]. This leads to
continuous increasing the load of the spectrum, which is not
an unlimited resource. From this perspective, any moves for
optimization the wireless transmission of information are of
significant benefit.

The antenna plays a huge role for the realization of every
wireless communication. In many cases they are complex
technical solutions that are designed to implement specific
characteristics. However, in some other applications
sometimes is impossible to use complex antennas due to
restrictions in size, weight, cost and the like. Some examples
of similar aspects are the cases in the Industrial, Scientific and
Medical (ISM) bands systems for access control, remote
control and Radio Frequency Identification (RFID). The list
expands with the attractive from today's perspective Smart
Systems and other. A good example is the Machine To
Machine (M2M) communications. M2M type remote
communication uses a simple radiating elements.
Optimization can be done for stationary antennas of these
systems too. Such optimization can be done for better
coverage. This will lead to a reliable communication link, to
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Bulgaria, E-mail: kna@tu-sofia.bg
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less need for retransmission of information, and so to that the
ISM bands are going to be less overloaded.

In this article has been viewed the possibility of using X-
pol antenna with reflector to achieve better radio coverage of
a given area. The antenna optimization, used in the research,
is based on the theory of design of experiment to achieve the
best possible case and analysis of its other parameters and
characteristics.

II. DESCRIPTION OF THE PROBLEM

A. The X-pol Antenna Conception

In the idea to realize the X-pol antenna with reflector is the
concept of forming a loop antenna [3], [4] in the form of the
outer contour of the letter 'X'. On Fig. 1 is shown the structure
of a planar developed frame of the antenna. Mainly two
parameters define the shape - the length / of the arm and its
angle of divergence a.

Feed points

\ /
N Wy
oo

Fig. 1. Structure of a planar radiating loop element of X-pol antenna

The  geometric  variables largely  defined the
electromagnetic behaviour of the frame, respectively
impedance match to standard 50Q and the radiation pattern.
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In order to achieve directivity in a half-sphere, behind the
active element a screen is added. Fig. 2 shows a three-
dimensional appearance of such X-pol antenna with reflector.

[N ) )

S
™~
™~
™~
N
™~
N

™
N
N
N
N
N
N

S
S
™~
™~
N
™~
N

™
N
N
N
N
™~
N

[ /LSS

Fig. 2. 3D view of X-pol antenna with reflector

B. Optimization of the X-pol Antenna Geomery

Optimization of the geometry of the X-pol antenna at a
particular input arm length / and an angle of divergence a can
be done by using the theory of the planned experiment. This
theory gives the opportunity to make a model of considered
parameter behaviour in relationship to changes of several
factors. In this case is necessary to conduct full factorial
experiment type 3% in which two factors are varied on three
levels. In the specific task these factors are the arm length / and
an angle of divergence a. It is appropriate the parameter to be
the antenna matching represented by a standing wave ratio
(SWR). Based on the data generated in nine attempts in a
planned experiment type 3° the analytical dependence of the
parameter in the factor field has the form [5]:

Y=b,+b.x +b.x,+b,x.x,+ (1)

2 2
+b,.x; +b,.x;

In the upper equation Y is a parameter for impedance match or
standing wave ratio - SWR and x; and x; are the two factors, in
this case they are respectively the length / and the angle a. The
coefficients b are defined according the laws:

5& 1 &L _
B="D 33 200 ), @
973 3TA

9
S X, 3)
Xy Y )

l &< » I
b= 235 = ;yj , 5)

=l j=l

III. RESULTS

With the preliminary study were selected levels of variation
of the two factors for the antenna that works in ISM band
frequency 433,92 MHz. In this frequency band a number of
systems for remote control are in use, like remote opening of
garage  doors or  barriers, signals for  alarm
activation/deactivation etc. Specific values for these geometric
indicators and the levels of their variations for this experiment
are given in Table I.

TABLEI
BASE FACTOR LEVELS
Factor

Level of
variation

Xy X2

+1 88 mm 38°

0 85 mm 35°

-1 82 mm 32°

In Table II are listed data readings of the parameter Y for
the nine attempts with different levels of varying factors.
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TABLE I1
EXPERIMENTAL VALUES

.i v 2 o | Yswr
Jj L, mm a,

| +1 s +1 s 125
2 [ s 0 15 | 231
3 [ | | 463
4|0 | s | 287
5|0 s 0 15| 122
6|0 s 1 | 197
7| o *l 18| 629
g | 1 o 0 15| 305
9 | ! %) -1 3 | 146

In Table III the calculated values, according to (2) = (5), for
the coefficients b are recorded. A self-developed code has been
made in order to visualize the parameter behaviour in the
factors field and to search the optimal point that corresponds to
best antenna match. On Fig. 3 is plotted using a programming
environment MATLAB [6] the behaviour of obtained
according (1) parameter Y in the factor space.

TABLE III
VALUES FOR COEFICIENTS
bo 1,4300
b, 0,3917
b, 20,4350
b1 22,0525
b 0,8850
by 1,1450

Fig. 3. Variation of parameter Y in factor field

As an optimized result, developed with the design of
experiment theory, are the reading for / = 8231 mm
and a = 35°.

Fig. 4 shows the resulting 3D simulation radiation pattern
of the antenna with optimal size. This result is achieved with
the help of antenna planning software MMANA-GAL Basic.
MMANA-GAL [7] is an antenna-analysing tool based on the
moment method. The estimated gain is 7,12 dBi, and the
standing wave ratio - SWR = 1,01 for the central frequency of
433,92 MHz. The simulation shows enough bandwidth for
application of this type of antenna as described above. The
bandwidth at SWR<2 is 18582,4 kHz and the bandwidth at
SWR<1,5 is 10860,6 kHz. Fig. 5 shows the simulated SWR
behaviour in this frequency range, and fig. 6 — the gain and the
front-to-back ratio.

Fig. 4. 3D radiation pattern of optimized X-pol antenna
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Fig. 5. SWR bahaviour in the working frequency range
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Fig. 6. Gain and Front-to-back ratio behaviour in the working
frequency range

Fig. 5 shows an example for practical use of proposed
antenna in case of remote control of garage door. In this case
the antenna is oriented in direction of the eventual arriving
vehicles and makes the data transfer in this area more reliable.
That tends to better transmitting, less data resending and
decreasing the noise level for other communication units in
this area, that are using the same frequency.

—
—
_—
—
—
—

Fig. 5. Practical application of X-pol antenna with reflector

The most
probable direction
for car arrival

door

IV. CONCLUSION

Based on the experimental results the following

conclusions can be made:
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e X-pol antenna with reflector consequence of the
impedance = match  optimization  achieved
extremely good value;

e The resultant directivity can help in improving
wireless communication in ISM frequency bands;

e It is appropriate to seek ways to reduce the size of
the antenna, which can be accomplished using
fractal design of the elements;
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Enumeration of Bent Boolean Functions Using GPU with
CUDA

Milo$ Radmanovi¢! and Radomir S. Stankovié?

Abstract — Bent functions are special type of cryptographic
Boolean functions. These functions make very small subset of the
total number of bent functions, especially for large number of
variables. Therefore, the only possible method for complete
enumeration of bent function is obtained by using the exhaustive
search of all possible functions. Testing of bentness across all
possible functions, even for small numbers of variables, requires
a lot of processing time. Thus, this paper proposes a parallel
algorithm for enumeration of bent functions using GPU with
CUDA. The algorithm is based on the usage of fast spectral
transform calculations and certain restrictions that should be
satisfied by bent functions in the spectral Reed-Muller domain.
Experimental results showed that the proposed GPU-based
algorithm can efficiently enumerate the bent functions of 6 to 10
variables.

Keywords — Cryptography, Boolean function, Bent function,
Enumeration, GPU, CUDA.

1. INTRODUCTION

Bent Boolean functions are functions with maximum
nonlinearity. They ensure the cryptographic effectiveness and
they can resist to various cryptanalysis attacks. Furthermore,
they are also applied in many other areas such as coding
theory, logic synthesis, and digital telecommunications [1].
Bent functions have specific properties and characterizations.
The most common characterization for Boolean bent functions
is the equal absolute values of all coefficients of their Walsh
spectra [1]. They exist only for the even number of variables.
There is no precise definition of the structure of bent
functions. In general, it is unknown the complete enumeration
and classification of them [2].

Finding the complete set of bent functions for a given
number of inputs is an open problem and known are the lower
and upper bounds in terms of the number of inputs [1]. There
is no a formal method for enumeration, generalization,
construction, or classification of all bent functions for the
given number of inputs. Thus, during recent years, it has been
developed a large number of methods for enumeration,
construction, and etc., of particular bent functions that have
specific characterizations [2]. However, specific bent
functions are very rare and they make very small subset of the
total number of bent functions, especially for large number of
variables.

Therefore, the only possible method for the complete
enumeration of bent function is obtained by using the

'Milo§ Radmanovi¢ is with the Faculty of Electronic Engineering,
Aleksandra Medvedeva 14, 18000 Ni§, Serbia, E-mail:
milos.radmanovic@elfak.ni.ac.rs

’Radomir S. Stankovi¢ is with the Faculty of Electronic
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exhaustive search of all possible functions. Testing of
bentness across all possible functions, even for small numbers
of variables, requires a lot of processing time. Consequently,
the number of n-variable Boolean bent functions is known
only for n<8. The general number of bent functions is an open
problem. Note that, the number of Bent functions increases
rapidly with increasing n. It is known that, there are 8 bent
functions in two variables, 896 bent functions in four
variables, 5.425.430.528 bent functions in 6 variables [3], and
99.270.589.265.934.370.305.785.861.242.880 bent functions
in 8 variables [4].

There are two types of methods for enumerations of
Boolean bent functions, primary and secondary. The primary
methods are based on the direct enumeration in Boolean
domain [5]. The secondary methods are based on algebraic
normal form or enumeration in Reed-Muller domain [4], [6],
[7]. Almost all secondary methods used property that all bent
functions of n variables have algebraic degree at most n/2.
The amount of computations for enumerations of bent
functions extremely increases, especially in the case of
functions with large number of variables. For example,
secondary method described in [4], for complete enumeration
of bent functions on 8 variables has been used approximately
50 PCs running for 3 months.

The secondary methods for enumerations of bent functions
in Reed-Muller domain can be very CPU time consuming and
processing time is often the limiting parameter for practical
applications. In [8], it is shown that there is significant benefit
by using a reconfigurable SRC-6 computer to enumerate bent
Boolean functions for cryptographic applications. Further, in
[9], it is shown that the speed at which bent functions can be
enumerated was improved using the circular pipeline
implemented on FPGA.

The efficiency of using parallel multi-core CPU technique
for random generation of bent function in Reed-Muller
domain is analyzed in [10]. The GPUs are also an attractive
target for parallel computations because of its high
performance and low cost. Recent generations of GPUs have
become programmable, enabling the use of GPUs for general
purpose computations. The efficiency of using parallel GPU
technique for random generation of bent function in Reed-
Muller domain is analyzed in [11], where it is reported
significant execution speedup on a GPU with 8§
multiprocessors and 384 cores. Therefore, in this paper we
proposed a parallel algorithm for enumeration of bent
functions using GPU platform. The method is based on the
usage of certain restrictions that should be satisfied by bent
functions in the spectral Reed-Muller domain. The proposed
method uses computation of the fast Reed-Muller transform
and the computation of the fast Walsh transform.

For experiments, we developed two independent
implementations, a single-core implementation using C++ and
a GPU-based implementation using CUDA framework.
Experimental results show that the proposed parallel
algorithm using GPU platform offers computational speedups
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for hundreds times over performing the same algorithms on
CPUs. As the Boolean function size increases, the number of
bentness tests extremely increases. For this reason it is
experimented with Boolean functions of the small sizes with
computations restriction.

II. PRELIMINARIES

The Reed-Muller (RM) spectral transform represents an
important operator for obtaining AND-EXOR expressions of
Boolean functions. The RM transform matrix of order n,
denoted by R(n) , is defined recursively as [12]:

n 1 0
R(n)=®R(), R(l){1 1] (M

For the bentness test, it is needed the inverse RM spectral
transform. Since the RM transform matrix R(n)is a self-

inverse matrix over GF(2), the forward and inverse RM
transform are equal.

The Walsh spectral transform matrix of order n in the
Hadamard ordering, denoted by W (n) , is defined as [12]:

! 2
it @)

The spectrum of a Boolean function f given by truth vector
F= [f(O),f(l)Mf(2" —1)]T is computed as [12]:

W)= @I 1), (D) = E

S, =T(n)F , 3)

where 7(n) is any of the matrices R(n), and W(n), with
computations performed in GF(2) for the RM transform, and
in the set of integer numbers for the Walsh transform. The
recursive definition of R(n), and W(n) is the fundamental for
the definition of the fast RM and fast Walsh spectral
transform algorithm [12], similar to the fast Fourier transform
(FFT) algorithm. Figure 1 shows the “butterfly” operations for
R(1), and W(1) [12]. The fast spectral transform algorithm
reduces computational complexity of a spectral transform

from O(2*") to O(2"log,2") [12].

fIZXZfI .fi%.fﬁfé
f [@f L O=-==3 fi—f2
Reed-Muller

Fig. 1. The elementary “butterfly” operations for R(1), and (1)

The computation of the fast spectral transform algorithm
consists of the repeated application of the same “butterfly”
operations.

A Boolean function f(x,,x,,...,x,) in (1,-1) encoding is

called bent if all elements of the Walsh spectrum vector S,

have the same absolute value 2"*[1].

For example, for a bent function of four variables
S (x,%5,%5,%,) , given by
F=[1,1,1,1,1,1,0,0,1,0,1,0,1,0,0,1]" , the Walsh spectrum with
(1,-1) encoding can be computed as S, , =W (4)F , where

result is: S, =[-4,-4,4,-4,-4,-4,4,4,-44,44.-444.4] and

all elements have the same absolute value 4.

The Reed-Muller form of a Boolean function f, also called
AND-EXOR expression, can be computed from the RM
spectrum vector S, 5, [12]:

S (X, %5,005x,) = X(”)S_/',RM 4)

where
X()=8l1 ] 5)

and where addition and multiplication are modulo 2.
For example, for a bent function of four variables
f(x,x,,x;,x,), from previous example, the RM spectrum

with (1,-1) encoding can be computed as S, p,, = RM(4)F ,
where result is: S, 4, =[1,0,0,0,0,0,1,0,0,1,0,0,0,0,0,0] . The
elements of vector X (n) are X (4)=[1,x,,x;,XX,,X,,X,X,,
x2x3,x2x3x4,xl,x,x4,x1x3,xlx3x4,xlxz,xlx2x4,x,x2x3,xlx2x3x4]r.
The corresponding RM form is: f =1@ x,x; ® xyx, .

The algebraic degree of a product term in a RM form is the
number of variables in that term. The algebraic degree of a
RM form deg(f)is the number of variables in the product
term with the maximum algebraic degree.

Algebraic degree deg(f) of a bent function f(x,,x,,...,x,)
is at most n/2 for n > 2 [2].

Note that the bent function from the previous example can

be characterized by the upper bound of the algebraic degree of
the RM form: deg(f(x,,x,,%;,x,) =1@ x,x, ®x,x,)=2<4/2.

I1I. ENUMERATION OF BENT FUNCTIONS IN REED-
MULLER DOMAIN

The algorithm for enumeration of bent functions in the
Reed-Muller domain takes as its input only the number of
function variables. Since the algebraic degree of an n-variable
bent function is less or equal to #n/2, the number of non-zero
elements of RM spectrum vector is limited and their positions
in the RM spectrum vector are restricted.

For example, for a ©bent function of four
variables f(x,,x,,x;,x,), elements of the vector X(n) are

X(4) =1, 2045 X3, X545 X, X5 X X505, X X3X g, X1, X)X X, X3, X, X3 X,

r .
XXy, X, X, X4, X, X, X5, X,X,%3%, ], where the number of variables
in a product term is less or equal to 2. For this reason the

following positions in the RM spectrum vector are restricted
for non-zero elements and other positions are always zero:
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positions in the RM spectrum vector of bent functions
available for non-zero elements.

Therefore, we define the restricted RM spectrum of a bent
function S(x,%,5,%5,%,) denoted by vector

SR/',RM = [S_f,RM (O)9Sf,RM (1 )5Sf,RM ), Sf,RM 3), S/‘,RM 4,

Sf,RM (5)7S/',RM (6))Sf,RM (8)! Sf,RM (9)7S/',RM (10)9 S»f,RM (12)]T
It should be noticed that elements of the restricted RM
spectrum have the number of ones in the binary representation
of the RM spectrum vector index less or equal to 2. Thus, the
number of elements of the restricted RM spectrum is 11.

The size of the restricted RM spectrum of n-variable bent

n/2 n
function is Z( ]
i=0 \

For example, the size of the restricted RM spectrum in
relation to the size of RM spectrum for bent functions with 8
variables is 163 out of 256, and with 10 variables is 638 out of
1024

Starting from this observation, the search space is defined
by the size of the restricted RM spectrum, where elements of

spectrum takes values from [0,0,...,0,O]T to [1,1,...,1,1]T. For
example, the size of search space for bent functions with 8

variables is 2'*, and with 10 variables is 2°*%.
An outline of the algorithm for the enumeration of bent
functions in Reed-Muller domain is given as Algorithm 1.

IV. GPU-BASED ALGORITHM FOR ENUMERATION
OF BENT FUNCTIONS

For GPU architectures, the model of parallel processing is
based on a large number of processor cores with the ability to
directly address into a shared GPU RAM memory. This
organization of computations allows to have a large number of
threads performing the same operations on different data
simultaneously [13]. Enumeration of bent function in the
Reed-Muller domain uses computations of the fast Reed-
Muller transform and the fast Walsh transform. Running FFT-
like algorithms on a GPU platform can give a better
performance compared to a singlecore CPU or a multicore
CPU platform. FFT-like algorithms applied on small vectors
can be more efficient performed on the CPU compared to
GPU [13]. If on the other hand, there is the need to perform
large amount of FFT-like algorithms applied on small vectors
with minimal moves to/from the GPU, then the GPU-based
algorithm is the optimal choice.

Thus, in this paper we proposed GPU-based algorithm for
enumeration of bent functions in the RM domain. Details of
algorithm are given as Algorithm 2.

Algorithm 2

Algorithm 1

1: Set the number of function variables n and set the
counter of bent functions to 0.

2: Calculate the size of the restricted RM spectrum.

3: Generate vector IND of the RM spectrum vector indices
for translations from the restricted RM spectrum to the RM
spectrum.

4: Execute for loop where elements of the restricted RM
spectrum take values from 0,0,...,0,0 to 1,1,...,1,1.

4: Translate the restricted RM spectrum to the RM
spectrum by using vector IND.

5: Compute the truth-vector from the RM spectrum by
using the Fast RM transform.

6: Do (1,-1) encoding of the truth-vector.

7: Compute the first, second, and last element of the Walsh
spectrum from truth-vector using rows of the Walsh spectral
transform matrix [11], and test if the element has the absolute

value 2"*. If the bentness test is sucessful, increase the
counter of bent functions and go to the step 4.

8: Compute all elements of the Walsh spectrum from truth-
vector by using the Fast Walsh transform, and test if all

elements have the absolute value 2"*. If the bentness test is
sucessful, increase the counter of bent functions and go to the
step 4.

9: Obtain the number of bent functions by reading the
counter value.
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1: Set the number of function variables n and set the
counter of bent functions to 0.

2: Calculate the size of restricted RM spectrum.

3: Generate vector IND of RM spectrum vector indices for
translations from the restricted RM spectrum to the RM
spectrum.

4: Alloc GPU memmory and copy data stored in CPU
memory to the GPU memory.

5: Split the loop into multiple loops according to maximal
number of GPU threads (determined by the GPU hardware)
where elements of the restricted RM spectrum take values
from 0,0,...,0,0to 1,1,...,1,1.

6: Use threads id and the number of splits to work out
which loop iterations of the restricted RM spectrum to
perform.

7: Translate the restricted RM spectrum to the RM
spectrum using vector IND.

8: Computae of the truth-vector from the RM spectrum by
using the Fast RM transform.

9: Do (1,—-1) encoding of the truth-vector.

10: Compute the first, second, and last element of the
Wlash spectrum from the truth-vector using rows of the Walsh
spectral transform matrix [11], and test if the element has the

absolute value 2"'*. If the bentness test is sucessful, increase
the counter of bent functions and go to the step 6.

8: Compute of the all elements of the Walsh spectrum from
the truth-vector using fast Walsh transform, and test if all

elements have the absolute value 2". If the bentness test is
sucessful, increase the counter of bent functions and go to the
step 6.

9: Copy data stored in the GPU memory back to the CPU
memory.

10: Obtain the number of bent functions by reading the
counter value.




Note that steps 2 to 8 of the Algorithm 2 are executed on
GPU and the number of actual threads that are simultaneously
active in hardware depends on the used GPU. For example,
with NVidia GTX560Ti GPU, the maximal number of threads
is 65535%1024=67107840, and the maximal number of
simultaneously active threads is 384 (determined by number
of cores).

V. EXPERIMENTAL RESULTS

CUDA framework gives to program developers a direct
access to the virtual instruction set and memory of the parallel
computational elements in NVidia GPUs. For this reason, it is
developed a referent single-core CPU C++ and CUDA
implementation on GPU platform of the algorithm for
enumeration of bent function. The single-core CPU
implementation is performed on an Intel i7 CPU at 3.66 GHz.
The CUDA implementations on GPU platform is performed
on NVidia GeForce GTX-560Ti on 900 MHz with 1 GB
DDR5 4 GHz RAM (8 multiprocessors and 384 cores).

Table 1 shows computation performance of the algorithm
for enumeration of bent function using referent single-core
CPU C++ and the GPU-based implementations. The presented
values are computational times for 1 million bentness tests of
functions. From data in Table 1, it can be seen that on GPU
platform, for all the computations, CUDA implementation of
the algorithm significantly reduces computation times when
compared to the CPU implementation. Note that for the
largest Boolean functions, experiments were not performed,
due to very long CPU computation time.

TABLE I
COMPUTATION PERFORMANCE OF ALGORITHM FOR ENUMERATION
OF BENT FUNCTIONS USING C++ AND CUDA IMPLEMENTATIONS

Num. of Computation time for 1 million
function bentness tests [s]
variables CPU i7-3.66 GPU GTX-560Ti

6 0.498 0.009

8 1.778 0.017

10 7.566 0.041

VI. CONCLUSION

This paper proposes an algorithm for enumeration of bent
functions based on the exhaustive search of all possible
functions in the Reed-Muller domain by using GPU and
CUDA. The ultimate goal is to exceed the computation
performance for finding the total number of bent functions,
since the computation time for the enumeration is exponential
in the number of variables in the function. The proposed
implementation exploits the parallel mapping of exhaustive
search algorithm for the enumeration of bent functions in
Reed-Muller domain by performing the same operations over

different data simultaneously which is a good match to GPU
hardware.

The experimental results confirm that the application of the
proposed GPU-based algorithm leads to significant
computational speedups. It is also confirmed that this
implementation could be especially efficient for functions
with large number of variables. From the results, it is also
evident that CUDA framework can be efficiently used in
implementation of the proposed GPU-based algorithm.

Future work will be directed towards the extension of the
proposed technique to the enumerations various other classes
of Boolean functions.
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Leveled Binary Trees and Integer Sequences
Generation

Adrijan BoZinovski

Abstract — This paper introduces a data structure called a
leveled binary tree, as a a generalization of both the complete
and full binary tree. It is shown how inserting nodes in a leveled
binary tree, while maintaining a preference for a single direction
(either strictly left or strictly right) makes the number of single-
direction edges in the binary tree increase according to certain
regularities. These regularities are formalized wusing
mathematical formulae, which are presented and proved, and it
is shown how they produce specific integer sequences which can
be expanded to infinity.

Keywords — Leveled binary tree, Single-direction edges,
Minimum, Maximum, Integer sequence, Online Encyclopedia of
Integer Sequences.

1. INTRODUCTION

Trees are fundamental concepts in computer science, and
are frequently used to keep track of ancestors or descendants,
sports tournaments, organizational charts of large corporations
and so on [1]. Trees are one of the basic data structures used
in combinatorial algorithms [2], search techniques (e.g. [3,
4]), and game playing [5]. This paper also points out the use
of binary trees for generating integer sequences, which are
important in information forensics [6], cryptography [7], and
security [8].

A binary tree is a data structure made up of nodes, in
which each node contains an information part and links, also
called edges, to two other such nodes, called the node’s left
and right child nodes, respectively. A node can be null as
well, in which case it contains no information. A recursive
definition of a binary tree is that it is a structure with a finite
set of nodes, which either contains no nodes or contains a root
node and binary trees as its left and right child nodes [9].

Binary trees have been shown to be very useful in
mathematics and computer science and as such have been
extensively studied. Several variations of the binary tree
structure have been conceived, such as binary search trees,
red-black trees [9], AVL trees [10], B-trees [11], and so on.
Binary trees are often used as auxiliary data structures in other
research endeavors, both practical (e.g., [12,13]) and
theoretical (e.g., [14,15]), but occasionally are the subject of
the research itself (e.g., [16]).

In this paper, a new variation of binary trees, called leveled
binary trees, will be introduced. It will be shown how
particular integer sequences can be generated using them,
which will be presented and the formulae for their generation
will be proved. These integer sequences have been included
into the Online Encyclopedia of Integer Sequences.

Adrijan Bozinovski is with the School of Computer Science and
Information Technology at University American College Skopje,
1000 Skopje, Macedonia, E-mail: bozinovski@uacs.edu.mk

II. LEVELED BINARY TREES

A leveled binary tree is a binary tree in which nodes are
inserted in a breadth-first fashion. In other words, insertion of
a node increases the height of the tree only when the tree is
full, i.e., when all of the positions at the last level have already
been occupied. Fig. 1 shows examples of leveled binary trees
with numbers of nodes n =[1,9].

: . s

& AN

Fig. 1. Examples of leveled binary trees for n =[1,9]

In a leveled binary tree, nodes can be inserted arbitrarily,
as long as the leveled structure is preserved, in a sense that no
new level is inserted until all the possible positions in the last
level have been occupied. This is a generalization of the
complete binary tree structure, where nodes in the last level
are always placed as far left as possible [17]. Also, if a leveled
binary tree has n = 2%~ 1 nodes, where k> 0 is an integer, it is
a full binary tree [18]. Examples of full binary trees are shown
in Fig. la, Ic and 1g, having 1, 3 and 7 nodes respectively. In
this paper, the root is treated as being placed on level 0.

[1I. MINIMUM NUMBER OF SINGLE-DIRECTION
EDGES IN A LEVELED BINARY TREE

A. Motivation and Formula

During the course of research, a question appeared about
the regularity by which the minimum number of left edges
appear in a leveled binary tree with progressively increasing
values of n. Specifically, a question arose about how to obtain
a formula which would produce the minimum numbers of left
edges in leveled binary trees with z nodes.
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Initially, this problem was solved algorithmically, and the
formula was extracted subsequently. The formula is presented
in equation (1).

i) =2" -1+ (0 -32"" + 1) - Hn -32"" + 1) (1)

where /& = [log,n| and represents the height of the leveled
binary tree, and H() is the Heaviside step function.

The following section provides a proof of this formula. For
the sake of simplicity, the proof will concern the minimum
number of left edges in a leveled binary tree with a given
number of nodes n. The same formula may be used for the
minimum number of right edges in a leveled binary tree,
whereas the proof is analogous.

B. Proof of the Formula

Building a leveled binary tree is done in such a way that
nodes are inserted only on a single level, until it is completely
filled, i.e., inserting nodes in a new level is possible only
when all levels up to the new one have been filled completely.
Thus, the nature of the leveled binary tree guarantees that its
level is always A = logon .

If a leveled binary tree has n = 2" - 1 nodes, it is a full tree.
Since the number of edges in any tree is 1 less than the
number of its nodes, a full binary tree contains 2* - 2 edges.
Since there is an equal number of left and right edges in a full
binary tree, 2! - 1 edges in a full binary tree are strictly left
(and also strictly right).

If a leveled binary tree has n # 2* - 1 nodes, it is not a full
tree. However, since a new level is inserted in a leveled binary
tree only after the previous one has been fully populated, it is
only the last level which shows that the leveled binary tree is
not full — the sub-tree consisting of the root and all the levels
up the last is a full binary tree. In other words, the tree of level
h = Llogsn] is not full, but its sub-tree of level / - 1 is full.
This means that there are at least 2" - 1 left edges in any
leveled binary tree.

The maximum number of nodes in the last level of a
leveled binary tree is 2" — when this number of nodes is
reached, the leveled tree becomes a full tree. In order to keep
the number of left edges to a minimum, only right child nodes
would be inserted in the last level as much as possible. The
number of possible right child nodes that can be inserted in
the last level is 2"/2 = 2"' — after this many right child nodes
are inserted, there is no more room for right child nodes in the
last level, so the next node to be inserted would have to be a
left child node, thus forcing the increase of the number of left
edges in the leveled binary tree. As an example, the leveled
binary tree in Fig. 1e has the minimum possible number of left
edges, but the next node to be inserted in the last level has to
be a left child node, as shown in Fig. 1f, so the number of left
edges in the tree must increase.

In order for the number of left edges to be forced to
increase, the number of nodes in the leveled binary tree must
be greater than the number of nodes in all levels before the
last plus half of all possible nodes in the last level. Thus, in
order for the number of left edges to be forced to increase, it is
necessary that n>2"- 1+ 2" son>32"" + 1, thus n - 32!
+ 1 > 0. Using the Heaviside step function, it can be said that

if H(n - 3-2"" + 1) = 1 the minimum number of left edges in a
leveled binary tree increases, whereas if H(n - 3-2"' + 1) =0
the minimum number of left edges in a leveled binary tree
stays 2" - 1.

The amount by which the minimum number of left edges
increases in a leveled binary tree is the same amount required
for the minimum number of left edges to increase. This means
that the minimum number of left edges in a leveled binary tree
willbe 2" - 1+n-32"" + 1ifn-32""+1>0and 2" - 1
otherwise. Employing the Heaviside step function notation,
the expression 2" - 1 + (n - 32" + 1) - H(n - 32" + 1) is
obtained, which is shown in equation (1).

C. Integer Sequence

Obtaining the results for progressive values of n using this
formula gives the following values: 0, 0, 1, 1, 1,2, 3, 3, 3, 3,
3,4,56,7,7,7,7,7,7,7,7,7, 8,9, 10, 11, 12, 13, 14, 15,
15, 15, 15, 15, 15, 15, 15, 15, 15, 15, 15, 15, 15, 15, 15, 15,
16, 17, 18, 19, 20, 21, 22, 23, 24, 25, 26, 27, 28, 29, 30, 31,
31, 31, 31, 31, 31, 31, 31..., and this sequence can be
expanded to infinity. It starts with the value for n = 1, as
values for n < 0 are disregarded (since there are no binary
trees with #n < 0 nodes). The first nine values of this sequence
correspond with the number of left edges in the leveled binary
trees of Fig. 1a to 1h. This sequence has been included into
the On-Line Encyclopedia of Integer Sequences [19].

IV. MAXIMUM NUMBER OF SINGLE-DIRECTION
EDGES IN A LEVELED BINARY TREE

A. Motivation and Formula

Following the discovery of the integer sequence linked
with the minimum number of single-direction edges in a
leveled binary tree, curiosity prompted research about the
regularity which governs the maximum number of single-
direction edges in a leveled binary tree as well. Following the
same approach, an algorithm was devised first and the
formula was extracted afterwards. The formula is shown in

Q).
pas(n) = (n+2"" - 1) - He + (-1)- 2" - 1) (2)

where, once again, & =| log,n] and represents the height of the
leveled binary tree, and He = H(-n + 3-2"" - 1), where, again,
H() is the Heaviside step function.

The proof will concern the maximum number of right edges
in a leveled binary tree, to enable the use of Fig. 1 again. The
formula for the maximum number of left edges in a leveled
binary tree is identical and its proof is analogous.

B. Proof of the Formula

Once again, & = | logon] is the level of the leveled binary
tree, 2" - 1 is the number of single-direction (in this case,
strictly right) edges in the full binary sub-tree of level /-1, and
2" is the maximum possible number of nodes in the last level
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(h) of the leveled binary tree. In it, it is possible to insert
strictly right nodes, thus increasing the number of strictly right
edges, up to a certain threshold, after which the maximum
number of right edges remains unchanged until a next level is
reached. The threshold is identical as in the previous formula,
except that the increase of the number of right edges in the
last level will take place while the threshold is not reached,
and afterwards that number will remain unchanged until a
next level is reached. Thus, it can be said that the number of
right edges in the last level of the leveled binary tree will
increase while n < 2" - 1 + 2" ie., n < 32" - 1, or, stated
differently, -n + 3-2"' - 1 > 0. Stated using the Heaviside step
function, the number of strictly right edges will increase as
long as H(-n + 3-2"' - 1) = 1, and will remain unchanged as
long as H(-n + 32" - 1) = 0. To shorten the writing, the
annotation He = H(-n + 3-2"" - 1) is used.

The maximum number of right edges in a leveled binary
tree is the number of right edges in the full binary sub-tree
plus half of the possible edges in the last level, which equals
to 2" - 1+ 2" =2" - 1. On the other hand, if the last level is
not completely filled with right edges, the total number of
right edges will equal to the total number of edges in the tree
minus the number of left edges in the full binary sub-tree of
level A-1, which equals to n - 1 - (2" - 1) =n - 2"". In other
words, the maximum number of right edges in a leveled
binary tree is n - 2" when He = 1 and 2" - 1 when He = 0.
Both cases can be included in a single expression when stated
as (n + 2" - 1yHe + (-1)* - (2" - 1), which represents
equation (2).

C. Integer Sequence

Obtaining the results for progressive values of 7 using this
formula gives the following values: 0, 1, 1, 2, 3, 3, 3,4, 5, 6,
7,7,7,7,7,8,9,10, 11, 12, 13, 14, 15, 15, 15, 15, 15, 15, 15,
15, 15, 16, 17, 18, 19, 20, 21, 22, 23, 24, 25, 26, 27, 28, 29,
30, 31, 31, 31, 31, 31, 31, 31, 31, 31, 31, 31, 31, 31, 31, 31,
31, 31, 32, 33, 34, 35, 36, 37, 38..., and this sequence can also
be expanded to infinity. It also starts with the value for n =1,
and the first nine values of this sequence correspond with the
number of right edges in the leveled binary trees of Fig. 1a to
1h. This sequence has also been included into the On-Line
Encyclopedia of Integer Sequences [20].

V. CONCLUSION

In this paper, leveled binary trees are introduced as binary
trees in which nodes are inserted in a breadth-first fashion. It
is shown that special cases of the leveled binary trees are the
complete binary trees and full binary trees. Inserting new
nodes in a leveled binary tree while maintaining preference
for a single direction, i.e., strictly left or strictly right child
nodes, leads to the number of the single-direction edges
increasing according to certain regularities. It is shown how
the minimum and maximum numbers of single-direction
edges in leveled binary trees are obtained according to certain
formulae, which are presented and proved. Both formulae
produce particular integer sequences which can be expanded

to infinity, and both of those sequences have been included
into the Online Encyclopedia of Integer Sequences.

The concept of a leveled binary tree is a novel one, and
there are no previous results involving leveled binary trees as
such, as far as the author could find. It can therefore be
inferred that there is no previous research on this topic, and
the hope of the author is that this paper will spark further such
research and leveled binary trees will find their place and
purpose in science. It can be said that the first such purpose is
to be used as a data structure based on which integer
sequences can be explained and generated, such as the two
integer sequences presented in this paper, and hopefully there
will be more.
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Abstract — Classification is the most solved and the most used
machine learning problem. In a last few decades many
classification algorithms have been developed. Because of that,
when classification is needed in some problem solving, the best
algorithm should always be selected. The problem that is
analysed in this paper is choosing classification algorithms that
can be used in vertical retrieval system for both document and
query classification. We compared SVM, Multinomial Naive
Bayes algorithm, Bernoulli Naive Bayes algorithm and Random
forest. The experiments presented in the paper, show that in the
long documents classification SVM and Multinomial Naive Bayes
algorithms have a similar precision (SVM is a little better), but
the Multinomial Naive Bayes algorithm correctly classified
93.14% of queries, while SVM only 22.55%.

Keywords — Information retrieval, Vertical retrieval, Text
classification, Naive Bayes classifier, SVM classifier, Random
forest.

1. INTRODUCTION

Information retrieval systems (IRS) [1] are the systems the
goal of which is to find the documents in the large corpus of
the documents that contain information that the user needs.
The corpuses that are retrieved increase very fast. For
example, in the Web searching, the retrieving corpus consists
of all documents on the Web. That is why finding the
information that the user needs gets harder and harder.

There are three basic requirements that IRS should satisfy:

— Response time should be as short as possible.

— The number of selected documents should not be too
large.

— Retrieved documents should be relevant to the user
query.

To improve all these parameters, vertical search (search on
the given domain) [2] is often used. In the vertical retrieval
systems, the documents from the corpus are classified in the
set of the domains and the user specifies the query and the
domain in which the search should be done. Users of the
retrieval systems often are not experts in the domain of its
queries, and they cannot specify the domain in the right way.
Our idea is to automatically detect the query domain, i.e., to
classify the queries on the similar ways as the documents in
the corpus. The first step in that process is to choose the
classification algorithm that can be applied in both document
and query classification.

'Nemanja Popovié is with the Faculty of Electronic Engineering at
University of Ni§, Aleksandra Medvedeva 14, 1800 Ni§, E-mail:
nemanja.popovic@outlook.com

?Suzana Stojkovié is with the Faculty of Electronic Engineering at
University of Ni§, Aleksandra Medvedeva 14, 1800 Nis, E-mail:
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Classification problem is a very often solved machine
learning problem. Its goal is to predict the value of the
unknown class attribute based on the set of values of the
known attributes. Now, classification is used in many science
areas: in medicine (to classify the results of various analyses)
in speech recognition, in OCR systems, etc. and, of course, in
text classification. Text classification, except for vertical
retrieval, is used in spam detecting and in sentiment analysis.
Many classification algorithms have been developed and
different algorithms are used in different areas: Naive Bayes
algorithm, SVM algorithm, Decision tree, Neural networks,
Rule-based algorithm, K-nearest neighbours, Logistic
regression, etc. More about classification algorithms can be
seen in [3], [4] and [5] and in references therein.

Always when the classification should be applied, the first
question is: Which algorithm should be used? Many papers
compare the performance of various classification algorithms
in different areas and analyse their use for document
categorization (see for example [6], [7]). Query classification
is more difficult, because a query is a very short text and
because many algorithms that perform best in document
classification are not applicable in the query classification.
That is why many algorithms specialised only for query
classification have been developed (see for example [8]-[10]
and references therein). Many of these algorithms are
applicable on specific domain, many of them are based on
feedback of the wuser. This paper tests standard text
classification algorithms with the goal of finding an algorithm
applicable both to document and query classifications.

The paper is organised as follows: In Section 2, short
description of the IRS is given. Section 3 presents the
classification algorithms that are wusually used in text
classification. Section 4 analyses the performance of different
classification methods in classification of big documents and
short queries. Section 5 summarises the results of provided
experiments and gives some possible directions for the future
work.

II. IRS SYSTEMS

Information retrieval system accepts the user queries in the
text form, retrieves the corpus of the natural language text
documents and returns the list of ranked retrieved documents.
To speed up the searching process, IRS creates internal
representation of the documents known as inverted index.
Inverted index contains data about all terms in the corpus (in
which documents the term is appearing, how many times,
etc.), i.e., the inverted index is a structure representation of the
unstructured corpus. The search for relevant documents is
performed in the inverted index, instead in the unstructured
large corpus. Simplified scheme of the IRS is given in the
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In the structure from the Fig. 1, the inverted index is unique
for the whole corpus. In the vertical retrieval systems, the
documents are classified into domains, and separate inverted
index is created for each domain. Later, searching is done only
in one domain. This way the search time is reduced. If the
query domain is defined correctly, the returned documents are
the most relevant.

II1. CLASSIFICATION ALGORITHMS

In the previous section, we mentioned searching in only one
domain. This type of IRS system is called IRS system with
vertical search and it requires that the classification step
should be performed before the search. In this section, we will
discuss preparation of data set and different classification
algorithms in detail.

Before running algorithms on data set, data set needs to be
processed and prepared. The first step in text categorization is
transforming documents, which typically are strings of
characters, into a representation suitable for the learning
algorithm. Information Retrieval research suggests that word
stems work well as representation units and that their ordering
in a document has minor importance for most classification
tasks. This leads to an attribute-value representation of text.
Each distinct word corresponds to a feature, with the number
of times the word occurs in the document as its value. To
avoid large unnecessary feature vectors, words are considered
as features only if they are not “stop-words” (like “the”, “or”,
etc.) and if they occur in the training data at least N times,
where N can be configured. In addition, from Information
Retrieval it is known that scaling the dimensions of the feature
vector with their inverse document frequency (IDF) improves
performance.

Finally, all the documents from the prepared data set can be
classified using algorithms that are recommended for text
classification. Those algorithms are Naive Bayes, Support
Vector Machines (SVM) and Random forest.

A. Naive Bayes

Naive Bayes algorithm is a classification technique based
on Bayes Theorem. It assumes that there is no relation
between the presence of different features in a class. One
example of Naive Bayes classification is fruit classification. If
an object has features such as yellow, long and sweet, we can
consider it a banana.

Building a model with Naive Bayes algorithm is very easy,
and it makes it very useful to work with large data sets. Even
though Naive Bayes is very simple, it is known as a very good
performing algorithm and can outperform even highly
sophisticated classification methods.

There are three types of Naive Bayes algorithm and we will
explain them in detail. They are Gaussian Naive Bayes,
Multinomial Naive Bayes and Bernoulli Naive Bayes.

Gaussian Naive Bayes algorithm is variation of Naive
Bayes algorithm that is specifically used when the features
have continuous values. It is assumed that all the features are
following a Gaussian distribution. Gaussian distribution is a
normal distribution.

Multinomial Naive Bayes is a Naive Bayes variation that
estimates the conditional probability of a particular
word/term/token given a class as the relative frequency of the
term ¢ in documents belonging to class c.

P(t] ) = o
ST,
telV

This variation takes into account the number of occurrences
of term ¢ in training documents from class ¢, including
multiple occurrences.

Bernoulli Naive Bayes is a Naive Bayes variation that
generates a Boolean indicator about each term of vocabulary.
If a term does not belong to the vocabulary then 0 is
generated, if a term belongs then 1 is generated. This variation
generates a significantly different model from Multinomial
because it does not take into account the number of
occurrences of each word and because it takes into account
the non-occurring terms within documents. Bernoulli model is
known to make many mistakes while classifying long
documents because it does not take into account the multiple
occurrences of the words.

B. SVM

Support vector machines are based on the Structural Risk
Minimization principle ([11], [12]) from the computational
learning theory. The idea of structural risk minimization is to
find a hypothesis / for which we can guarantee the lowest true
error. The true error of 4 is the probability that /# will make an
error on an unseen and randomly selected test example. An
upper limit can be used to connect the true error of a
hypothesis 7 with the error of 4 on the training set and the
complexity of H (measured by VC-Dimension), the
hypothesis space containing / [9]. Support vector machines
and the hypothesis # which (approximately) minimises this
limit on the true error by effectively and efficiently controlling
the VC-Dimension of H.
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SVMs are universal learners. In their basic form, SVMs
learn linear threshold function. Nevertheless, by a simple
“plug-in” of an appropriate kernel function, they can be used
to learn polynomial classifiers, radial basic function (RBF)
networks and three-layer sigmoid neural nets.

One remarkable property of SVMs is that their ability to
learn can be independent of the dimensionality of the feature
space. SVMs measure the complexity of hypotheses based on
the margin with which they separate the data, not the number
of features. This means that we can generalise even in the
presence of very many features, if our data is separable with a
wide margin from the hypothesis space.

The same margin argument also suggests a heuristic for
selecting good parameter settings for the learner (like the
kernel width in an RBF network) [9]. The best parameter
setting is the one that produces the hypothesis with the lowest
VC-Dimension. This allows fully automatic parameter tuning
without expensive cross-validation.

C. Random Forest

Decision tree learning is a method for approximating
discrete-valued target functions, in which a decision tree
represents the learned function. Learned trees can also be re-
represented as sets of if-then rules to improve human
readability. These learning methods are among the most
popular of inductive inference algorithms and have been
successfully applied to a broad range of tasks from learning to
diagnose medical causes to learning to assess credit risk of
loan applicants.

Random forest is a method (firstly defined in [13]) that use
sets of decision trees on either random subsets of training
data, or splits with randomly generated vectors, and computes
the score as a function of these different components. Usually
these random vectors are generated from a fixed probability
distribution. Because of this, random vectors can be created
by either random input selection, or random split selection. In
addition, it is possible to create the trees in a lazy way, which
is tailored to the particular test instance at hand in the case of
random forests.

IV. DOCUMENTS AND QUERY CLASSIFICATION BY
DIFFERENT ALGORITHMS

It appears there is a new problem in testing the system we
used: It needs to have the corpus of classified documents and
corpus of classified queries and for each pair
(<document>,<query>) it should assess the relevance of the
document to the query. There are many benchmark corpuses
for document classification testing, and some corpuses of
documents and queries for testing of information retrieval
systems (such as TREC [12]), but there are not known
corpuses that can be used in both purposes. Because of that,
we created our own corpus containing 1225 documents that
are taken from the Wikipedia website, and 100 queries
suitable for searching in the document corpus. The documents
and queries are classified into 10 classes: architecture, art,
biology, chemistry, computer science and informatics,

literature, mathematics, music, philosophy and physics.

To verify that the classification method is applicable on
bigger corpuses, we tested all presented algorithms on the
standard benchmark corpus of documents Reuters 21578-
Apte-90Cat [14]. This corpus contains 15473 documents
classified into 91 different classes.

Implementation of classifiers is done wusing Java
programming language. All classification algorithms are used
from Weka 3.6.6 library. Classification model is created by
using StringToWordVector filter from Weka. This filter is used
to get 1000 words from each document. IDFTransform and
TDTransform are turned on and stop list was used to filter out
all stop words from documents. After this filter is applied,
classifications are performed on the transformed corpus.

We conducted the experiments on a HP ZBook 15, the basic
parameters of which are shown in Table I.

TABLE I
EXPERIMENTAL SYSTEM PERFORMANCES

CPU Intel® Core™ i7-4900MQ CPU @ 2.80GHz
RAM 16GB

oS Windows 8.1 Enterprise
GPU NVIDIA Quadro K2100M

The results of the document classification from the
Wikipedia corpus are shown in the Table II. This table
contains number and percentage of correctly classified
instances and time needed for model creation. All values are
average values calculated after running algorithms 10 times.

TABLE II
CLASSIFICATION PERFORMANCES ON WIKIPEDIA CORPUS

Number/percentage | Time for model
correctly classified creation (s)
Random Forest 1141/93.2% 9.05s
Naive Bayes o
Multinomial 1178 /96.1% 0.04s
Bernoulli 1120/ 91.4% 2.455
Naive Bayes
SVM 1161/94.8% 2.4s

As it can be seen from Table II, the best results are achieved
by using Naive Bayes Multinomial algorithm. The
number/percentage of correctly classified documents with
Naive Bayes Multinomial algorithm is 1178/96.1% that is
better than SVM algorithm is used (1164/94.8%). The time
required for model creation is also showing that best choice is
Naive Bayes Multinomial, as the time of 0.04s is much shorter
than SVM with 2.4s.

All algorithms are applied on classification of documents
from the “Reuters 21578-Apte-90Cat” corpus. Results of
these experiments are shown in Table II1.
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TABLE III
CLASSIFICATION PERFORMANCES ON REUTERS 21578 CORPUS

Number/percentage | Time for model
correctly classified creation (s)
Random 15507/ 62.1769% 2716.38
Forest
Naive Bayes 0
Multinomial 2867 /71.25% 3.27
Bernoulli 1 017 65.78% 56.32
Naive Bayes
SVM 2923 /72.64% 87.57

From Table III we can see that SVM has slightly better
results than Naive Bayes Multinomial, but it is around 26
times slower. Because SVM and Naive Bayes Multinomial
have similar number of correctly classified documents, but
Naive Bayes Multinomial algorithm is much faster, this makes
Naive Bayes Multinomial algorithm a better choice for
vertical IR system.

Results of executing classification algorithms on the search
query corpus are given in Table IV. The results from Table IV
show that the most applicable algorithm in query
classification is Naive Bayes Multinomial algorithm.

TABLE IV
CLASSIFICATION PERFORMANCES ON SEARCH QUERY CORPUS

Number/percentage
correctly classified
12/11.77%
95/93.14%
18/17.65%
23/22.55%

Random Forest
Naive Bayes Multinomial
Bernoulli Naive Bayes
SVM

Percentage of correctly classified documents

120

100

Wikipedia Reuters Query Text

B Random Forrest Nafve Bayes Multinomial SVM

Fig. 2. Comparison of classification algorithms on different testing
corpuses RS structure

Naive Bayes

A comparative review of the correctly classified documents
by all algorithms on all three corpuses is shown in the Fig 2.
V. CONCLUSION

After looking into the results of Random Forest, Naive
Bayes Multinomial, Bernoulli Naive Bayes and SVM that
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were compared on two different corpuses of documents, we
can clearly see that Naive Bayes Multinomial and SVM
algorithms which have the best results in terms of the number
of correctly classified documents. Naive Bayes Multinomial
shows a better time for model creation and for running
classification. However, based on the best results in the query
classification, the Naive Bayes Multinomial is the best
solution for the vertical retrieval systems.

For future work, the system can be improved by using
different classification methods for document and query
classification. In that case, for query classification some
specialised algorithm for query classification or for short text
classification (such as LSA [16], Bag of concepts [17] etc.)
can be applied.
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Syntax Trees and Intermediate Language

Darko Puflovi¢', Milena Frtuni¢ Gligorijevi¢* and Leonid Stoimenov’

Abstract — Different techniques can be used to detect
plagiarism in the source code. However, they do not always give
good results, especially when the code is deliberately altered to
disguise the copied parts from different sources. This paper
describes an approach that uses the syntax and semantic analysis
of the code to perform the necessary pre-processing steps, and
then compare the obtained abstract syntax trees and
intermediate language code to determine the precise amount and
the locations of the plagiarized code.

Keywords — Plagiarism detection, Source code, Abstract syntax
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1. INTRODUCTION

With increasing quantity of source code and its availability
on the internet there is an increasing need for a system that
can detect plagiarism inside newly written ones. A number of
solutions that can be used to deal with this problem already
exist [1]. These systems use various technologies to identify
plagiarism inside specific languages or across variety of
different ones.

However, these solutions are somewhat outdated and can’t
cope with a growing number of features in new and updated
versions of programming languages. The majority of
compilers these days are open source and provides the tools
for syntax and semantic analysis through APIs, so that
information obtained through them can provide more detailed
and accurate analysis that can assist in the detection of the
more complex plagiarism cases.

Syntax and semantic analysis are used to transform syntax
trees into more generic representations that are afterwards
going to be used to determine similarity between them in
combination with the intermediate language code that is
obtained by compiling original source. These procedures will
be presented on the example of the C# programming
language, using NET Compiler Platform', but it can also be
used on codes written in other programming languages, like
Visual Basic.NET, F#, IronPython, IronRuby and other .NET
languages. Also, with minor changes, it can be used for other
languages that offer a similar set of tools for syntax and
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semantic analysis, such as Swift, Kotlin and others.

In the next section, an overview of some solutions that are
commonly used to detect plagiarism will be given. Section 3
provides information on the benefits of the proposed
approach.

II. RELATED WORK

The problem of plagiarism detection occurs in different areas
and forms. Using the code without crediting author is a
copyright infringement as well as the use of any other material
without author’s permission. Source code plagiarism may
appear in academic environments, but also in companies.
Different environments and levels of knowledge of
programming languages can bring a diversity of methods that
can be used to accomplish same task. This makes the problem
of detecting different types of plagiarism difficult.

There are a number of solutions that can cope with various
types of plagiarism in different ways [2]. Most of the
problems that occur during the task of detection are mainly
related to the definition of the plagiarism in source code. The
different levels at which they can occur carry different criteria
by which it is necessary to determine what can be considered
plagiarism.

Less knowledge of the language syntax diversity offers
fewer ways in which that code can be altered and those
alterations often represent smaller challenge to the detection
system. With increasing knowledge of the possibilities that
language offers, there are growing opportunities to hide
intention and to make detection process more difficult.
Nevertheless, this is not the only problem, because every task
set before the developer has a limited number of solutions. It
is hard to determine how much change in code is enough to
consider code original.

Most of the plagiarism detection tools are designed to work
inside academic environment, mostly due to their primary use
in reviewing students’ work.

Existing plagiarism detection tools [1] use variety of
techniques to accomplish that task. Some solutions, like
Plaggie [3] can detect similarities across files in one
programming language, in this case Java. Few other solutions,
namely CodeMatch [4], JPlag [5] and MOSS [6] use different
approaches to make sense of plagiarism across large number
of languages.

Sherlock [7] uses an approach similar to natural language
processing. Taking into account all the elements of the syntax,
Sherlock can detect, with a great precision, verbatim copies of
code. On the other hand, any change in identifier names,
comments or order in which operands appear can be
misleading for the system.



CodeMatch combines algorithms to match different types
of syntax. Numerous programming languages that are
supported by this tool give more options to its users, but also
give worse results in few cases when knowledge about
specific language is of great importance, like when identifier
names are changed.

JPlag is well-known online plagiarism detection tool that
takes language structure into consideration. The only
modifications that represented the challenge for this tool were
due to the change in order of the code parts. Those
modifications occur mostly during method extractions.

MOSS is another well-known tool with online access.
Detection of the places where plagiarism occurs is one
possibility. Large number of programming languages are
supported, and that is the reason behind bad results in case of
complex transformations of the code that can mislead this
tool. Like JPlag, more information about specific
programming languages are needed to make better judgment.

Most of these solutions are designed to work with a variety
of programming languages and examine similar aspects that
appear in all of them. However, this approach doesn’t give the
best results in cases when it is necessary to recognize copied
parts of code that are deliberately altered to conceal the
intention to use someone else’s code with low possibility of
being detected.

There are other attempts to utilize different methods from
natural language processing [8], even machine learning [9],
but all of these methods are lacking deeper understanding of
code semantics. On the other hand, having all the information
about syntax and semantics in the code, gives all the
information needed for analysis of one programming
language, but makes that approach hardly usable on source
code written in different language.

III. PROPOSED APPROACH

Although the results that we have obtained by using tools
described in chapter 2 are good, it is easy to intentionally
change source code in order to confuse the tool into thinking
that code isn’t plagiarized. Those kinds of changes are easy
for human to apply, but hard to spot by an automatic tool. To
enable detection of this kind of plagiarism, it is necessary to
transform code first into more generic form, and then use
comparison methods that have more information about code
itself.

NET Compiler Platform provides access to internal
mechanisms of the C# and Visual Basic.NET compilers. In
this way, it is possible to access information that compiler use
in the translation process of the code into intermediate
language and to obtain intermediate language itself for further
analysis. Through syntax analysis of the code, it is possible to
get information about syntax nodes inside syntax tree, but also
the tokens and trivia from the parts of that tree. In most cases,
this information is valuable enough for simpler
transformations, but more complicated ones require
knowledge of semantic code features, like data types,
namespaces that contain certain class or list of unused using
directives. This information can be provided through semantic
APIs, that are part of the compiler. The combination of those

two APIs can provide sufficient information necessary to
transform original code into the representation that is more
suitable for comparison.

Before the analysis of the code, some pre-processing steps
have to take place first. The task of pre-processing is to ensure
that the codes have the same representation of similar syntax
elements so that further analysis process is not disturbed by
these changes.

A. Pre-Processing of the Source Code

Pre-processing steps, that are going to be described below,
include loop and if to switch statement transformations,
replacement of unary operators with their expended form, and
using of full namespace paths for classes and class members.
These transformations were chosen because they are
commonly used to conceal plagiarized parts of the code.

There are several implementations of loops in C#
programming language, but they all have similar role in the
source code. The author may deliberately exchange one type
of loop for another to mask the copied part of the code. Using
syntactic analysis, it is possible to translate all different kinds
of loops in while loop. One possible problem, during this
transformation is the scope of the variables defined before the
loop. This problem can be solved by placing the loop code
inside the block syntax. One more problem is transformation
of the foreach loop that does not access elements in the same
way as the other loops. It is possible, however, to place the
current pointer to the element of the collection inside variable
and to call MoveNext method in every iteration of the loop.

Another potential problem for detection of the similarity
may be the use of switch statements instead of if, else if or
else statements. Transformation of switch statement can be
problematic due to the possibility of using jump instructions,
but it is possible to eliminate these problems and produce the
code that works in the same way as before the change.

Using unary operators it is possible to change syntax tree
without modifying program output by adding just a few
characters to the code. Just one example of these
transformations is the use of plus (+) operator before numeric
literal. In most cases, source code contains only minus
operator when it is necessary to store negative number, but
adding plus sign before number doesn’t change the result, but
does change syntax of the code. Another transformation that is
necessary to do is to change prefix and postfix increment and
decrement operators (i++, i--, ++i, --i) in the full form using
plus and minus operators, number literal 1 and equals
expression (i =1+ 1). This transformation does not have to be
the result of a deliberate attempt to mask plagiarism, but also
different style that author uses to write his code. One more
transformation is the replacement of the assignment with
operation into full form (i += 10 into i =i + 10). Operations
that can be used inside this expression are plus (+), minus (-),
divide (/), multiply (*), modulo (%), and (&), or (]), exclusive
or ("), left shift (<<) and right shift (>>).

Due to the large number of classes, which sometimes have
the same name, the use of different namespaces can alter the
program behavior. Using directives allow the usage of shorter
namespace names that can appear in the code as substitute for
longer ones inside these directives. Newer versions of C#
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programming language offer the ability to use “using static”
directive that allows all static members of the class to be used
directly from code, without specifying class name. All these
features make programming easier, but also open the door to
possibilities for masking copied parts of the code. The
transformation that is part of the pre-processing of the code
allow replacement of all methods, delegates, properties, fields,
events, classes, structures and interfaces into fully qualified
names that include alias (global or extern alias) and whole
namespace. In the case of using static directive, class
members can be replaced with fully qualified name with the
class name they belong.

After all identifiers are replaced with fully qualified
names, it is possible to remove unnecessary using directives
from code. This step is optional since sometimes unnecessary
using directives can be valuable for determining if the entire
file is a copy.

The list of pre-processing transformations doesn’t end here
and contains some steps that mostly deal with literal changes,
like replacements of numeric literal values with expression
that evaluates the same result (e.g. 40 with 10 + 30) or
replacing characters inside string literals with the same
Unicode values (e.g. "s" with "\u0073").

B. Similarity Measures

Once the pre-processing transformations are completed,
the task of identifying similarities inside the code can begin.
This approach uses 3 different techniques to detect plagiarism:

e Comparison of the abstract syntax trees [10, 11]
e Comparison of the source code text
e Comparison of the intermediate language

Transformed syntax trees contain information about whole

expressions, nodes and trivia. Syntax nodes and trivia consist
of too specific information to be used in detection, but they
are part of expressions. The task of comparing the similarities
has to start from the comparison of the expressions on the
same level and depth of syntax tree.
By comparing the expressing types and specific information
about that type of expression it is possible to dismiss many of
those that are not similar in any way. Ones that are potentially
similar are used in further analysis by comparing syntax nodes
and trivia that they consist of.

Identifier names may be taken into consideration or not
during the comparison, which can help to identify intentional
changes to cover up copied code. Another problem that has to
be addressed is the usage of extract method refactoring that
enables expressions to be moved to another method that can
be called from the first one. Using syntax information it is
easy to find the location of the original expressions and
replace values of parameters inside them with original values
from the starting method. In this way, it is possible to identify
even those cases with great accuracy. Finding a set of subtrees
that contains the same information in two syntax trees can be
used to display similarity results in different ways. Two of the
simplest ones are using the similarity measure in percentage
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and by labeling the text representation so the user can see and
compare them.

Pre-processed syntax trees can be represented as source
code text as well. Using tokenization, that text can be divided
that enables the creation of the n-gram models. These models
can be further used to calculate probabilities of element
occurrence inside the source code. Comparing these
probabilities it is possible to conclude what percentage of the
code is plagiarized and to show that parts of the code as well.
Resolving fully quantified names of identifiers plays crucial
role in this step by enabling detection of similar parts of code
without a lot of mistakes during the process. Likewise, this
reduces the impact of the non-similar parts, because it
dramatically increases the number of tokens in the code.
Anyway, this comparison provides insight into similarities
which are located in different parts of the code which can be
useful in cases of extracted methods, when the code is not in
the same method in original and plagiarized versions of the
code.

A previous method work great on the text representation of
the code, but don’t really help identifying similarities in
results and are related to the programming language C#.
Comparison of the intermediate language allows these two
issues to be addressed. Intermediate code (IL) generated from
any .NET language can be represented using the similar set of
IL instructions. Those instructions are emitted after compiler
optimizations that make them even more suitable for
analyzing output results of the code. IL instruction consists of
the label, instruction and, if there is a need, argument (e.g.
IL_0000: 1dc.i4.3). Creating n-gram model out of the pair that
consists of instruction and argument can be used to detect
similar parts of the code and show that similarity in the same
way as the previous approaches.

C. Results

CSPlag, described in this paper was tested on four pairs of
source codes written for this purpose. Results of these
comparisons are shown in Table 1 and will be discussed in the
following paragraphs.

TABLE I
COMPARISON WITH JPLAG AND MOSS

Tool 1. 2. 3. 4.

Expected results 100% | 50% 15% 0%
JPlag 100% | 25.8% | 26% | NA
MOSS 53% NA NA NA
CSPlag 100% | 43% 11% | 4%

The first pair of codes contains identical expressions with
altered identifier names, one extracted method and using few
labels and jumps. JPlag proved to be very reliable in this task,
but MOSS had troubles, stopping at the first jump without
detecting rest of the copied code.

The second pair consists of two different source codes
with copied loops that are exchanged in second file into
different kind of loop (for loop into while and foreach) and if,
else statements are replaced by switch statement in the second



file. JPlag recognized some statements but had issues
recognizing loop replacements and similarities between if,
else statements and their switch substitute. MOSS, on the
other hand, didn’t recognize similarity sufficiently large to
notify the user about potential plagiarism. Pre-processing
techniques that CSPlag use had impact on result which is
higher than in the first two systems.

The third pair of codes contains few statements that have
the same name but represent calls to different methods and
few others that use different name for namespace identifier,
but represent the same namespace. In this case JPlag
recognizes all method calls, regardless of what namespace
they belong, as the same method call. The result reflects the
situation by showing slightly higher percent of similarity then
there is in the code. MOSS on the other hand gives no results
in this case again, because of the altered namespaces in the
calls. CSPlag detected these changes and didn’t recognize
these pieces of code as similar ones which caused lower
similarity.

Finally, last pair consists of different codes and results in
all three approaches gave good results on this task.

IV. DISCUSSION AND CONCLUSION

Applying pre-processing to the source code and syntax
trees proved to be very successful and of great importance in
the overall similarity detection. Some refactoring tools that
come preinstalled in development environments can obstruct
the task of plagiarism detection. Those tools use syntax and
semantic analysis to change original code, so the easiest way
to counteract their effect is to use the same techniques to
transform code back into original state.

In cases where the developer intentionally changes the
parts of the code to cover traces of copied parts, those
transformations can provide considerably better similarity
results. Similar syntax and semantic information is of great
help even in the process of syntax tree comparison, where it is
possible to exclude irrelevant information for even better
accuracy. In combination with intermediate language
comparison, precision of the plagiarism detection can be even
more improved and in addition to that, it allows comparison of
the codes written in different languages.

On the other hand, transformations are not mandatory and
similarity can be obtained even without doing any pre-
processing steps. List of pre-processing steps is not limited to

ones described in this paper and it is possible to write new
ones that can deal with some other forms of plagiarism that
are not the part of the system today.
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Abstract — Business planning and monitoring is a very complex
process for any company or organization. The problem is
especially pronounced in the health systems which are
exclusively focused on patients and their health state. In addition
to planning a sustainable business health institution, it is
necessary to consider a plan for providing services and features
in the prevention and treatment of diseases, as well as legislation
and regulations governing the health care system of the Republic
of Serbia. This paper describes the process of creating a plan for
the provision of medical services using the implemented
application Medis.NET.PlanRada. The problems that may arise
in the planning process are also described. The application can
be useful when planning medical services for a certain period of
time, usually on an annual basis, as well as for monitoring the
implementation of the execution plan in primary health care
institutions.

Keywords — Planning, Plan execution, Primary health care,
Plan realization, Plan monitoring.

I. INTRODUCTION

Planning is a process of forming a suitable model with a
desired future and designing appropriate ways to achieve that
future. The result of this process is a plan, which is the
projection of the desired state, providing steps that help a
company reach the previously set goals. This process is
especially complicated for large companies and systems such
as a country’s health care system.

The health system is one of the most complex systems in a
country. Each state has an obligation to take care of, and
improve the health status of its population, although the
models of functioning are more or less different. According to
the World Health Organization, a healthcare system includes a
healthcare infrastructure that provides a set of programs and
services and provides health care to individuals, families and
community [1].

A health system has to ensure health care which is
physically, geographically and economically accessible, as
well as affordable, integrated and of high-quality. It also needs
to ensure the development of healthcare workers,
sustainability of funding, decentralization of management and
financing, as well as placing patients in the center of the
system. Its purpose is to preserve and improve human health
by providing efficient modern and traditional health services.
At the same time, these should be accessible and acceptable to
people [2]. Given the system’s importance and impact on
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people’s health and economy, states implement a series of
measures for the planning and management of health systems.
The aim is to ensure stable financing and a rational and high-
quality health care delivery system in order to provide basic
health care within available resources.

Due to the complexity of health system, the process of
planning its proper functioning is extremely complex.
National plans and strategies for the development and
improvement of the entire system are adopted at the state
level, while each institution plans its operations in accordance
with the national strategy. Particular attention has been paid to
the quality and efficiency of health care services in order to
preserve health, and improve preventive and current
diagnostic activities and therapy. For healthcare facilities, the
process of planning is more important than its outcome.

The planning process is motivated by the tendency to lower
the degree of uncertainty that the future holds and avoid
undesirable future situations. Planning would be unnecessary
if one could be certain that there would be no unpleasant
surprises in the future and that the desired objectives could be
accomplished on their own. Having in mind that the degree of
abstraction and uncertainty in planning increase with the
length of the period in question, planning includes developing
both short- and long-term plans. For every plan, a choice is
made among several options, together with decisions on how
to optimally utilize the limited resources which are at the
institution’s disposal.

This paper describes the planning in primary healthcare
institutions (health centers, student clinics, and occupational
medicine), the objectives and problems that occur during the
planning process, as well as the application that helps creating
the plan, especially in monitoring its execution. The
application itself can be integrated with pre-existing medical
information systems. This paper will describe the integration
with the existing medical information system MEDIS.NET

[2].

II. PLANNING IN PRIMARY HEALTHCARE
INSTITUTIONS

Primary health care is the foundation of the entire
healthcare system. This implies that the majority of patients’
health problems and needs are solved at this level with active
support of individuals, families and communities. This is done
through standard interventions, such as preventive and
curative examinations, promotion of health and prevention,
early diagnosis, timely treatment and rehabilitation. Primary
health care should have a central place and role in the
development strategies of health systems and solve at least
80% of all health problems.
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Legislation and required standards play a major role in the
planning process for healthcare institutions. For example, it is
necessary to consider the following facts when developing the
plan:

1. Health Care Act stipulates that every health center in
the Republic of Serbia is obliged to plan, monitor,
analyze, evaluate and report on the health status of the
population in the area it covers [3].

2. Rules of Procedure for the elected physician make it
possible for a patient to choose and change the elected
physician [4].

3. The Law on Protection of Population against Infectious
Diseases obliges public institutions in the Republic of
Serbia to make their own plans to organize their
activities in emergency situations [5].

4. The Law on Personal Data Protection obliges all health
institutions to draw up a plan for data security which
determines technical and other organizational measures
for the security of personal data [6].

5. The Strategy for Improving the Quality of Health Care
provides processes for reaching a higher level of
efficiency and effectiveness at work, as well as greater
customer satisfaction and health care providers [7].

Given the above, health institutions make monthly, annual
and multi-annual plans for their work and improving
operations and the quality of services. These plans relate to
different aspects, starting from the plans for dealing with
cases of infectious diseases, through plans on medical waste
management, maintenance of the institution, purchase of
equipment, and staff training, to planning the provision of
services and introduction of new ones, as well as planning
resources (both human resources and medical appliances and
accessories). The focus of this article will be on the planning
of services that should be provided, their spatial distribution,
together with adequate doctors’ workload and medical
equipment necessary to carry out the plans.

III. IMPLEMENTING SOFTWARE TOOLS

MedisNET.PlanRada is an upgrade of the Medis.NET
health information system [8], developed by the Faculty of
Electronic Engineering in Nis. It has been successfully
implemented and is currently used in more than 20 health
centers in Serbia. It is a desktop application, realized in C#
under NET framework. Database integration is done with
PostgreSQL. The application is integrated with the medical
system to allow downloading the data regarding the services
provided to patients, physicians who provide these services,
and the devices used in the provision of certain services, the
spatial and temporal dimension of the services, as well as a
minimum data set about the patients who use these services
(age, sex, elected physician, health center or medical clinic
belong to according to their address). These data are necessary
to create a plan for providing health services and evaluating
the success of the plan.

The application consists of several parts:

1. Module of services mapping — enables the division of a

service prescribed by the RFZO (republic fond of
health insurance) in multiple primary services for a

more detailed description of the service, its planning
and monitoring.

2. Modules for the acquisition of data regarding the
provided services — enables the integration with any
medical information system by creating appropriate
mapping information on the provided services. The
purpose of this module is to download a minimal set of
existing data about the provided services from the
information system.

3. Module for plan creation — provides service planning
according to the department, organization unit, location
and unit; resources (doctors, medical technicians,
tools); grouping of services in sub-tables and tables and
planning by created tables/sub-tables.

4. Module for execution overview - provides an overview
of the plan and execution of the provided services, with
the percentage of plan realization for the desired period
and relevant department, location, unit, chosen
physician or device.

5. Reports module — enables the generation of various
reports on the plan and its execution which health
institutions should provide to the institutions
monitoring their work.

The application can be integrated with any health

information system, regardless of whether it is a primary,

secondary or tertiary health care system.

IV. MEDISNET.PLANRADA DESCRIPTION

Before creating a plan for providing a service, it is
necessary to define which of the existing services, regulated
by RFZO, are provided for the given department and at the
given location. Because of the number of services provided in
larger health institutions, the amount of resources they have
and the number of patients they treat, it is convenient to plan
at the level of departments and the services within a
department rather than at the level of services throughout the
facility. In order to plan related services together, it is also
convenient to classify the services according to the area they
belong to (passive health care, active health care, work plan at
interventions, preventive examinations, check-ups,...) (Fig. 1).
Plan rada Lzvedtaji Celine Primarna usluga celina Primama usluga lokacia Tabele Grupe Primama usiuga grupa

Orgj: | 01.01 - Opdta medicna ad
Celina: | 01.10 - PLAN RADA LEKARA ODRASLOG STANOVNISTVA -
Primarna usiuga: 10071 PRVI PREGLED ODRASLIH

Dodaj svim celinama sve usluge iz ORG] Dodaj — Obrii

Sifra primame usluige  Sifra i podaifa uskige
1001 1200039.01
1002 1200047.01
1003 1000017.01
1004 1000025.01
1005 1200054.01
1007 1000223.01
1008 1200013.01
1009 1000215.01
1010 1000207.01
1011 1200088.01
1012 1200062.11
1013 1200070.01
1014 1200070.02

Fig. 1. Classifying primary services

Naziv primame usluge
PRVI PREGLED ODRASLIH
PONOVNI PREGLED ODRASLIH
KRATKA POSETA LEKARU
SPROVOBENJE IMUNIZACDE
SLOZEN KURATIVNI PREGLED
CILJANI NA RANO OTKRIVANJE KARCINOMA DEBELOG CREVA
PREVENTIVNI PREGLED
INDIVIDUALNI ZDRAVSTVENO VASPITNI RAD
GRUPNI ZDRAVSTVENO VASPITNI RAD
Skrining/ rano otkrivanje depresie
Skrining/ rano otkrivanje dijabetesa tipa 2
Skrining/ rano otkrivanje
Skrining/ rano otkrivanje kardiovaskulamog rizika - Zene

rizika - muskarci

When entering the plan for service execution, it is necessary
to select the year for which the plan is created, department,
location and the unit. After that, the system will display a list
of all services that belong to the selected items, together with
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the information about the plan and its realization for the
previous year. The number of services planned for the
previous year is displayed for the selected department,
location and the unit, together with the number of realized
services, percentage of execution, number of physicians and
nurses who provided the services, as well as the average time
physicians and nurses took to provide a specific service. In
addition to these data, there is also the number of insured
persons who gravitate to the selected health station. This
number represents the total number of insured persons
services are planned for. The number of services which should
be provided in the following year is predicted based on the
last year's plan and its realization, the number of physicians
and nurses available for the current year, and the change in the
number of insured persons who gravitate toward a health
clinic. The system analyzes the provided information and
proposes the number of services that need to be planned,
while the staff from the planning department has the
possibility of adjusting the proposed plan for the number of
services (Fig. 2).

Pln rada | Lvedtali Ceine Primama usiuga celina Primama usluga lokacja  Tabele Grupe Primama uskiga grupa
Orgj: [01.01 - Opéta medicna =
Lokacia: |01 - Centrana zgrada 5
Celina: | 01.10 PLAN RADA LEKARA ODRASLOG STANOVNISTVA v
Za godinu: 2017 v

£ Osveli pruZene usluge a prethodnu godinu_ | 11.01.2017. 07:42

\PRIKAZI 7 satuvaj promene

Vieme  Vreme
lekara  sestre
(min) _(min

Redni
broj

Ukupno  Phniano  Planiano  Br.

e B
pnrano  zazavod 73 naphtu  lekars  sestara

$fra Naziv Izvideno ® popikcre

Obuhvat

1200039.01
1200047.01
1000017.01
1000025.01
1200054.01

PRVI PREGLED ODRASLIH 78621 54530
PONOVNI PREGLED ODRASLIH 140469 112490 112490
KRATKA POSETA LEKARU 11081 7846 7846
TMUNIZACDE 4889 3060 3060

2.0 260 15 10 250500 0.00
260 260 10 10 250550 0.00
260 260 10 5 250500 0.00
260 260 20 10 250500 0.00

'SLOZEN KURATIVNI PREGLED 2122 1373 1373
CILIANI NA RANO OTKRIVANJE KARCINOMA DEBELOG
CREVA

1000223.01 1129 2550 2550 20 260 15 15 100000  0.00

1200013.01
1000215.01
1000207.01
1200088.01
1200062.11

PREVENTIVNI PREGLED 2157 385 3825
INDIVIDUALNI ZDRAVSTVENO VASPITNI RAD 4022 4567 4567
GRUPNI ZDRAVSTVENO VASPITNI RAD 224 ) 332
Skining] rano otkrivanje depresie 1197 2346 2346
Skining/ rano otkiivanje djabetesa tipa 2 702 2550 2550

260 260 20 10 250500 0.00
260 260 25 25 68000 0.00
260 260 9 80 7900 0.0
20 260 15 15 152000 0.00
260 260/ 15 15 250500 0.00

Fig. 2. Form for entering the service data plan

The planning process has to be finished in all departments,
at all locations and in all units, and the plans are then verified.
During the process of verification, it is necessary to pay
attention to the workload of physicians, technicians and
devices. Planning for devices is usually done explicitly by
defining the number of services possible to provide on
specific medical equipment. Planning for human resources is
conducted for all employees in the department together. Since
the plans do not explicitly state the names of physicians and
technicians, in the process of verification, services for a
department are divided according to the physicians and
technicians who perform them, analyzing the total time
required for the realization of services and whether the time
fits into the total number of working hours annually,
considering the possible deviations (a physician’s seek leave,
attending seminars and conferences).

When creating a plan of service provision, it is necessary to
consider the same location where the ambulance services will
be provided, as well as patients who gravitate towards that
location. If the healthcare institution is in a rural area with the
majority of older population, services are planned
predominantly for general practitioners (curative and
preventive examinations and interventions) and patronage
visits to the elderly, while the number of the planned services
for the pediatric department is much smaller. On the other
hand, if the ambulance is located within the school, all
planned services relate exclusively to school children.

After creating and verifying plans, their execution can be
monitored. If the application is integrated with Medis.NET
information system, it is not necessary to download the data
about service provision because the application itself is
integrated with that system. It can be used as a standalone
application, too. In this case it is necessary to provide the data
about plan execution for a defined period by the unit and
location. To monitor the realization of the plan using any
other medical information system, it is necessary to
synchronize the data firstly (downloading data regarding
service provision). It is possible to view the plan realization in
the chosen time period at several levels, per department,
department and locations, department, locations and units,
according to physicians and technicians. Depending on the
selected option, a higher or lower level of plan realization is
displayed. If the organizational unit is selected, plan
realization will include the total number of planned services
(from all locations and units), and all the services that can be
provided by the department, together with the total number of
executed services. The percentage here represents compliance
with the plan. This considers the period in which services are
provided, and if the period does not include the full year,

scaling of the annual plan is performed for the selected period
(Fig. 3).

IzviSenje plana rada po sluzbama za period od 01.01.2017. 00:00 do 31.03.2017. 23:50
Sluzba: Orgj: 01.01 Opéta medicina, za lokaciju: 01 - Centralna zgrada , za celinu: 0110 PLAN RADA LEKARA ODRASLOG STANOVNISTVA

Lokacija: Centralna zgrada

Celina: 01.10 - PLAN RADA LEKARA ODRASLOG STANOVNISTVA

Redni Sira Naziv Planiano | izviSeno (vkupno) | Precena | Vrieme | Vreme | Brojlsra Bra
broj (ukupno) ©lpw) | lekara | sestre E
(ukupno) | (ukupno)
1200039.01
120004701
1000017.01

PRV PREGLED ODRASLIH 54530 24545 180.05 490900 368175 260 260
PONOVNI PREGLED ODRASLIH 112490 31279 11122 460185 312790 260 260

KRATKA POSETA LEKARU 7846 2558 13041 25580 25580 260 260
100002501 SPROVODENJE IMUNIZACIJE 3060 686 8067 6860 30 260 260
1200054.01 SLOZEN KURATIVNI PREGLED 1373 512 14916 10240 5120 260 260
100022301 CILIANI NARANO OTKRIVANIE KARCINOMA DEBELOG 2550 307 6227 5055 5055 260 260

7 120001301
8 100021501

PREVENTIVNI PREGLED 3825 552 5773 11040 5520 %60 260
INDIVIDUALNI ZDRAVSTVENO VASPITNI RAD 4567 983 81 24575 24575 260 260
GRUPNI ZDRAVSTVENO VASPITNI RAD 332 7 9157 6840 6840 260 260
Skrining rano otkrvanje depresiie 2346 885 1509 | 13205 1325 60 260

9 1000207.01
10 120008801
E 1200062 11
2 1200070.01

‘Skiining/ rano otkrivanje dijabetesa tipa 2 2550 694 10886 10410 10410 260 260
‘Skiining! rano ofkrivanje kardiovaskulamog rizika - muskarci 803 153 6853 2205 295 260 260

13 120007002 Skiining/ rano otkrivanje kardiovaskulamog rizika - zene 1020 251 9843 765 aes 260 260

Fig. 3. An overview of plan realization for the chosen period
of time

When analyzing the execution for part of the period for
which planning has been undertaken, it is necessary to be
careful because the data can lead to the wrong conclusion. For
example, if you look at the previous figure (Fig. 3), it can be
concluded that the number of the first examinations is planned
badly because there were almost twice more services than
planned in the first three months of the current year. However,
the analysis should also consider the time of the year for
which the plan execution is reviewed (the first three months of
the year) and the health situation in the country at that time.
The fact is that influenza epidemic was recorded in this
period, causing the number of first examinations to increase
significantly. It is also important to note that during the
summer months, there are fewer examinations, but also the
resources (physicians and technicians) to provide the services
during that period. For a more precise analysis of the
execution plan, it is best to look at the allocation of concrete
services provided in the previous year, as well as the
distribution of services during the current year and compare
all that with the planned number of services (Fig. 4).

Fig. 4. confirms that the number of first examinations at the
beginning of the year is noticeably higher than in the rest of
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the year, and that a similar situation is repeated from year to
year. Therefore, this fact is very important for monitoring the
realization of the plan. For each of the planned services, there
is a correlation with the time of year. For example, a regular
check-up of first grade children is carried out from May to the
end of August, vaccination is usually done in the spring and
fall, an injuries due to falls usually occur during the winter
months.
Izvr$enje usluge 1200039 po mesecima, Centralni objekat

jun jul avg sep okt nov dec

mart april maj
m2016 2017
Fig. 4. Service execution
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Given all the above, it can be concluded that service
monitoring should be done for short periods of time but with
great awareness of the connection between the location where
the services are provided and the time range for single
services. The job is further complicated by the sheer number
of services. The described system therefore includes an
automatic check of plan realization which singles out only
those services whose execution deviates more than a specified
percentage (considering the total number of planned services
in the current and previous year (or previous years, according
to the history data that an institution possess), the distribution
of their execution by months, and the degree of deviation that
the user defines). The deviation percentage can be defined by
the users themselves. Greater deviations require further
analysis and possibly the revision of the planned service
provision. For example, if the number of first examinations
and interventions due to a flu epidemic significantly increases,
it is necessary to increase the number of physicians and
technicians, reallocate resources from other sites or
departments if possible, or make a reorganization plan to
reduce the number of other services whose execution is not so
critical. If service is not realized according to the plan, this
does not necessarily mean that there is an error in the planning
process, but may indicate a change of health condition of the
population gravitating to that institution.

Another important aspect to the service planning and
monitoring their realization is monitoring the workload of
physicians and technicians, or devices that provide these
services. Due to the constant development and advancement
of treatment and prevention, the plan needs to include periods
when the staff attend professional training seminars, and are
therefore not able to provide the planned services. The
number of insured persons who gravitate toward an
institution, their age structure are considered when planning
physicians and technicians who will be at the site to provide
services. Further improvement in the planning can be
achieved by analyzing the medical histories of patients in a
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certain area in order to select the most qualified physician for
the most common diseases in a given area.

V. CONCLUSION

This article describes some of the problems the health
institutions face when creating a plan for providing services
and monitoring its realization. It describes developed
application that supports the entire process of planning and
monitoring the execution of the plan with warnings about
significant deviations from the plan and appropriate reports.
The application enables planning and execution monitoring,
as well as the workload of physicians, technicians and
devices. The goal is to increase the efficiency and quality of
services, and improve the health state of the population.
Deviations from the plan are easy to detect. They can
represent a change of the population’s health state in a certain
area.

The described solution represents the first phase of the
application’s implementation for planning services in primary
health care. The second phase requires the existence of a
database with information of the provided services from a
longer period of time (several years) which the system will
use to "learn" how services are planned and realized for
defined parameters. The system would then be able to
precisely generate an execution plan of services for the future,
following the migration of the population (based on the
change in address), aging, gravitation to institutions, available
devices and human resources and their knowledge, as well as
new methods and trends in treatment. This gives room for
further work on the application’s development and
simplification of the medical service planning in primary
health care.
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Statistical Analysis of Dice CAPTCHA Usability

Darko Brodi¢', Alessia Amelio” and Ivo R. Draganov’

Abstract — In this paper the elements of the CAPTCHA
usability are analyzed. CAPTCHA, as a time progressive element
in computer science, has been under constant interest of
ordinary, professional as well as the scientific users of the
Internet. The analysis is given based on the usability elements of
CAPTCHA which are abbreviated as user-centric approach to
the CAPTCHA. To demonstrate it, the specific type of Dice
CAPTCHA is used in the experiment. The experiment is
conducted on 190 Internet users with different demographic
characteristics on laptop and tablet computers. The obtained
results are statistically processed. At the end, the results are
compared and conclusion of their use is drawn.

Keywords — Artificial intelligence, CAPTCHA, Demographic
characteristics, Internet, Response time, Statistical analysis.

1. INTRODUCTION

CAPTCHA (Completely Automated Public Turing test to
tell Computers and Humans Apart) is a program representing
a challenge-answer to the given test, which is used to realize if
the solver is an Internet user (human) or a computer program
(computer robot). This process includes the following
elements: (i) The computer as a server, which generates the
CAPTCHA test, (ii) Internet users or computer program
which try to correctly solve the given task, (iii) The computer
which evaluates the answer to the CAPTCHA in the format
Yes/No  (correctly/incorrectly  solved). Typically, the
CAPTCHA task is accustomed to the humans. Hence, there is
a greater possibility that humans will solve this task compared
to computer robots abbreviated as bots. Hence, the aim of the
CAPTCHA program is to differentiate Internet users from
bots [1].

The application of CAPTCHA program is useful in the
following areas: (i) Online systems, (ii) The creation of free e-
mail accounts, (iii) Online pooling, and (iv) Online system for
buying tickets, etc [2].

Still, the CAPTCHA should fulfill certain elements, such
as: (i) The solving of CAPTCHA should not rely on the user’s
knowledge of certain language, (ii) The solving of CAPTCHA
should not depend on the user’s age, (iii) CAPTCHA should
make an automatic evaluation of the correctness, (iv) The
user’s privacy should not be violated, and (v) It should be
easy for Internet users to be solved unlike bots [3].
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The related works on CAPTCHA often employ statistical
approaches treating their various aspects. They can be
partitioned taking into account their properties in the
following areas: (i) Security, (ii) Practicality, and (iii)
Usability [4].

Security represents the main concern to the CAPTCHA
programmers. It represents a central problem of CAPTCHA,
but it is not the only one that is of a great importance.

Practicality is connected to the way of creating certain types
of CAPTCHA. Again, it has greater concerns of programmers
than CAPTCHA users.

The usability represents the main problem related to the use
of the CAPTCHA. Accordingly, it especially concerns the
CAPTCHA users. Hence, this study is used to uncover the
elements of CAPTCHA usability, which represents the main
concern of the Internet users. In this way, an objective
analysis of a certain type of CAPTCHA can facilitate better
understanding the user-centric relation between computer and
man, i.e. CAPTCHA and Internet user which will contribute
to innovate and improve CAPTCHA clements to be more
accustomed to the Internet users unlike bots.

This paper is organized in the following manner. Section 11
presents the CAPTCHA types. Section III describes the
experiment. Section IV gives the results of the experiment and
discussed them. Section V draws conclusions and points out
the direction of future works.

II. CAPTCHA TYPES

All CAPTCHA types can be divided into five typical
groups: (i) Text-based CAPTCHA, (ii) Image-based
CAPTCHA, (iii) Audio-based CAPTCHA, (iv) Video-based
CAPTCHA and (v) Other types of CAPTCHA [5].

Text-based CAPTCHA asks the Internet users to input
exact combination of the given characters. This type of
CAPTCHA is the most widespread one. In order to reduce its
vulnerability to bot attacks, many distorted elements are
incorporated. Unfortunately, the text-based CAPTCHA can be
successfully attacked by bot due to the solid OCR (Optical
Character Recognition) programs. Fig. 1 shows an example of
the text-based CAPTCHA.

Retype the characters from the picture:

A

Validate|

Fig. 1. An example of the text-based CAPTCHA

Image-based CAPTCHA is considered as one of the most
advanced and safest types of CAPTCHA. It requires from the
users to find out a certain image from a list of images and
point to it. Due to that, its elements include the image details.
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It represents a relatively easy task to be solved by Internet
users unlike bots. Fig. 2 illustrates an example of the image-
based CAPTCHA.

Click the flower x
10f 3

Fig. 2. An example of image-based CAPTCHA

Audio-based CAPTCHA includes an “audio element”
whose purpose is an audio reproduction of characters that the
user should have to input in order to solve the CAPTCHA.
This type of CAPTCHA is especially designed for the people
with disabilities. Unfortunately, the audio-based CAPTCHA
is mostly attacked by speech and recognition algorithms in
approximately 70% of cases. Fig. 4 illustrates an example of
the audio-based CAPTCHA with “audio element” in the top

right corner.
Retype the characters from the picture
; &‘L{M

Validate|

Fig. 3. An example of the audio-based CAPTCHA

Video-based CAPTCHA contains text information
embedded into the video. Hence, it is a video which includes a
passing text given in specific color compared to video
background. The user should recognize the given passing text
and type it. The modern OCR programs challenge this task,
making this CAPTCHA vulnerable to bot attacks. Fig. 4
illustrates an example of the video-based CAPTCHA.

Fig. 4. An example of the video-based CAPTCHA

Other types of CAPTCHA represent those CAPTCHAS that
cannot be part of the previous standardization. Fig. 5
illustrates the examples of such types of CAPTCHA.

III. EXPERIMENT

The CAPTCHA experiment is conducted on 190 Internet
users. It is divided in two different experiments solving two
different Dice CAPTCHAs (Dice 1 and 2). The first
experiment is based on Dice CAPTCHAs tested on a
community of 90 laptop users aged from 29 to 62 years. The
laptop used for the experiment is Lenovo B51 with the

following characteristics: (i) 15.6" wide screen, (ii) CPU
Quad-core 2.4 GHz Celeron, (iii) 4 GB of RAM, (iv) 500 GB
of internal memory, and (v) Operating system Microsoft
Windows 7. The second experiment is based on Dice
CAPTCHAs tested on a community of 100 tablet users aged
from 28 to 55 years. The tablet used for the experiment is
Lenovo IdeaTab A3000 with the following characteristics: (i)
7" wide screen, (ii) CPU Quad-core 1.2 GHz Cortex-A7, (iii)
1 GB of RAM, (iv) 16 GB of internal memory, and (v)
Operating system Android.

U e © ©=
enter sum: |12 Go

powered by Dice Captcha
P ve @ '.' .
foe ‘\ RN
enter digits: |4546 Go

powered by Dice Captcha

g &

(o=

Fig. 5. An example of other type of CAPTCHA on the Dice
CAPTCHA samples (Dice 1 at the top, and Dice 2 at the bottom)

All Internet users represent volunteer students, employees,
clerks, teachers and engineers, who signed an online consent
form before starting the experiment. Accordingly, they gave
their consent to anonymously provide and use their data only
for research and study purposes. Each of them was required to
solve Dice CAPTCHA, and the response time to find the
solution to the CAPTCHA was registered. The users are
partitioned taking into account their various demographic
factors: (i) Age, (ii)) Education level, (iii) Gender. The
experimental results are then statistically processed. The
obtained results are then compared to evaluate (dis)advantages
of using Dice CAPTCHA by the different Internet users’
groups (laptop or tablet).

IV. RESULTS AND DISCUSSION

A. Hypotheses

It is worth noting that the solution time for “ideal”
CAPTCHA should not depend on the age, education and
gender differentiation. However, if any CAPTCHA can satisfy
these elements, then it doesn’t mean that it can be solved
quickly and easily. According to previous facts, the following
four hypotheses are proposed according to the given
demographic characteristics:

Hypothesis 1 (H1) - There exists a statistically significant
difference between users’ groups (laptop vs. tablet) in average
response time to solve the CAPTCHA.

Hypothesis 2 (H2) - There exists a statistically significant
difference between age groups in solving the CAPTCHA,

Hypothesis 3 (H3) - The group of Internet users with higher
education will have a faster response time in solving the
CAPTCHA,

Hypothesis 4 (H4) - There exists a statistically significant
difference between gender groups in solving the CAPTCHA,
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B. Experimental Results

The first results of the experiment are given in Tables I-11.
These tables give a descriptive analysis of the obtained results
for 90 laptops’ and 100 tablets’ Internet users concerning
CAPTCHA Dice 1 and 2. They are obtained by Kolmogorov-
Smirnov test, which test the unknown distribution and check
the normality assumption in the analysis of variance [6].

TABLE I
ONE-SAMPLE KOLMOGOROV-SMIRNOV TEST FOR LAPTOP USERS

Gender |Age |Education |Dice | |Dice 2
N 90 90 |90 90 90
Mean 1.16 1.70 |1.88 7.644 |6.514
SD 0.364 [0.461(0.329 2.554 |2.203
Asymp. Sig. [0.000 |0.000|0.000 0.046 |0.003
(2-tailed)

The most important information represents the measure
Asymp. Sig. (2-tailed). It defines the statistical significance of
the analyzed data. Because it is smaller than 0.05, then
obtained results are statistically significant. Also, it is worth
noting that the average time to solve CAPTCHA Dice 1 is
7.6444, while CAPTCHA Dice 2 is solved in 6.514 seconds
by laptop users.

TABLE II
ONE-SAMPLE KOLMOGOROV-SMIRNOV TEST FOR TABLET USERS

Gender |Age |Education |Dice 1 |Dice 2
N 100 100|100 100 100
Mean 1.59 1.30 [1.44 12.090 |8.590
SD 0.494 10.461[0.499 5.874 [4.360
Asymp. Sig. {0.000 [0.000|0.000 0.005 |0.018
(2-tailed)

From Table II, the measure Asymp. Sig. (2-tailed) is again
lower than reference of 0.05, which determines the statistical
significance of the analyzed data. Furthermore, it is worth
noting that the average time to solve CAPTCHA Dice 1 is
12.090, while CAPTCHA Dice 2 is solved in 8.590 seconds
by tablet users.

From Tables I-11, it is quite clear that exists a statistically
significant difference in the response time to solve
CAPTCHA Dicel and Dice 2 between laptop and tablet users’
group. Obviously, Dice CAPTCHA is more convenient to be
solved on a laptop than on a tablet computer. It is proved by
statistical significant population. Hence, H1 is proved.

C. Statistical Test

The Mann-Whitney U test is a non-parametric test which
can be used to (dis)prove a null-hypothesis H, and a research
hypothesis H;. Essentially, this test is used to compare
differences between two independent groups N; and N,. To be
used, some pre-assumptions should be valid: (i) Input should
be composed of two categorical independent groups N; and
N, (ii) Output should be ordinal or continuous, (iii) There
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should be no correlation between groups N; and N,, and (iv)
The input variables should not be normally distributed. The
Mann-Whitney U test considers 3 important measures: (i) p-
value, (ii) U value, and (iii) Z value.

The p-value is the first crucial measure of this statistical
test. Its value can be interpreted as follows: (i) p<0.05 shows a
strong evidence against the null-hypothesis. As a
consequence, the null-hypothesis of the test is disproved,
while research hypothesis H; is proved, (ii) p>=0.05 shows a
weak evidence against the null-hypothesis of the test. As a
consequence, the null-hypothesis of the test is proved, while
research hypothesis H; is disproved. U value is calculated as:

n,(n, +1) B

U=nn,+ R, (1)

where U represents the result of the Mann-Whitney U test.
Accordingly, n; is the size of the independent group N, n, is
the size of the independent group N,, and R; represents the
sum of ranks of group N,. If U value is higher than the critical
U value, then the two groups N; and N, will have the same
score distributions, otherwise the two distributions N; and N,
will be different in some aspect. Critical value U is important
only for small size distributions, where the number of their
elements is up to 20. If the group is larger than 20, then U
value approaches to normal distribution. In that case, the Z
value has importance. It is calculated as:

U-nn,/2

Z= .
\/nlnz(nl +n,+1)/12

2

If the absolute value of Z is lower than 1.96, then the two
groups N; and N, will have the same score distributions,
otherwise the two distributions of N; and N, will be dissimilar
in some way. Accordingly, if Z is lower than 1.96 research
hypothesis is disproved, otherwise it is proved.

D. Analysis of the Results and Discussion

The results obtained by statistically processing (Mann-
Whitney U test) of experimental data for the age characteristic
of the laptop/tablet users are given in Table III.

The first relevant measure, which has to be evaluated is
Asymp. Sig. (2-tailed). For laptop users as well as for tablet
users concerning CAPTCHA Dice 1 and 2 it is higher than
0.05. Accordingly, this analysis is not statistically significant.
Hence, H2 is not proved.

The results obtained by statistically processing (Mann-
Whitney U test) experimental data for the education
demographic characteristic of the laptop and tablet users are
given in Table IV.

Again, the measure Asymp. Sig. (2-tailed) is evaluated the
first. For laptop users as well as for tablet users concerning
CAPTCHA Dice 1 and 2 it is higher than 0.05. Hence, this
analysis is not statistically significant. This leads that H3 is
not proved.



TABLE III
MANN-WHITNEY U TEST (LAPTOP/TABLET USERS) FOR THE AGE

Age |N Mean rank |Z Asymp. Sig.
Laptop (y%o) (112) (Z-i]aillgd) ¢
Dice 1 |27/63]190 [49.04/43.98 [-0.842 |0.400
Dice2 |27/63][90 [53.48/42.08 |-1.899 ]0.058

Age |N |Meanrank |Z Asymp. Sig.
Tablet | 7 (1/2) otailed)
Dice I |70/30|100 [48.21/55.83 |-1.208 |0.227
Dice2 |70.30|100 [49.06/53.87 |-0.764 |0.445

*y-younger, o-older, 1-group 1 (younger), 2-group 2 (older)

TABLE IV
MANN-WHITNEY U TEST (LAPTOP/TABLET USERS) FOR THE
EDUCATION
Educ. |N Mean rank |Z Asymp. Sig.
Laptop |10 (172) (2-tailed)
Dice 1 |79/11 [90 |44.08/55.73|-1.387 [0.165
Dice2 |79/11 [90 |43.86/57.27|-1.596 |0.110
Educ. |N Mean rank |Z Asymp. Sig.
Tablet |} o) (112) (2-tailed)
Dice 1 |44/56 |100 |53.75/47.95]1-0.997 |0.319
Dice 2 |44/56 |100 |50.63/50.40]-0.038 |0.969

*h-higher, o-secondary, 1-group 1 (higher), 2-group 2 (secondary)

The results obtained by statistically processing (Mann-
Whitney U test) experimental data for the gender
demographic characteristic of the laptop and tablet users are
given in Table V.

TABLE V
MANN-WHITNEY U TEST (LAPTOP/TABLET USERS) FOR THE GENDER

Laptop Gender (N Mean rank |Z Asymp. Sig.
(m/f) (1/2) (2-tailed)
Dice 1 [14/76 |90 [52.79/44.16|-1.137 [0.256
Dice2 |14/76 |90 |46.61/45.30|-0.173 |0.863
Gender |N Mean rank |Z Asymp. Sig.
Tablet | py (1/2) (2-tailed)
Dice 1 [59/41 [100 [52.47/47.66(-0.820 [0.412
Dice2 [59/41 |100 |48.58/53.27[-0.800 |0.424

*m-male, f-female, 1-group 1 (male), 2-group 2 (female)

From Table V the measure Asymp. Sig. (2-tailed) is again
higher than reference value 0.05. Hence, for laptop users as
well as for tablet users concerning CAPTCHA Dice 1 and 2
the given analysis is not statistically significant. Accordingly,
H4 is not proved.

From the aforementioned, the H1 is only proved, while H2,
H3 and H4 are not proved. Because, the postulate of “ideal”
CAPTCHA is to be solved in reasonable time (less than 30
sec. [5]), and the solution time should not depend on the age,
education and gender differentiation, the Dice CAPTCHA
represents a good direction toward creating an “ideal”
CAPTCHA. However, it is worth noting that using
CAPTCHA on different computer types should also diminish
differences between solution time of certain CAPTCHA. In
our case, solution time of Dice CAPTCHA between laptop
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and tablet users is almost 50% less in favor of laptop users.
Taking into account this information, Dice CAPTCHA is
more accustomed to the laptop than tablet Internet users.
Hence, Dice CAPTHA can be considered only as the first step
in right direction toward creating an “ideal” CAPTCHA.

V. CONCLUSION

The paper analyzed the response time of Internet laptop and
tablet users in solving the Dice CAPTCHA version 1 and 2.
To research the given topic, an experiment was conducted on
190 users. It was divided into two parts: (i) testing of 90
laptop users in solving Dice CAPTCHA 1 and 2, and (ii)
testing of 100 tablet users in solving Dice CAPTHA 1 and 2.
Then, the obtained results were statistically processed.
According to the results, four hypotheses were established,
which should be proved or disproved. All hypotheses were
closely related to the elements of an “ideal” CAPTCHA.
Using statistical tools, a descriptive statistical analysis and the
results of Mann-Whitney U test were used for proving and
disproving the given hypotheses. At the end, the HI1
hypothesis was only proved, while the other ones were
rejected. In spite of the obtained result, which represents the
main elements of an “ideal” CAPTCHA, due to rather
different time in solving Dice CAPTCHA between laptop and
tablet users, this type of CAPTCHA cannot be used as an
example of “ideal” CAPTCHA. But, because of some
overlapping with the characteristics of an “ideal” CAPTCHA,
the Dice CAPTCHA is a good start and a right direction
toward creating the real “ideal” CAPTCHA.
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of Business Processes
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Abstract — Web services provide means for electronic execution
of business processes. However, composition of services for this
purpose may become a tedious task for non-IT professionals. In
this paper we propose an approach to cope with this problem by
developing a web-based software tool that is capable to propose
to users appropriate services for creation of a business process.
Afterwards the tool automatically compose and executes the
selected services.

Keywords — Service Oriented Architecture, Service Discovery,
Service Selection, Automatic Service Composition, Business
Process.

1. INTRODUCTION

Service Oriented Architecture is an architectural concept
for development of distributed systems that has matured a lot
during the last two decades [4]. It is claimed to enable
reusability and straightforward integration of highly complex
heterogeneous systems. The building elements and
fundamental notion of SOA systems are called services. As
stated in [1] service is a broad term that has different meaning
depending on its usage context. For example, in computer
science, the terms of web-service, e-service and business
service have common meaning. In this paper, we will focus on
web-services (WS), which are broadly recognized as [12]:
Loosely coupled reusable software components that
encapsulate discrete functionality and are distributed and
programmatically accessible over standard Internet and XML-
based protocols. Web services should be considered as
software components, accessible by unique URL. Interfaces of
such components are described using well-defined protocols,
majority of which are XML-based. Web-services are also
composable and may be consumed by other services for use in
different applications or in execution of business processes
[5]

However, currently integration of services is mainly
performed by technically aware personnel and general users
doesn’t have enough possibilities to create and execute
business processes of their own. This paper presents an
interactive tool that is capable to both provide
recommendations to the users for service composition and
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also automatically implement and execute it. For this purpose
it provides users with recommendations about services to be
included into the composition, this way facilitating the process
of their selection. This is based on information about service
functionality. Afterwards, it automatically binds the selected
services, asks for input data, if needed and finally, executes
them.

The rest of the paper is organized as follows: Section 2
briefly presents current state of the art in the area; Section 3
describes some design and implementation details about the
tool for interactive automatic composition of business
processes and finally Section 4 concludes the paper and points
out directions for future research.

II. STATE OF THE ART IN SERVICE COMPOSITION
DISCOVERY AND SELECTION

There exist several research directions that have relation
with the work presented here. Among them are service
composition, discovery and selection. Two big groups of
approaches for service discovery and selection may be
distinguished — based on semantic information and the second,
based on information about Quality of Service (QoS). It
should be noted that concerns finding appropriate service,
based on its functionality. On the other hand, QoS approaches,
mostly focus on selection among services, when you have
several alternatives that fulfill functional requirements.
Approaches that use semantic information usually involves
tools for automated web service discovery based on some
description of the service semantics using a language like
OWL-S [6] or analysis of the service WSDL [7]. Service
selection, based on QoS use a formal representation of service
quality and corresponding models to select the best service
that fit user needs [9] or a given composition [10].

As pointed out in the introduction, in order to achieve
substantial business value from services it is needed to be able
to compose them into bigger units. There exist several
classifications [2], [3], and [11] of service composition
approaches, which discuss the subject in deep details.
However for the purpose of this work we focus on more
fundamental service composition classes, which are briefly
described below:

Dynamic and static composition — dynamic composition
may also be referred as run-time or automatic composition,
where respective services are composed automatically during
execution of the composite service. In order to achieve this, a
number of additional disciplines as artificial intelligence,
formal specification and etc. may be involved. Dynamic
composition allows for SOA systems to change themselves
transparently for the users and adapt to change in the
environment and/or requirements.



Different approaches for dynamic service composition are
used. For example, model languages, like UML may be used
for high level abstract description of the composition. In the
approach, described in [8], Object Constraint Language
(OCL) is applied to enable transformation to particular service
composition standards like WS-BPEL or OWL-S. Another
aspect of dynamic composition is about the method for
selection of services that will take part in the composition. It
may be based on Quality of Service (QoS), on semantic
discovery of services or eventually, on combination of both
approaches.

On the other hand static composition deals with design time
interconnection of services. It requires advanced users and/or
a certain amount of programming efforts in order to be
implemented.

Service 1
Orchestrator
Service 2 service .
Composition
endpoint
e o o
Service n

Fig. 1. Service orchestration

Choreography and orchestration — these two composition
approaches focus more on behavioral details about role of
specific service in the composition. Service orchestration is
about organization of a centralized service, which executes as
the main business process. It is called orchestrator and acts as
an endpoint for the other services that take part into the
composition. It also coordinates their execution (Fig. 1).

Service choreography (Fig. 2) is more about distributed
management of invocation of services that participate in the
composition. This is in contrast with orchestration, where
control flow from orchestrator’s perspective is important.
Choreography is composition of services, where interactions
between multiple services are of prime importance.

Service 1 .

Service n

Fig. 2. Service choreography

Service composition notations — There exist a number of
notations to describe service compositions as well as other
languages that supplement them. The most commonly used
service composition language is called WS-BPEL (Web
Services Business Process Execution Language) [13]. It is
aimed towards description of service compositions based on
XML and WSDL variables, and structured composition
representations using standard operators as logical branches,
loops and etc. In order to achieve automatic compositions
WS-BPEL should be complemented with a corresponding
notation, which is machine readable and would enable
programmable search and composition of services. One such
notation is OWL-S [14], which represents a technology to
provide semantic markup for web services. It is aimed
towards description of the semantics of services and is based
on three main sub-ontologies:

e Profile — describes what actually the service will do

e Process model — describes how the service works and
helps for implementation of processes for service
invocation, composition and monitoring.

e Grounding — describes how the service can be
accessed.

There also exist other semantic notations for services, like
WSMO (Web Service Modeling Ontology) [15] and SWSF
(Semantic Web Services Framework) [16].

So far in this section, we have reviewed some of general
properties of existing approaches for service discovery and
composition. Further we will make an overview of the work
directly related to ours — these are the existing service
composition platforms.

Cloudwork [17] is an integration platform that allows
customers to automate tasks between existing web- and cloud-
based systems. For example, one cloud automate businesses
with ticket support system or synchronize two storage services
(like Google Drive with Dropbox).

Elastic.io is an API integration and orchestration platform,
which offers simple interface to create and execute multiple
web applications directly via the browser. It is appropriate to
be used by nonprogrammers, however does not allow free
access.

Although not directly aimed at service composition, Wufoo
[18] helps users to build online forms, share them and collect
data. It is Internet application which automatically builds the
database, backend and scripts needed to make collecting and
understanding user‘s data easy.

“If This Then That” [19] gives users possibility to connect
applications via models and triggers, expressed in the so-
called “recipes”. They may be either of type “if recipe”,
allowing user to create connection with statement “if this then
that”, or “do recipe” enabling simple actions over the web.
Users have to activate accounts for the relative connected
channels like e-mail address, Dropbox account, google drive
etc.

Zapier [20] uses a combination of triggers and activities (or
action-reaction rules), called zaps to allow users to define
combinations of applications. A drag and drop environment
for creation of zaps is provided and the latter may be also
scheduled for iterative execution.
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Fig. 3. Flow of activities of the tool for interactive automatic composition of business processes

III. TOOL FOR AUTOMATIC SERVICE COMPOSITION

In this section, we present the design and implementation
details about our automatic service composition tool. One of
the most important tasks is to implement an algorithm,
responsible for discovery of appropriate services. Main
requirement for our tool is to propose recommendations to
users about appropriate services for a composition. This is in
order not only to automate the composition process, but also
to help them to create their own business processes. For this
purpose the tool should first implement service discovery
rules. Afterwards, when appropriate services are found, users
should select the services, they find most relevant to be
included into the composition.

Additionally, one of our main quality requirements is about
efficiency and performance of the tool. Simplified service
discovery mechanism is implemented in order to enable
service discovery and selection, while at the same time
keeping efficiency and performance. Services are annotated
with the two additional properties: service level and service
category.

Service level marks the possible position of services into a
composition. We have divided services into three levels:
beginning, transition and ending services.

e Beginning services — these services may act only as a
starting point of a business process. For example, these
may be authentication services or services for
searching a specific set of items.

e Transition services form the core of the business
process — these are the services that may be called by a
beginning service and they may call another transition
service themselves. All transition services are
additionally tagged with information about what other
service (beginning or transition) may call them. This
additional information is stored together with other
service metadata.

e Ending service — are services that represent the final of
a business process and are not supposed to result into
call to another service. Ending services are also tagged
with information about what other service (beginning
or transition) may call them

Service level meta-information is wusually set by
administrators and sometimes during business process
creation, users may also tag a transition service as ending if
they want to finish their process.

However, in order for the algorithm for service
recommendation to be fully functional, information about
service level is not enough. For this purpose we define another
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meta-information tag about services, called category.
Categories represent simplified description of the semantics of
the service. This way, services may be matched by categories
and users may select the category of next service in the
business process. Afterwards, the tool selects the best service
of this category to be included into the composition, based on
QoS. These metadata about services are currently
implemented into a database that acts as a service registry.

The tool implements interactive user communication, in
which the user repeatedly selects which service wants to
compose next. First the tool finds and lists to the user all
available beginning services. After that based on metadata of
the transition and ending services, all of them that may be
called afterwards are listed. This is an iterative process, which
ends with selection of a final service by the user (Fig. 3).

Composition of the selected services is implemented,
following the orchestration approach. User decides to execute
the service composition(represented by the “call services”
state on Fig. 3), which causes the tool to read and parse the
description of each participating service. This results into a
web form, with input fields for all required data. The user
should provide this data, as it is required by participating
services for their execution, by filling the form. Finally the
tool implements an orchestration approach that calls all
selected services with the data provided by the user.

IV. CONCLUSION

Traditionally, composition of services in order to execute
specific business processes required a certain amount of
implementation and programming knowledge. However for
the development of the IT society, such possibilities should be
available for wider range of users with various computer
literacy levels. This paper presents a tool that is capable to
interactively facilitate users to build a composition of services
into a business process. It also provides recommendation for
appropriate services, this way facilitating creation of the
business process.

This is an ongoing work and further research includes,
improvement of the method for adding meta-information to
services, as now this requires a significant amount of
administrative work to tag all transition and ending services
with list of services, allowed to execute them.
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Abstract —The quality of aDataCenter (DC) can be assessed by
different criteria. The purpose of this article is to analyse the
indicators that can be used to assess the quality of DC from the
point of view of the accessibility of the services provided.Based
on the analysis is substantiated set of significant indicators for
the DC quality. Quantification of the quality is offered using a
complex generalizedindicator, which can be used to benchmark
between different DC’s and selects an optimal variant for
concrete business case.

Keywords —Data center, Quality, Dependability, Availability,
Reliability.

I.INTRODUCTION

New IT services like cloud computing are currently
reaching a growing number of users. These new trendsare the
reason for correspondingly high demands. Servers and data
centers must be 100% available around the clock. Down times
and interruptions or delays in data transmission must be
virtually eliminated.

Which are the indicators for assessing the quality of a Data
Center(DC)? How to choose which DC’sIT infrastructure
(ITIS) is right for concrete business case?

II. TERMS AND DEFINITIONS

A. Definition Quality

According to Wikipedia, the qualityis an essential attribute
of any product or service and plays a crucial role in the
function of the economic operators and market relations.

A modern definition of quality derives from Joseph Juran's
"fitness for intended use." This means that quality is
"meeting or exceeding customer expectations."

Accordingly to that definition, the quality of a DC would be
determined by the services provided to consumers and their
criteria for satisfaction.

This article will not address issues related to the response
time after to a request to the DC, its performance or energy
efficiency.

B. Dependability

The quality of a DC can be assessed by different indicators.
Commonly used indicator for this purpose in the technics is
the concept of dependability. In the most general sense the

Rosen Radkov is a member of the Department of Software and
Internet Technologies at Technical University of Varna, 1Studentska
Str., Varna9010, Bulgaria, E-mail: rossen@actbg.bg

dependability is the ability of anobject to retain its essential
properties in set modes and in operating conditions [1].

The systematic expositionof the dependability concept
includes three parts: the threats to dependability, the attributes
of dependability and tools for achieving dependability (Fig. 1)

[2].

Faults

Errors

— -

Failures

Availability

Reliability

Safety

Dependability § e -

Confidentiality

Integrity

Maintainability

Fault prevention

Fault tolerance

h— \VEEIS -

Fault removal

Fault forecasting

Fig. 1. The dependability tree

reasons for asystem to cease to perform its function or, in
otherwords, the threats to dependability. Dependability means
are the methods and techniques enabling the development of
adependable system, such as fault prevention, fault tolerance,
fault removal, and fault forecasting [3].

Dependability threats are defined as follow: a fault is
physical defect, imperfection, or flaw that occurs in some
software or hardware component; an error is a deviation from
correctness or accuracy in computation, which occurs as a
result of a fault; afailure is a transition from correct to
incorrect service, and this means that at least some external
state of the service deviates from the correct state.

A common feature of the three terms is that they give us a
message that somethingwent wrong. The difference is that, in
the case of a fault, the problem occurred onthe physical level;
in the case of an error, the problem occurred on the
computationallevel; in the case of a failure, the problem
occurred on a system level [3].
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The DC is a set of interacting components where the
dependability of the system is a complex property. The basic
attributes of dependability are: availability- readiness of the
DC for correct service in any point in time [1], [2];
reliability - continuity of a correct service [1], [2]; safety - the
absence of catastrophic consequences for the user(s) and the
environment; confidentiality - protection from unauthorized
disclosure; integrity - protection against unauthorized
modification of information; maintainability - the ability of
DC to operate without interruption during processes of repairs,
maintenances and modifications;

If ¢ is designated as atime interval in which a DC should be
available, then reliability is the probability that DC will work
according to its functional specification in period ¢, and
availabilityis the probability that DC is not defective or under
repair when it should be used. It can therefore be concluded
that the availability is a function of the reliability and
maintainability.

Dependability means are the methods and techniques
enabling the development ofa dependable system.The means
to attain dependability and security can be defined as
follow:fault prevention: means to prevent the occurrence or
introduction of faults; fault tolerance(FT): means to avoid
service failures in the presence of faults; fault removal: means
to reduce the number and severity of faults; fault forecasting:
means to estimate the present number, the future incidence,
and the likely consequences of faults.

C. MTBF and MTTR

These two terms, used in theory of dependability, have a
place there. Mean Time Between Failures (MTBF) is defined
as the average or expected time between two failures of a
component or a system and Mean Time To Recover (MTTR)
is the average time to recover a failed module or system. The
following equations illustrates the relations of MTBF and
MTTR with reliability and availability:

t
Reliability=e MTBF )
Availability:% @

Analyzing these formulas we can draw the following
conclusions [4]: First: if value of MTBF is higher, the higher
the reliability and availability of the system; Second: MTTR
affects availability. This means if it takes a long time to
recover a system from afailure, the system is going to have a
low availability; Third: High availability can be achieved if
MTRBEF is very large compared to MTTR [5], [6], [7].

D. Disaster Tolerance and Disaster Recovery

DC and its ITIS need to become resistant to disasters.After
a detailed analysis of the literature it is found that the
characteristic ,resistant to disaster DC“connects to the
following two notions: disaster tolerance (DT) and disaster
recovery (DR). The first concept is a characteristic of DC

related to the disaster resilience, i.e. DC continues to carry out
its activity, regardless of disaster. The second term is
associated with the ability of DC to be recovered in minimal
time and with minimal data loss disaster [5].

According to some sources that make analysis and design
of ITIS, resistance to disaster (D7) isa system that in its
characteristics corresponds to the DT. Other sources consider
the recovery issues of ITIS after distress [5]. This leads to an
incomplete assessment of the characteristics of ITIS, which
are: current situation, the impact of the disaster on the
different subsystems and vulnerabilities leading to potential
risks.

Therefore, to obtain more accurate and comprehensive
description of the sustainability of ITIS disaster stages of
planning, construction, research and evaluation, is necessary
to use a comprehensive approach. It should consider both
concepts - DT and DR, where both should be united in one
concept forHighly Reliable Data Centre (HRDC).

E. RPO and RTO

A DC which retains its ability to provide services during
disasters and to store the critical data post disaster will noted
as Highly Reliable Data Centre (HRDC). In case of a fault on
one / some of its components and inconsequence run
unavailable, HRDC should be able to resume work for a
minimum period of time. A solution that meets the
requirements for HRDC is related to the value definition of
two parameters: RTO (Recovery Time Objective) and RPO
(Recovery Point Objective). The time needed to restore the
work of a DC after a disaster (incident) is defined as RTO,
while with RPO is being indicated the time interval before the
disaster, which the business has accepted as eligible for which
data will be lost (Fig.2).

DD D OO T D
RPO / RTO

Fig. 2. Graphical representation of RPO and RTO

[11. INDICATORS FOR ASSESSMENT OF DCS

In the case of DC design, taking into account the
requirements of the customer, an optimal solution must be
chosen. These requirements have a direct relation to both the
reliability and quality of the DC. But there is no approach to
selecting ITIS for DC for a particular business case or to
confirm that the existing ITIS is appropriate.

As a result of the analysis and the information presented
above, for the assessment of the quality of the DC and the
selection of the optimal option, are selected some of
indicatorsdiscussed above and additional indicators.

A. Availability

Availability is one of indicators which used to assess DC’s
probability that it is operating correctly and is available to
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perform its function at the certain amount of time. Availability
is typically used as ameasure of dependability for systems
where shortinterruptions can be tolerated [3].
An availability factorK,, defined by the following:
MTBF

KaV:
MTBF+MTTR

«100 [%] 3)

Availability of the DC is often specified in terms of
downtime and uptime per year. If we use this terms the
formula is[8]:

Uptime

K.,= * 100[%] “)

Uptime+Downtime

Depending on the value obtained, one of availability classes

(0 to 6) is assigned to DC (Table I). These classes usually are
indicated by number of 9™.

TABLE I
AVAILABILITY CLASSES

Availability class Kav, % Numbher of Downtime
9[

0 <90
1 90 one 36.5 days/year
2 99 two 3.65 days/year
3 99,9 three 8.76 hours/year
4 99,99 four 52 min/year
5 99,999 five 5 min/year
6 99,9999 Six 31 sec/year

Some authors asRohani, etc. [6], [9], classifyavailability as
inherent, achieved and operational. The last of them is most
important for us because is a measure of real average
availability over a period of time and includes all experienced
sources of downtime, such as administrative downtime,
logistic downtime, etc [9].

B. RTO

As noted above, the RTO defines the time required for the
full recovery of the DC operation after an accident (disaster,

incident) reported from the moment of occurrence of the event.

If we look at the time axis, the distance between the point
where the incident occurs and the RTO point is a time interval
during which applications are inaccessible, respectively
business processes that are dependent on these applications
are totally or partially discontinued. Now has a business
processes with requirements this time to be a milliseconds..
Achieving such a break time is not always financially feasible
and possible for many businesses in the world, but that does
not prevent it from being desired.

On the other hand, any interruption of a business process
results in damages that can be directly or indirectly financially
assessed. Hence, assuming a calculation of the value of one
minute, hour, or other time interval (most often a minute) that
the business has determined, any interruption of work can be
valued. This value is used as the basis on which the
organization will determine the RTO and the IT solution that
needs to be built in order to achieve the required RTO.

It is very important to specify that the achievement of a
particular RTO is not just a matter of a technical solution.

Recovery time depends on many components. One of the
most important and obligatory components is the presence of
Disaster Recovery Plan (DRP). The lack of such a plan makes
the recovery of work unpredictable over time because the
activities that will have to be carried out have yet to be
clarified, coordinated with the management and carried out.
The activities normally required to be performed when the
work is restored are:problem analysis, damage assessment and
order of needed equipment; installation of hardware and
operating systems; installation of application software; restore
data from latest backup; testing the system and
troubleshooting and restoring work and announcing the end of
the incident.Depending of ITIS of DC, this time can be very
different and can be lower if implemented IT solution includes
possibility to transfer operations to a spare center (cold, hot or
hot.The timing of these activities depends on the competence
of the staff and the periodic conduct of the exercises for the
execution of the DRP.

The conclusion that can be drawn is that as much as the
RTO is less, the price of the IT solution is higher.

C. RPO

As described in previous part,with RPO we denote a point
in time before the incident to which the data will be
recovered. This means that there will be lost data. The
business must define how much data to be lost. An
organization typically has information of a different type.
Each type of information, during the work process, changes
with different dynamics. It is therefore possible to reserve the
different types of data in a different way in the same
organization. For example, let's compare the change to the
following two types of information: files and database in the
chain of commercial stores. Even without accurate
information, it can be very accurate to assume that loss of
documents or change in documents for one hour will be much
less significant than the loss of business data for the same
time. Depending on the application software used in the latter
case, work may not be easily recoverable in the absence of
data, which means that such an IT solution must be
implemented to prevent data loss.The RPO backup /
replication strategy has a direct impact both the RTO size and
the cost of the IT solution, i.e. the RPO is less, the higher the
value of the IT solution.

Strategies that are used in practice, ranked in descending
order of RPO, are: a backup of tape; a backup of a disk array;
asynchronous replication of data; synchronous replication of
data.If backups are stored in a location different than the
backup centre, the RTO will increase with time for logistics.

D. CAPEX

The cost of building a DC is a complex indicator that
consists of many components:

- cost of design IT solution (depended from RTO, RPO and
Ka);

- cost of hardware and software components of selected IT
solution;

- cost of installation and implementation;
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- cost of premises and engineering installations (not include
in this paper).
CAPEX will be quantified using K .pexaccording Table I1.

TABLE II
CAPEX CLASSES

Keapex CAPEX (BGN)
1 >1 000 000
2 500 000 — 1 000 000
3 100 000 - 500 000
4 50 000 — 100 000
5 10 000 — 50 000
6 <10 000

E. OPEX

Operational costs includes: salaries of IT personal or
outsourcing IT services;license fees for system and
application software;depreciation charges for of equipment
and premises, maintenance of premises and all necessary
engineering facilities (rents, electricity, cleaning, etc.). In this
paper, these costs will not be taking into consideration.

OPEX will be quantified usingK,pexaccording Table II1.

TABLE III
OPEX CLASSES

Kopes OPEX(BGN)
1 >100 000
2 50 000 — 100 000
3 20 000 - 50 000
4 5000 — 20 000
5 1000 — 5 000
6 < 1000

F. Implementation time

The implementation time is the sum of times for the
following activities: logistics - Tj,operating systems
installation T,z;application software installation— T,
installation on premises — T,z employee education - Tpy,.

Timpl: Tlog+ Tus+Tapp+Enst+Tedu (5)

IV. COMPLEX GENERALIZED INDICATOR

If describe customer requirements as follow:
CRZ{RTO, RPO, K, KCAPEX,K(JPEX,r Tives, {IMP A CT} } (6)

where/mpactis a vector that sets the weighting factors
(importance) for each of the indicator. They are determined by
the customer and may have one of the following values: 1 -
low importance, 2 - medium importance and 3 - high
importance.

The known complex arithmetic indicator Kcrean be used
for quantification of the CR. K¢y is calculating by formula:
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Keg = xbid;, (7
i=l

whered;are standardized estimates of single
indicatorsx{(RTO, RPO, K,y, KCAPEX,KOPEX,: Toe), i€ 0<[d=
f (Xl) <1, and b;- the respective weighting factors.

>b, =1 ®)

The complex indicator Kcgprovides an opportunity both for
quantitative assessment of the quality of the DC and for the
optimal choice between several variants of DC.

V. CONCLUSION

The quality of a Data Center (DC) can be assessed by
different criteria. In this paperwas analyzed the indicators that
can be used to assess the quality of DC from the point of view
of the accessibility of the services provided. Based on the
analysis was substantiated set of significant indicators for the
DC quality. Quantification of the quality is offered using a
complex generalized indicatorKcg, which can be used to
benchmark between different variants of DC and selects an
optimal variant for concrete business case.

It was justified that there is a need for the use of a complex
approach for assessing the sustainability of a HRDC.
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Analysis and Mining of Big Spatio-temporal Data

Aleksandra Stojnev' and Dragan Stojanovié¢’

Abstract — Spatio-temporal data analysis and mining has
become a critical component of the Big spatial data strategy for
most organizations in various domains. The interdisciplinary
nature of spatiotemporal data mining means that its techniques
must be developed with awareness of the underlying application
domains. During the process of data mining, it is important to
adjust datasets to the mining task that is being performed, to
take into account different temporal and spatial models while
mining, and to validate or discard relationships mined from the
data. In this paper we give a brief overview of spatio-temporal
data analysis and mining process, as well as its demonstration on
telecom and OSM data.

Keywords — Big spatio-temporal data, Spatio-temporal data
mining, Telecom data.

1. INTRODUCTION

Extensive growth in spatio-temporal data volumes and the
rapid development of tools and technologies for managing big
data have resulted in emerging of different methods for
retrieving non-trivial information and useful knowledge from
stored data. The analysis and mining of spatio-temporal data
include any formal technique that examines the objects by
analyzing their topology, geometric, geographic and temporal
characteristics. Recent trends in IT have led to a proliferation
of studies whose focus is the areas where mining and analysis
of spatial and spatio-temporal data can be of -crucial
importance [1]. Consequently, as businesses rely on
information retrieved by data mining process, a group of
disciplines oriented to finding solutions for spatial and spatio-
temporal data analysis and mining has emerged. For example,
it is beneficial to extract different relations from the volume of
communications in given area at specific time, as it can lead
to better understanding of human behavior and thus provide
valuable information to business analysts. These relations can
include identification of popular places in the area, patterns in
human movements or correlations between communication
volume and popularity of a place or an event [2].

In this paper we introduce one solution for handling big
volumes of spatio-temporal data so as to extract specific
information. Specifically, with spatially and temporally
aggregated telecom data, and data from OpenStreetMap
dataset, we manage to identify and visualize popular areas,
patterns in human movements and relations between these
two. Additionally, we manage to find correlation of popular
events and telecom activity.

'Aleksandra Stojnev is with the Faculty of Electronic Engineering
at University of Ni§, Aleksandra Medvedeva 14, 18000 Nis, Serbia,
E-mail: aleksandra@elfak.rs

Dragan Stojanovié is with the Faculty of Electronic Engineering
at University of Ni§, Aleksandra Medvedeva 14, 18000 Nis, Serbia,
E-mail: dragan.stojanovic@elfak.ni.ac.rs

The paper is organized as follows. The Section II surveys
related work in both spatio-temporal data mining, and pattern
extraction. Section III gives a brief overview of systems for
spatio-temporal data analysis and mining. An example of
spatio-temporal mining regarding area of Milan, Italy and
November and December, 2013 is presented in Section IV.
Section V concludes the paper and outlines direction for
further research.

II. RELATED WORK

Specificity of spatio-temporal domain imposes the need for
the integration of both spatial and temporal attributes in the
process of data analysis, resulting in the development of
specialized techniques and algorithms for spatio-temporal data
mining. For example, the authors in [3] provide in-depth
description of big spatio-temporal modeling and the analysis
of data that have form of time-series with numerical values
attached. The accent is on combination of interactive
visualization techniques and statistical and machine-learning
methods. In the same vein, in [4] another research regarding
interactive visual analysis and trajectory events exploration
regarding spatial, temporal and event aspect is presented.

Authors in [5] presented a framework for pattern detection
using historical data and creation of efficient movement index.
Furthermore, in [6], Distance-based Bayesian inference
Spatial Association Index and Spatio-logical inference for
associative analysis, are presented, that can lead to
identification of relations between real-world events and
model similar events that are described with highly variable
values. Spatio-temporal data clustering is presented in [7],
defining herd pattern that can describe development of a herd
and behavior of animals in it. A large number of papers
addresses traffic prediction problem in order to improve
navigation, traffic regulation, urban planning and similar. In
[8], a framework that can learn in real-time and predict traffic
by mapping current state to the trained model is presented and
evaluated. Furthermore, in [9], taxi routes are analyzed, and a
model for visual query creation is presented.

There are a large number of published studies that deals
with literature review and classification of spatio-temporal
data analysis and mining techniques [10-12]. One systematic
study of different approaches in spatio-temporal data mining
regarding desired results is presented in [13]. In all the studies
reviewed here, spatio-temporal data mining is recognized as
highly important area of development, both for academic and
industrial purposes.

III. SYSTEMS FOR ANALYSIS AND MINING OF BIG
SPATIO-TEMPORAL DATA

Big spatio-temporal data mining process includes various
preprocessing, analysis and postprocessing steps, as well as a
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visualization of the identified results. Preprocessing steps
include cleaning, integration, transformation, reduction and
data protection. The analysis of big spatio-temporal data
includes sorting, organizing or grouping large quantities of
spatio-temporal data so as to identify the relevant information
and knowledge. The main aim of spatial and spatio-temporal
analysis is to detect relationships between objects, taking into
account the area in which the entities are located, and their
spatial relationships: topology, position and distance
information. Different approaches in spatio-temporal data
mining process can include multidimensional spatio-temporal
data analysis, spatio-temporal characterization and topological
relationships discovery, mining topological relationship
patterns, spatio-temporal neighborhood and association rules,
spatio-temporal classification, clustering, trend detection and
prediction, outlier analysis, collocation pattern or episode
discovery and discovery of movement and cascading patterns
[13]. The knowledge obtained in the process of spatio-
temporal data analysis and mining often requires additional
processing: simplification, evaluation, visualization and
documentation. Furthermore, the newly discovered knowledge
can be interpreted and incorporated into existing systems,
which could lead to potential conflicts with previously
induced knowledge [14]. Important step in spatio-temporal
data mining process is the efficient visualization of retrieved
information, as it can improve general awareness of the
targeted domain. Moreover, a large number of data mining
techniques involve interactive analysis, which would not be
possible if the data are not visualized properly.

Existing tools and libraries for handling spatial and
temporal data are being adapted to meet the requirements of
spatio-temporal data domain. Moreover, a vast number of
dedicated systems for handling big data are emerging. For the
purpose of this research we used Apache Spark' platform,
which is specialized for distributed Big Data processing and
analysis, and QGIS? for visualization of retrieved results.

Apache Spark is a fast and general cluster computing
system for large-scale data processing. It provides high-level
APIs in Scala, Java, Python, and R, and an optimized engine
that supports general computation graphs for data analysis. It
also supports a rich set of higher-level tools including Spark
SQL for SQL and DataFrames, MLIlib for machine learning,
GraphX for graph processing, and Spark Streaming for stream
processing. MLIib includes various learning algorithms such
as classification, regression, clustering, and collaborative
filtering, support for feature extraction, transformation,
dimensionality reduction, and selection, and utility functions
for linear algebra, statistics, data handling, etc.

QGIS is a multiplatform open source application for
visualization, editing and analyzing spatial data. It has support
for vector and raster data, and can be easily integrated with
other GIS open source packages including PostGIS, GRASS
GIS, MapServer and others. Functionality of the package can
be extended by plugins that can be written in Python or C++.

" http://spark.apache.org/
? http://www.qgis.org

IV. ANALYSIS AND MINING OF BIG OPEN
TELECOM AND OSM DATA

A. Identified Challenges

In order to give an example of spatio-temporal data analysis
and mining, we have identified several challenges that can be
addressed using data mining techniques. Firstly, we want to
identify popular places in one area, using telecom data. Given
the fact that telecom interaction level is proportional with the
number of individuals using their devices, we can assume that
the areas that have the biggest telecom interaction are the ones
that contain most popular places. If we create heat map for
telecom activity, and overlay it with main tourist, amusement
or business attractions, we can identify the most popular
locations among them. Secondly, it is important to detect
temporal patterns regarding the popularity of a given location.
In such manner we can identify variations in telecom activities
that are related to location and time of the day or week.
Furthermore, it can be beneficial to identify patterns in human
movements during the day, or create correlations with the
location popularity and time of the day. In that way we can be
able to detect what are the areas where traffic congestions are
possible. At least, we want to isolate events that can influence
crowd movements in order to create correlations between
popular events and telecom activities. This analysis will
provide an insight how particular events can impact
trajectories of people in the area of interest. However,
different datasets can have different spatial and temporal
aggregation and in order to address identified challenges, an
appropriate method for combining them must be found.

B. Open Big Data Sets

For the purposes of this paper, we used both authoritative
and VGI data. As an example of the former, Telecom Italia
Open Big Data dataset is used [15], while Open Street Map®
(OSM) data are used as an example of the latter.

Among a broad list of initiatives dealing with VGI,
OpenStreetMap (OSM) is one of the most promising crowd-
sourced projects. The collected spatial data are made publicly
available and may thus be used for individual purposes as
well. The data themselves are distributed under a license that
guarantees freedom of use, but makes it mandatory that all
derived data are distributed under the same. For the purpose of
this paper, we used part of OSM data often referred to as
Points of Interest (POI) data. POI is an object on a map or in a
geodataset that occupies a particular point and has tags which
describe the feature they represent. List of amenities inside
Milan grid area (118,084 records) is retrieved from OSM
using OSM plugin for QGIS. Set of POIs tagged with tourist
or office tags is extracted from retrieved data.

Telecom Open Big Data is one of the most popular
authoritative datasets. The data cover the period of two
months (November and December 2013) and the area of
Milan and Trent in Italy. Data are divided into several sets

? https://www.openstreetmap.org/
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containing information about mobile telecommunications,
Twitter activity, weather, published news and -electricity
consumption. The whole set is preprocessed and thus prepared
for further use. For the purposes of this study only data
pertaining to the telecom activity in Milan is used. Some of
the data are aggregated using predefined Milano grid. Milano
grid is a square grid (100 rows and 100 columns), which
covers an area of Milan. Each cell network has an area of 235
meters. Telecommunications dataset is part of Open Big Data
set and it provides information about the telecommunication
activity over the city of Milano. The dataset is the result of a
computation over the Call Detail Records (CDRs) generated
by the Telecom Italia cellular network. CDRs log the user
activity for billing purposes and network management. There
are many types of CDRs, but for the generation of this dataset
considered are those related to the received and sent SMS,
incoming and outgoing calls and internet usage. By
aggregating the aforementioned records, the Ilevel of
interaction of the users with the mobile phone network is
measured. This dataset has spatial aggregation equal to Milan
grid and temporal aggregation in timeslots of ten minutes. It
contains 319,896,289 records, each of which includes data for
all telecommunication types, for a distinct 10 minute time slot,
country code, and grid square.

C. Spatio-Temporal Analysis of Open Big Data

In order to prepare telecom data for further analysis,
Apache Spark platform is used. All the data are firstly
uploaded to HDFS, and then loaded into DataFrame structure
using SparkSQL component. Timestamps are converted to
readable date time format. Temporal aggregation is performed
on entire dataset, with value of one hour. Null values are
ignored. For some challenges, the action itself is not
important, but its time and location. For that case, dataset with
summary of all actions in grid cell is created, again with two
different spatial aggregations: per day and per hour.

First challenge is related to detection of popular places in
city center of Milan. Telecommunications heat map is created
to show telecom activity for every cell in grid. Fig. 1. shows
this map, with darker blue shadows indicating higher activity.

Fig. 1. Popular places

Visualization shows that highest activity level is near
Duomo cathedral and the main square in Milan (yellow
outline). Secondly, POIls that have tourism (green) or office

(red) tags are shown on map. POIs that are located in the
outlined area are various museums, hotels and sculptures,
which are likely to be very popular among tourists. Second
challenge is to find temporal distribution of telecom activity
for before identified popular area. This distribution is shown
in Fig. 2.
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Fig. 2. Visualization of temporal distribution of telecom activity

Hour in week is shown on x-axis, starting from Monday,
00:00, while CDR activity is shown on y-axis. While
analyzing the results of the preprocessed dataset, it was found
that the user activity in city center, in terms of Telecom
interaction, is higher during working days in the week. This
can be substantiated by the fact that during the week a number
of companies, firms and public institutions perform their daily
tasks requiring the use of telecom services. The individual
analysis of each working day found that the highest user
activity is in the period from 9h in the morning until 19h in
the evening. Over the weekend, the greatest activity ranges
from 11h in the morning to 23h in the evening. Furthermore,
by visualizing spatial distribution of telecom activity at
particular time, it is possible to create correlations with the
location popularity and time of the day. Visualization of
telecom activity during the day is shown in Fig. 3.

ke

ab
cd

a-08h
b-12h
¢ —16h
d - 20h
e —00h

Fig. 3. Visualization of spatial distribution of telecom activity

Five snapshots of spatial distributions are observed, starting
from 8h, with four-hour steps (positions a-¢). Visual analysis
of these snapshots shows that greatest interaction was
concentrated in the city core of Milan, at midday. Popular
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events can cause aberrations from normal telecom activity. X
Factor finale was held on December, 12, in Milan, more
precisely in Mediolanum Forum. Fig. 4. shows visualization
of telecom activity distribution in that area, for December, 12.

Fig. 4. Visualization of spatial distribution of telecom activity

Presented visualization shows how events can change
human behavioral patterns. Lighter areas are the ones that
have higher activity. Namely, increased activity in selected
area is consistent with the event itself, as it starts at 20h, and
peaks in spatial distribution of telecom interaction align both
with location and with time of the event.

V. CONCLUSION

Extraction of useful information and knowledge from large
spatio-temporal datasets is not an easy task. The main aim of
this research was to create an overview of all stages of spatio-
temporal data mining process. Each data mining task, after
acquiring of the data, includes preprocessing, processing and
postprocessing steps. The most commonly used methods for
every stage in spatio-temporal analysis and mining are listed.
Furthermore, the demonstration of processing and analysis of
authoritative (Telecom Open Big Data) and VGI data (OSM)
is presented. As large amounts of data require Big Data
technologies, Apache Spark is used for detection of useful
information and mobility patterns, regarding temporal and
spatial distribution of user activities. Four challenges related
to spatio-temporal data mining are identified and addressed,
including finding popular places in a city, identifying patterns
in temporal and spatial distribution of telecom activity, and
detecting correlations between popular events and distribution
of telecom interaction. Further work will be focused on
integrating different datasets and extracting useful knowledge
from combined datasets. The analysis and mining of spatio-
temporal data is, and will be the point of strong focus for
further improvement. This research provides perfect starting
point for extensive research in spatio-temporal mining.
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Abstract — In this paper, we present an approach to cloud
application orchestration. The approach allows detection and
resolution of interactions among cloud applications. The
approach is based on ontology for IoT device connectivity. It is
illustrated for applications which add functionality to basic
bearer selection procedure.
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1. INTRODUCTION

The amount of data generated by connected device
increases exponentially with the ubiquitous penetration of
Internet of Things (IoT). Cloud computing is a way to
alleviate the data problem. It involves delivering data,
applications, multimedia and more over the Internet to data
centers. Both technologies serve to increase efficiency in
different application areas.

Device-to-cloud communication involves an IoT device
connecting directly to an Internet cloud application to
exchange data and control message traffic. It often uses
wireless connections, but can also use cellular technology [1],
[2]. Different technologies have different requirements for
quality of service (QoS), which complicates the logic for
bearer selection. Furthermore, the logic for bearer selection
may be based on different policies such as the device location
and the requirements for charging.

Cloud connectivity lets an application to obtain remote
access to a device. It also potentially supports pushing
software updates to the device.

Cloud orchestration is programming that manages the
interconnection and interactions among cloud-based
applications. To orchestrate cloud applications is to arrange
them so they achieve a desired result. A comparative study on
existing approached to cloud service orchestration is presented
in [3]. In [4], the authors present layer architecture for cloud
service orchestration. A decentralized approach to the
orchestration of cloud services using multi-agent system is
proposed in [5]. In [6], the authors present an autonomic
framework for cloud computing orchestration based on virtual
machines migrations and heuristics to select hosts to be
activated or deactivated when needed. The survey on research
related to cloud orchestration shows that works deal with high
level architectural aspects and do not provide more details on
detecting and resolving of interactions among applications.

In this paper we propose an approach to cloud
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application orchestration. The approach allows detection and
resolution of interactions among cloud applications. It is
illustrated for applications which add functionality to basic
bearer selection procedure for IoT devices.

The paper is structured as follows. In Section II, a
semantic data related to IoT connectivity management is
presented. Section III describes cloud applications which
manage device connectivity based on different policies.
Possible service interactions and their resolution are discussed
in Section IV. The conclusion discusses implementation
aspects of the proposed method for service orchestration and
highlights its benefits.

II. DEVICE CONNECTIVITY MANAGEMENT
ONTOLOGY

Our research is based on Open Mobile Alliance (OMA) trap
mechanism which may be employed by an application to
enable the device to capture and report events and other
relevant information generated from various components of
the device, such as a protocol stack, device drivers, or
applications [7]. OMA traps that may be used for connectivity
management are geographic trap, received power trap, call
drop trap, quality of service (QoS) trap, and data speed trap
[8].

In order to send information over the network, any IoT
device needs connectivity. A connected device uses a network
bearer and can measure its signal strength. A possible sequence
of procedures performed by the server running cloud
application for connectivity management and wireless device
in the context of connectivity management is as follows. The
server establishes an observation relationship with the device
to acquire periodical or triggered notifications about signal
strength of the used bearer. The device sends periodical or
triggered notifications about signal strength. Upon dropping of
signal strength under application defined threshold, the server
queries about used and available network bearers. In case the
device senses available unused bearers, the cloud application
may initiate bearer selection. Different cloud applications may
use different policies for the bearer selection. For example, a
cloud application may apply location based policy for bearer
selection, while another cloud application may initiate bearer
selection procedure whenever an uplink or downlink average
data speed reaches an application defined lower or higher
threshold value. Fig. 1 shows the ontology related to
connectivity management of IoT devices.

In the figure, a bearer change is required for the device
when it experiences bad signal whose signal strength is under
application defined value. In addition to basic concepts and
properties related to basic connectivity management, the
figure show concepts and properties related to location based
and data speed-based bearer selection. A cloud application
may define geographic area in which a preferred bearer has to
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be used. Another cloud application may define thresholds
indicating low and high uplink and downlink speeds, and
when the data speeds are below/above low/high thresholds the
application considers the speed as unacceptable.

enters

defines

Preferred
Bearer

connects

Disconnected
: Devi
disconnects cvice

uses

Available
Bearer
is
ic experiences
supports
provides has
DataSpeed
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is Provided
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increases decreases
) 4
Acceptable
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Fig. 1. Ontology for connectivity management of IoT devices

The proposed ontology may be described by OWL. For
sake of brevity we describe the ontology by description logic.

The following concepts express the device state and facts
related to the device connectivity:

e disconnected — the device is disconnected;

e connected, — the device is connected by bearer b;

o weakSignal,— the device is connected by bearer b, but

the signal strength of b is low;

e available, — the bearer b is available.

Roles represent actions or notifications about events
related to device connectivity management.

connects — device connects to the network;

disconnects — the device disconnects from the network;
change — the device changes the used bearer;
signalDrops — the signal of the used bearer drops;
getParameters - the server queries the device about
connectivity parameters;

e parameters - the device provides the

connectivity parameters;

e changeBearer - the server instructs the device to change

the used bearer.

Concepts and roles are used to specify the connectivity
management model (CMM). The Terminology box (TBox)
consists of expressions that represent how the device can
change its state.

requested

disconnected=3connects.connected, (1)
connected,=3JgetParameters.connected,, 2)
connected,=Jparameters.connected,Mavailable, 3)
connected,=Iparameters.connected,M—available,  (4)
connected,=3(signalDropsigetParameters).weakSignal, (5)
weakSignal,=Iparameters.(weakSignal,Mavailable.) (6)
weakSignal,Mavailable.=3changeBearer.connected, (7)
weakSignal,=Jparameters.(weakSignal,—available,) (8)

weakSignal,M—available.=3disconnects.disconnected (9)

connected,=3disconnects.disconnected (10)
weakSignal,=3disconnects.disconnected 11
The Assertion box (ABox) contains one statement

presenting the initial state for each device: S:Myepevices
disconnected.

To express the fact that each device is in exactly one state
at any moment the following statement is used:

T E=(Udrdecmms diz=a2(S17182)) (L gecmm S)

The device state changes by means of actions defined as
action functions. An action function Funccyy for given state
corresponds to the possible transitions in the CMM. For
example, the expression Funccys(connected,)= signalDrop}
w{disconnect} means that, if the device is connected, the
received power of the used bearer may drop, the device may
disconnect or deregister.

The fact that each device can change the CMM state only
by means of certain actions is represented by the following

statement: for all se CMM, and all RgFunccyy (s), SEVR.s.

III. ADDING FUNCTIONALITY TO DEVICE
CONNECTIVITY

A. Location-Based Bearer Selection

The Location-based Bearer Selection (LBS) application
assumes that there is a predefined geographic area in which a
preferred bearer is used. The state diagram of service logic for
location based bearer selection is shown in Fig.2.

Additional concepts representing facts and roles are
defined:

e inArea — the device is located in the specified area;
e outOfArea — the device is located out of the specified
area;
o preferred, — the bearer b is the preferred one in the
specified area;
enters — the device enters the specified area;
exits — the device exits the specified area;
location — the device sends its location;
getLocation — the server queries about device’s location.

The following trivial axiomis true: outOfArea=—inArea.

The refinement of the knowledge base for LBS application
is defined by the following statements.

When the device is connected, the application queries about
device location:
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LBSMconnected,=3getLocation. connected,  (12)
The device responds and the application can determine its
location with respect of the predefined geographic area:

disconnected
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C:onnecte(D @connect@

Fig. 2. State diagram of service logic for location-based bearer
selection

LBSMconnected,=3location.(connected,MinArea) (13)

LBSconnected,=3location.(connected,MoutOfArea) (14)

Based on the device response of the query about
connectivity parameters, the application may determine
whether the device uses the preferred bearer, or the preferred
bearer is among the available ones in case the device is in the
area:

LBSnmMconnected,MinAreac=
Jparameters.(connected,MinArealpreferred,) (15)
LBSnrMconnected,MinArea=

Jparameters.(connected,MinArealpreferred.Mavailable,)(16)
If the device is in the area and the preferred bearer is not
used but available, the application initiates bearer change:

LBSMconnected,MinArealpreferred.Mavailable.=

JchangeBearer.(connected.MinArealpreferred.) (17)
The device may enter or exit the area:

LBSrIconnected,MinArea=

Jexits.(connected, MoutOfArea) (18)
LBSMconnected,MoutOfArea=
Jenters.(connected,MinArea) (19)

The application logic is summarized by:
LBSE —(connectedyMinArealpreferred.Mavailable,) (20)

B. Data Speed-Based Bearer Selection

Data speed bearer selection (DBS) application uses the data
speed trap. The application configures different data speed
traps for uplink and downlink. Low speed data traps become
active when the average data speed calculated for the given
period reaches below the server defined lower threshold value.
High speed data traps become active when the average data
speed calculated for the given period reaches above this
higher threshold value. The application initiates bearer
selection whenever the data speed trap goes to active. The
knowledge base for this service is extended with new concepts
representing unacceptable for the application data speeds and
bearer with appropriate data speed, a new role for trap activity
and statements for bearer selection logic:

e speedUnacceptable, — the data speed is beyond the

application defined thresholds;

e dsTrapFires — any of the data speed traps goes active;

e appropriate, — the data speed supported by bearer b are

acceptable for the application.

The refinement for DBS service is defined by the following
statements.

Being connected to bearer b, the device may experience
unacceptable for the application data speeds:

DBSMconnected,=3dsTrapFires.(connected,
speedUnacceptabley) (21)
If the data speeds are unacceptable, the application queries
the device about its connectivity parameters:

DBSTriconnected,MspeedUnacceptable,=

JgetParameters.(connected,MspeedUnacceptable,) (22)
Based on the device response, the application may
determine that there is an available bearer which supports
acceptable data speeds and the application initiates bearer
change:
DBSMconnected,MspeedUnacceptable,=
Jparameters.(connected,MspeedUnacceptabley,
Mavailable,Mappropriate,) (23)
DBSrconnected,MspeedUnacceptable,Mavailable,

Mappropriate,=3changeBearer.connected, (24)

Based on the device response, the application may

determine that there is no available bearer which supports

acceptable data speeds and the application initiates device
disconnect:

DBSriconnected,MspeedUnacceptable,=

Jparameters.(connected,MspeedUnacceptabley,

M—available.Mappropriate,) (25)
DBSMconnected,MspeedUnacceptable,M—available,
Mappropriate.=3disconnects.disconnected (26)

The following statement summarizes the application logic:
DBSE—(connected,MspeedUnacceptable,

available Mappropriate,). 27
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IV. REASONING ON SERVICE INTERACTION

By the use of OMA Diagnostic and monitoring traps
different policies may be used for connectivity management.
Further, the bearer selection may depend on available
subscriber balance. Real-time information about device
provider’s balance may be acquired by means of Policy and
Charging Control (PCC) functionality. The PCC concept is
designed to enable flow based charging including online
credit control and policy control which supports service
authorization and quality of service management [9].

When introducing new application, it is important to find
out whether the new application is contradictory to existing
concepts i.e. whether it satisfies or not the statements in the
TBox representing the connectivity management model.

Interaction between LBS and DBS occurs when the device
is in the specified area and uses the preferred bearer as to
LBS, and the data speeds are unacceptable and the DBS
requires a change to a bearer which is available one and
supports acceptable data speeds. We formally prove our
claim.

Proposition 1: Undesired service interaction occurs on

activation of LBSMDBS.

Proof: Applying standard reasoning to the knowledge base
we derive the following sequence of device’s state and
transitions:

As to (1) sy connect s;: connectedy,.
As to (12) s; getLocation s;.

As to (13) s; location s,: connectedyMinArea.
As to (2) to s, getParameters s,.

As to (3) s, parameters s;: connected,MinArealpreferred,,.

As to (21) s3 dsTrapFire s4: connected,MinArearpreferred,
speedUnacceptabley,.
As to (2) s, getParameters sq.

As to (3) s, parameters ss:connected,NinAreaMpreferred,
speedUnacceptable;, Macceptable Mavailable,.

As to sschangeBearer, sq: connected.MinAreaMpreferred,.
As to (2) s¢ getParameters sg.

As to (24) sg parameters s;: connected MinArealpreferred,
available, which contradicts to (20) as to LBS, namely

—(connected,MinArealpreferred.Mavailable,)m.

The result shows that when applying both applications to
the same device, statements representing the LBS and DBS do
not satisfy the statements in the knowledge base i.e. both
applications contradict to each other.

Once detected, service interactions may be resolved by
setting priorities. The cloud functionality for service
orchestration determines the required behavior in case of
service interaction based on application priority. Application
with higher priority can override the instructions of
application with lower priority.

Let us denote the priority of i service by P,. Then

LBSMCBSMP, gs<PcpsMconnected,MinAreapreferred,
speedUnacceptable,Macceptable.Mavailable.=
dchangeBearer.connected,MNinAreapreferred.

available MspeedUnacceptable, (28)

V. CONCLUSION

In this paper we propose an approach to cloud service
orchestration. The approach is illustrated for applications
which add value to IoT device connectivity management.
Each cloud application applies specific policy for the network
bearer that has to be used by the device. The approach is
based on ontology for device connectivity. The ontology and
the application logic may be described by Ontology Web
Language (OWL). The service interaction is considered as
satisfiability problem and undesired application behavior may
be discovered by applying standard reasoning algorithm.
There exist a number of ontology editors and frameworks for
constructing domain models and knowledge-based
applications with ontologies and reasoners to infer logical
consequences from a knowledge base.

The proposed method for resolving service interaction
using priorities allows dynamic service orchestration.
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Abstract — Mobile Edge Computing (MEC) is an emerging
technology aimed to increase network flexibility and to reduce
time to market for new services. It brings the cloud capabilities
in radio access network. In this paper, we present an approach to
design core MEC Web Services for trust and security
management, and for load level management. The proposed Web
Services allows MEC application registration, discovery of
available services and registered applications, and signing service
agreement for service usage, as well as control on internal load
management.

Keywords — Mobile Edge Computing, Infrastructure Services,
Web Services, Service Oriented Architecture, Authentication

[. INTRODUCTION

Mobile communications evolve continuously in order to
meet the requirements for low latency, increase of traffic
volumes, higher data rates and reliable connectivity. Mobile
Edge Computing (MEC) is an emerging technology aimed to
meet these requirements [1]. It exploits a combination of
virtualization, cloud capabilities and coordination techniques
which interact with each other in Radio Access Network
(RAN). Virtualization of RAN functions is a way to solve
some of the main challenges network operators face in
deployment of new services, for example excessive time to
market, increasing cost of energy, security and reliability.

MEC applications may contribute to increasing of user
experience and efficient utilization of network resources [2].
MEC provides real-time network data such as radio
conditions, network statistics, etc, for authorized applications
to offer context-related services that can differentiate end user
experience. MEC use cases and deployment options are
presented in [5]. For reasons of performance, cost and
scalability, MEC may be deployed at the radio node, at an
aggregation point, or at the edge of the core network. MEC A
state-of-the-art research efforts and challenges on MEC
domain are in presented in [6].

As to [7], in order to enable the development of viable
MEC ecosystem, it is important to develop Application
Programming Interfaces (APIs) that are simple as possible and
are directly answering the needs of applications. To the extent
this is possible, MEC needs to reuse existing APIs that fulfill
the requirements.

MEC-service platform provides three types of middleware
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services: infrastructure services, radio network information
services and traffic offload function [8]. Infrastructure
services are used by applications for communications, service
discovery and integration. Communication between MEC
services and applications is based on Service-oriented
Architecture (SOA). The applications access MEC services
and other applications hosted on the same MEC platform
through Web Services Application Programming Interfaces.
Discovery and integration services provide visibility of
services available on the MEC platform and enables flexible
application deployment. Applications may discover service
status, locate its end points and publish their own end point
for usage of other applications. The access to MEC services is
secured (authenticated and authorized).

Radio network information services provide authorized
applications with low level real-time radio and network
information related to users and cells. The traffic offload
function prioritizes traffic and routes the selected, policy-
based, user-data stream to and from applications that are
authorized to receive the data.

The security of Web Services and the XML based
communications is of great importance to the overall security
of distributed systems. Furthermore, in order to facilitate
interoperability, the security mechanisms should preferably be
based on established standards. In [9], the authors evaluate the
importance of XML Signature and XML Encryption for WS-
Security. A review of Web Service security research in the
field of cloud security is provided in [10]. While a lot of
research is done on Web Service cryptography and digital
signatures, there is a lack of works related to integrity of
SOA-based systems.

In this paper, we present an approach to design
infrastructure MEC Web Services for trust, security and load
management. The proposed MEC Web Services allow
application registration, discovery of available MEC services
and registered applications, signing service agreement for
MEC service usage, as well as control on internal load
management.

The paper is structured as follows. Section II presents the
description of MEC Web Service that may be used for
application authentication and registration, discovery of
available MEC services and registered applications. Section
IIT describes Web Service interfaces. Section IV presents in
brief interfaces of MEC Web Service for internal load
management. The conclusion summarizes the contributions.

II. DESCRIPTION OF APPLICATION REGISTRATION
WEB SERVICE
Generic  requirements to MEC platform include

management of the application lifecycle, provisioning of
application environment which supports verification of



application authenticity and integrity, as well as application
mobility.

The complete cycle for using MEC application consists of
three phases:

1.

Authentication. Before using MEC services, the
Application needs to be authenticated by the MEC
service platform which prevents from unauthorized
access. The authentication may be mutual e.g. the
Application also authenticates the MEC platform,
Service selection. Once authenticated, the application
selects service/application to be used. To ensure non-
repudiation, the MEC service platform can request a
signing of a service agreement before allowing the
service/application to be used.

Service use. Only after authentication, service selection
and signing the service agreement have been done, the
application can start using the actual service/application.

Apart from providing security, the authentication and
service selection process allows MEC service platform
provider to determine access right profiles for different
applications. The amount of permissions can be made on the
level of trust awarded to the application.

Fig.1 illustrates the sequence diagram for application
authentication and MEC service discovery, selection and
signing of service agreement.

1.

The procedure for initial access is as follows.
At initial contact, the Application requests authentication
by invoking authenticate operation. As the Application
may support different authentication mechanisms, it
provides as parameters the application identifier and list
of the supported authentication mechanisms. The
authentication mechanisms may be supported by
cryptographic processes to provide confidentiality, and
by digital signatures to ensure integrity. The inclusion of
cryptographic processes and digital signatures in the
authentication procedure depends on the type of selected
authentication method. In some cases strong
authentication may need to be enforced by the MEC
platform to prevent misuse of resources.
The authentication between the Application and MEC
platform is based on challenge-handshake authentication
protocol. The Application and the MEC platform share a
secret key. The MEC platform chooses an authentication
method based on the capabilities of the Application. The
MEC platform generates a challenge and based on the
shared secret key computes a token and expected result.
It responses to the Application with the chosen
authentication method, the challenge and token.
The Application carries out a computation that resembles
the generation of the token and the result at the MEC
platform. If the calculated token is equal to the received
one, the Application considers the MEC platform as
authenticated. The Application invokes register
operation and sends locally calculated result. The
Application may send also some details that describe
itself and may be used by other applications.
The MEC platform verifies whether the received result
matches to the locally calculated one and if so, it sends

to the Application response for successful authentication
and registration. If it does not, authentication fails.

5. When the MEC platform and the Application have
successfully authenticated each other, the Application
can request the list of existing MEC services by invoking
listWebServices operation.

6. The MEC platform returns a list of existing Web
Services with information about service ID and whether
the respective Web Service is currently available or
unavailable.

Web Service

:Authentication :Access

Application

1

1

1

1 | :Application :Agreement
1 |Logic Web Service
1

1. authenticateRequest
(AppID, Auth. method Tist)

2. authenticateResponse
(Auth. method, challenge, token)
1

3. registerRequest
(auth response, app details)

4. registerResponse

1
5. listWebServicesRequest

1
6. listWebServiceResponse
(list of available services)

7.discoverServiceRequest (service ID)

8. discoverServiceResponse
(service description)

9. selectServiceRequest (service ID)

_10. signServiceAgreementRequest
L------ - - - (agreement telxt)

11. signServiceAgreementResponse
(digital signature)

12. selectServiceResponse

1
Fig. 1. Application authentication and MEC service discovery,
selection and signing of service agreement

7. In order to discover the desired service, the Application
may invoke discoverService operation which request
more details about particular Web Service.

8. The MEC platform responses with a description of the
Web Service.

9. The Application selects the Web Service by invoking
selectService operation.

10. The MEC service requests that the Application confirms
the intention to use the service by signing a service
agreement. The signing of service agreement is to ensure
nonrepudiation i.e. to prevent the Application from
denying it has used the service. The service agreement
may be done by digital signature.

11. The application signs the service agreement. Digital
signature parameter contains cryptographic message
syntax object (as defined in RFC 2630) with content type
of signed data.

12.0nce the service agreement has been successfully
signed, the Application received an initial access to the
Web Service and can start using it.

The Application may subscribe for changes in the

availability status of MEC service. The Application starts
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notification with criteria defined. When the availability status
of a MEC service changes, a notification message is sent to
the Application. When the duration or count for notifications
has been completed, the Application is notified.

Fig. 2 shows a sequence diagram for notifications about
Web Service availability status.

Application

1! 3
I i .
I " Service !
| |:Application ||:Notification | 1}|:Service :Notification |
1 | Logic Web Service [ 1|Notification Application '
I T e —_—
______________ m= 7" -
1. startServiceNotificationRequest Service
K K - status
2_startServiceNotificationResponse changes
3. serviceNotificationRequest Z-
rward _ ____| Tservice D, status)

4. serviceNotificationResponse

I 1
5 serviceNotificationEndRequest

1
6. serviceNotificationEndResponse
| I
Fig. 2. Triggered notifications about changes in MEC service
availability status

[1I. APPLICATION REGISTRATION INTERFACES

Application Registration Web Service provides interfaces
for trust and security management. These interfaces support
methods for application authentication, service/application,

application selection and access to selected service/
application.
The Authentication interface is used for mutual

authentication, application registration and deregistration. The
authenticate operation is used by the Application to initiate
authentication. The register operation is used by the
Application to register with the MEC platform in case of
successful authentication. The deregister operation is used by
the Application to deregister from the MEC platform.

The Access interface is used by the application to obtain the
identities of available services and applications and to sign
service agreement for usage of selected service/applications.
The Application uses /istServices operation to request access
to the identities of available services. The Application uses
listApplications operation to request access to the identities of
registered applications. With discoverService or discoverApp-
lication operations the Application may receive more details
about a particular Web Service or registered application. The
Application uses selectService operation or selectApplication
operation to select the MEC service or registered application.

The ServiceAgreement interface is used to sign an
agreement that allows the Application to use the chosen
service/application. It supports signServiceAgreement opera-
tion and agreementTerminated operation used to terminate the
agreement. Once these contractual details have been agreed,
the Application will be allowed to actually use it.

The Application Registration Web Service supports also
interfaces that may be used to notify about MEC service or
application availability.

The ApplicationStatusNotificationManager interface sets
up notifications for the status of applications registered at the
MEC platform. The startApplicationNotification operation is
used to make available notifications about the registration

status of applications. The stopApplicationNotification
operation is used to terminate subscription for the registration
status of applications.

The interface to which notifications about application
registration status are delivered is ApplicationNotification. It
supports applicationNotification operation which notifies
about changes in the registration status of an Application and
applicationError which informs that notifications are
cancelled. The appNotificationEnd operation informs the
Application that the notifications have been completed when
the duration or count for notifications have been completed.

The ServiceStatusNotificationManager interface sets up
notifications for the status of MEC services. The
startServiceNotification operation is used to make available
notifications about the MEC services status. The
stopServiceNotification operation is used to terminate
notifications about the MEC service status.

The interface to which notifications about MEC service
status are delivered is ServiceNotification. It supports
serviceNotification operation which notifies about changes in
the availability status of a MEC service and serviceError
which informs that notifications are cancelled. The
serviceNotificationEnd operation informs the Application that
the notifications have been completed when the duration or
count for notifications have been completed.

Fig. 3 shows a simplified state diagram for Application
registration and access to MEC services and applications.

Application
Unregistered

authenticate

Mutual
Authentication

register

authentication
failed

successful authentication
Registered
Application
selectService
Service
Accessing

selectServic signServiceAgreement
selectApplication |y

listServices
discoverService

listServices
discoverService
listApplications
discoverApplication

Access Granted

Fig. 3. Registration and access to MEC services

In ApplicationUnregistered state, the Application is not
registered. If the Application invokes authenticate operation,
it provides its identity and supported authentication methods.
In MutualAuthentication state, the MEC platform chooses an
authentication method to be used, calculates a token and the
expected result and challenges the Application. If the
Application invokes register operation providing the right
authentication response, the MEC framework registers the
Application.

In RegisteredApplication state, the Application can request
a list with available MEC service and discover a particular
service. If the Application invokes selectService operation, the
MEC platform initiates signing service agreement. In
ServiceAccessing state, if the Application signs the service
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agreement, the MEC platform grants the service access. In
AccessGranted state, the Application can request access to
another MEC service or registered application. Before
granting the access, the MEC platform requests signing
service agreement.

IV. LoAD MANAGEMENT WEB SERVICE

The Load Management Web Service allows the MEC
platform to monitor and control the Application load
according to a load management policy. The load
management policy identifies rules for load management that
the MEC platform needs to follow.

The AppLoadManager interface provides the following
operations. The startLoadNotification operation is used by the
MEC platform to subscribe for notifications about Application
load level changes. The stopLoadNotification operation is
used to terminate subscription for notifications about Applica-
tion load level changes. The holdNotification operation is used
by the MEC platform to hold temporary notifications from the
Application. The MEC platform uses restoreNotification
operation to request the Application to restore sending
notifications. The appLoadStatisctics operation is used by the
MEC platform to send to the Application statistics about its
load level. The appLoadStatError operation is used by the
MEC platform to inform the Application that load statistics
can not be sent due to error.

The Load Manager interface provides the following
operations. The Application uses reportLoad operation to
report changes in its load level. The getdAppLoadStatistics
operation is used by the Application to request from the MEC
platform load statistics report.

Fig. 4 shows a state diagram representing the MEC
platform view of the Application and internal load levels.

loadLevel loadLevel

“7_y <

Application
severely

Application Application

normal load,

loadLevel loadLevel \ overloaded
“0”4) “17’ “1”_) ‘62”
eportLoad restore
reportLoad Notifications
J reportLoad

restore
Notifications
internal loadA\| internal hold

change
detection

overload Notificationg
detection

holdNotifications

Fig. 4. Application and MEC platform load level states

V. CONCLUSION

Mobile Edge Computing provides the ability to run IT based
servers at the network edge, applying the concepts of cloud
computing. A variety of new value added services can be
provided with the integration of applications and radio network
equipment. These services are oriented to improvement of

quality of experience for mobile users, to enablement of
disruptive Internet of Things services, to optimization of radio
network performance, etc.

In this paper we propose an approach to design
Infrastructure Web Services for MEC. Using the proposed
MEC Web Services, applications can access MEC services and
other applications hosted on the same MEC platform through
Web Services Application Programming Interfaces. Trust and
security management functionality provides applications with
secured access to MEC service, visibility of available MEC
services and other registered applications, thus enabling
flexible application deployment. Applications may discover
MEC service status as well as the status of other registered
applications.

The proposed MEC infrastructure Web Services allow the
network operator to manage the life cycle of the applications:
deploy, start, stop and un-deploy more efficiently.
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Abstract - In today's era of the digital world, we cannot
imagine a single day without the use of Internet. Along with the
use of internet Electronic commerce (E-commerce) business is
growing extremely fast and getting much more in use, compared
with other businesses. There are many reasons why maximum
customers are using online shopping, some of the reasons are, it
is low-cost, real-time, interactive, personalized, cross domain.
Due to the use of E-commerce customers can get the real
experience in the virtual world. In E-commerce development,
the question of security and trust always has been in doubt. The
customer's interest for adaptation of E-commerce is mainly
dependent on three factors which are customer's attitude
towards online transaction systems, security and the last is trust
in the reliability of online product suppliers. Personal
information security is major concerns for customers and
merchants dealing with E-commerce. As the popularity of E-
commerce increases so the threats grow. From the development
of the concept of E-commerce many security issues are related to
it. In this paper a literature review of E-commerce development
is considered with respect to its security issues and available
solutions. This paper also has a summary of different issues
faced by E-commerce systems.

Keywords - E-commerce, Security of E-commerce network,
Privacy, Trust, Security solutions.

[. INTRODUCTION

In the 21 century electronic payments are becoming an
important part of our everyday life. For Most of the people, it
is hard to imagine a single day where they do not make a use
of credit/debit cards in a physical store or to perform some
mode of online payments or for money transfer over the
internet.

Nowadays doing electronic business on the Internet is
already an easy task. With the increase of E-commerce use,
cheating and snooping is also increasing. To develop the E-
commerce, security and privacy are two main issues over the
internet [1]. The Internet does not offer much security
required for it. Stealing data is undetectable in most cases.
Some operating systems offer little or no security against
virus or malicious software, which means that users cannot
even trust the information displayed on their own screens. At
the same time, user awareness for security risks is very less.
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We almost trust on E-commerce
consideration for how they work [2].

The study realized that there are some methods used within
E-commerce that contribute trust and security, but still there
are many security and trust issues, which need better
solutions in order to have a secure and trustworthy E-
commerce system. A large number of E-commerce
application such as stock trading, banking, shopping, and
gaming rely on the security strengths of SSL/TLS protocols
[3].

According to the survey, which took place in the United
States between educators and practitioner, was about the
security issues in E-commerce. The survey's result showed
that most of educators and practitioners were worried about
their online payment and personal information because of the
lack of trust regarding the security issues within the E-
commerce [4]. In order to increase E-commerce business, it is
very important to gain the trust of customers by continuously
reviewing and resolving all new security issues related to it
[5]- Below Fig.1 shows the basic E-commerce chain involved
during online business.
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Fig. 1. E-commerce chain

II. BACKGROUND OF E-COMMERCE

All commercial activities conducted through the Internet
are collectively referred to as E-commerce [6]. The year 1990
comes up directly in people's mind when they think of E-
commerce because it was a time when E-commerce had a
good development. According to Dykert et. al.[7] the E-
commerce's starts in earlier than the 1990s. According to
authors E-commerce had a strong connection with the
Internet, and the E-commerce start goes back with the
Internet's establishment that started with a military research
project during the 1970s. According to author one of the
reasons why E-commerce had its successes at the beginning
of the 1990s was World Wide Web which was introduced in
1992 [4].Amazon was one of the first E-commerce businesses
to establish a secure market [8].



I1I. E-COMMERCE SECURITY ISSUES

In the internet age, E-commerce is a special and critical
system for the commercial transaction activity. At present, the
information security of electronic commerce is not optimistic
[9]. E-commerce security issue should be concerned
especially. There are many factors that are important within
E-commerce, which should be improved [6]. But considering
time constraint we have chosen to focus on security and trust
within E-commerce. Before using E-commerce system we
need to address different issues of a system and its major
components to ensure its availability, survivability and safety
and privacy of data [4]. As mentioned, security is a major
concern for E-commerce sites and consumers alike. E-
commerce security is generally a part of an information
security and is applied to the factors such as computer
security, data security and other factors of information
security.

Consumer privacy is becoming the most publicized security
issue replacing theft and fraud as top concerns in E-
commerce. The DOS and DDOS attacks demonstrated that
business sites did not maintain adequate security protection
and intrusion detection measures. Some of the sites did not
detect the compromise, which occurred months before the
DDOS attacks [10].Therefore, with the industry best security
practices, E-commerce applications are secured with different
layers of protection, as per the risk level of the application
[11]. Generally, E-commerce security has three types of
security fronts [12].

1. Client side Security Issues
2. Server-side Security Issues
3. Transaction Security Issues

A. Client Side Security Issues

From the user's point of view, client-side security is
typically important and the major concern. In client-side
security the use of computer security technologies, such as
proper user authentication and authorization, access control,
and anti-virus protection is common. The data analysis on
common online banks in [13] shows that the client side
security protection for online banking does need
improvement. Most banks use single cipher security system
which is vulnerable to virus and cyber-attacks. Client side
safety protection is the weakest part of online banking service
providers [14].

B. Server-side Security Issues

The second important issue is server side security issue. It
requires proper client authentication and authorization
reliability and availability. It should also take care of the non-
repudiation of origin, sender anonymity audit trail, and
accountability. Table 1 enlists various security features along
with its description.
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TABLE 1
SECURITY FEATURES OF E-COMMERCE

Security features Description
Authorization Allows you to manipulate data
Authentication Allows you to have access to your

account
Encryption Deals with hiding of information
Auditing Keeps a record of operations
. Provides prevention against
Integrity unauthorized data manipulation
Non-repudiation Prevention against any one party
from reneging on an agreement

C. Transaction Security Issues

Transaction side security issue is also important. It needs
various and better security services such as data
authentication, access control, data confidentiality, data
integrity and non-repudiation. Transaction security is critical
to bolstering consumer confidence in a particular E-
commerce site. There are a number of defenses for
transaction security such as encryption and switched network
topologies. Encryption techniques such as secret-key, public-
key and digital signatures are the most common method of
ensuring transaction privacy, confidentiality and securely. But
the common weakness of these techniques is that they depend
on the security of the endpoint systems.

Transaction security depends on the organization's ability
to ensure privacy, authenticity, integrity, availability and the
blocking of unwanted intrusions [10]. There are many phases
of E-commerce transaction and each phase has different
security measures [15].

IV. TYPES OF E-COMMERCE SECURITY THREATS

The standard client-server model has three components: the
server system, the network and the client system [10].At each
side, there are some threats. Protection against these threats is
also very important to grow E-commerce business. Fig.2
shows classification of different threats associated with E-
commerce.

Security
Threats

Theitand
Fraud

Unauthorized
Access

Denial of
Service (DOS)

[ ) | J ]

[Spammj‘ng ] [ Viruses ]

Fig. 2. Types of security threats

A. Denial of Services (DOS)

DOS is the type of attack where it removes information
altogether and deletes information from a transmission or file.
The distributed denials of Service Attacks (DDOS) scripts are



common, easiest and effective to implement attack out of all
attacks available on the WEB.

Spamming:  Spamming consist of sending
unsolicited commercial emails to individuals,
Hacker targets one computer or network, by E-mail
bombing and sends thousands of email messages to
it.

Viruses: Viruses are nothing but the specially
designed programs to perform unwanted events. It is
software that attaches itself to another program and
can cause damage when the host program is
activated. Viruses are the most publicized threat to
client systems.

B. Unauthorized Access

Illegal access to systems, applications or data is
unauthorized access. It is clarified into two types.

Passive unauthorized access: listening to the
communications channel to find secrets of
processes.

Active unauthorized access: Modifying system or

data Message stream modification.

C. Theft and Fraud

Fraud occurs when the stolen data is used or modified.
Theft of software or data occurs by doing illegally copying
from company‘s servers. It includes copying credit or debit
card details of other users and using them for illegal
purchases for selfishness.

V. SECURITY APPROACHES AT VARIOUS LEVELS

E-commerce security strategies deal with two issues: one is
protecting the integrity of the business network and its
internal systems and second is accomplishing transaction
security between the customer and the business. The main
tool businesses use to protect their internal network is the
firewall [10]. In general, in E-commerce security front end
servers must be protected against unauthorized access, back
end systems must be protected to ensure privacy,
confidentiality, and integrity of data and the corporate
network must be protected against intrusion. Following are
the different security approaches at various Levels in E-
commerce [1][16].

A. Application System Level

At application level security features such as
confidentiality, integrity, availability, Non-repudiation and
anonymity are taken into consideration by various means of
encryption techniques, digital signature etc.

B. Security Protocol Level

There are mainly two protocols associated with security of
E-commerce at the protocol level.
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1) Secure Socket Layer (SSL): It is a protocol layer which
exists between the connection oriented layer (TCP/IP) and
application layer (HTTP). TCP provide the end to end reliable
service which is used by the SSL. TCP established a secure
communication between client and the server using
encryption and digital signature [14].

2) Secure Electronic Transaction (SET): Secure Electronic
Transaction is communication protocol standard and an
encryption and security specification protocol for securing
credit card transactions in open network called the Internet
during E-commerce transactions. SET also provides privacy
and protection to ensure the authenticity of the electronic
transaction.

C. Security Authentication Level

To maintain security at authentication level different
techniques are utilized such as the use of message digest,
digital signature and use of different encryption and
decryption standards.

Message Digest: It is useful to find whether message
which is sent by the sender is modified or not. The
message digest is a hashing function of all the bits of
the message in which comparison of sender's and
recipient message digest take place to detect the
error.

Digital Signature: To remove the problem of public
key encryption, we use a digital signature for
authentication. Before sending data content in the
form of a message, the sender encrypts message
content with her own private key (digital signature),
which authenticate the sender because in network no
one has anyone's private key.

D. Encryption Technology Level

Encryption technology provides secure communication
over unsecured networks. Encryption technique encodes the
plain text in to unreadable form (cipher text) which helps to
protect the data from being viewed by unauthorized person.

e Symmetric Key Encryption: It is also known as

private key encryption. In this case same key is used
for the encryption and decryption.
Asymmetric Key Encryption: It is also called public
key encryption. In asymmetric key cryptography, we
use two keys, one for encryption method and another
key for decryption method. One key is Public and
second one is private.

V1. AVAILABLE SECURITY TOOLS IN E-COMMERCE

Different security tools such as Firewal, Public key
Infrastructure (PKI), Encryption software, Digital certificates,
Digital signature, Biometrics, Password etc. are available in
the market to protect the E-commerce business [17].

The Pretty good Privacy (PGP) is also available to take care
of  E-commerce.PGP  provides confidentiality = and
authentication service that can be used for electronic mail and



file storage applications. PGP has grown explosively and is
now widely used. The actual operation of PGP consists of
five services: authentication, confidentiality, compression, e-
mail compatibility, and segmentation. Three main reasons
responsible for the growth of PGP are mentioned below [18].
e It is based on the algorithm that has survived
extensive public review and is considered extremely
secure.
It has a wide range of applicability
It was not developed by, nor is it controlled by, any
governmental or standards organization.

VII. SECURITY VULNERABILITIES IN E-COMMERCE

There are many points of failure, or vulnerabilities, in an E-
commerce environment. Even in a simplified E-commerce
scenario, a single user contacts a single website, and then
gives his credit card and address information for shipping a
purchase, many potential security vulnerabilities exist.
Indeed, even in this simple scenario, there are a number of
systems and networks involved. Each has some security
issues [19].

When a consumer makes an online purchase, the
merchant's web server usually catches the order's personal
information in an archive of recent orders. This archive
contains everything necessary for credit-card fraud.
Accordingly, an E-commerce merchant's first security priority
should be to keep the web servers' archives of recent orders
behind the firewall, not on the front-end web servers. The
merchant's back-end and database need to have strong
security provisions. A site's servers can weaken the
company's internal network. This is not easily remedied,
because the web servers need administrative connections to
the internal network, but web server software tends to have
buggy security. Here, the cost of failure is very high, with
potential theft of customer’s identities or corporate data.

VIII. CONCLUSION

E-commerce security is the protection of E-commerce
assets from unauthorized access, use, alteration, or
destruction. Dimensions of E-commerce security are
Integrity, No repudiation, Authenticity, Confidentiality, and
Availability. This paper highlights the existing E-commerce
security threats, its security issue and related techniques
applied in E-commerce security field along with the major
challenges. We have also discussed the security
vulnerabilities present in the E-commerce business. At
present, the firewall technology, data encryption technology,
and information hiding technology are widely used in
electronic commerce information system security. So many
years passed from the development of E-commerce but still it
has some security issues associated with it. Reliable solution
to available security issues is very important to grow E-
commerce business. In addition, we should strength the legal
system, management system and credit system [20]. We can
improve the transaction security using advanced
cryptographic standards.

168

REFERENCES

K. Ahmed, and Md. S. Alam, “E-Commerce Security Through
ECC”, International Conference on Information Security &
Privacy, Nagpur, India, 2015.

Issues of Security and Privacy in Electronic Commerce.

www.cs.virginia.edu.

M. Lal Das, and N. Samdaria, “On the Security of SSLTLS-

Enabled Applications”, Elsevier, 2014.

A. Haidari, and K. Paktiani, “A Study About Trust and Security

Within E-Commerce”, University of Gothenburg, Sweden,

2011.

M.I. Ladan, “E-commerce Security Issues”, Internatinal

Conference on Future Internet of Things and Cloud, 2014.

S.-T. Lai, F.-Y. Leu, and W. C.-C. Chu, ”A Multi-Layer Secure

Prevention Scheme for Improving E-commerce Security”,

Eighth International Conference on Innovative Mobile and

Internet Services in Ubiquitous Computing, IEEE, 2014.

L. Dykert, et. al, “E-Business-for Tillvixt Och Lonsamhet”,

Lund, Studentlitteratur, 2002.

T.A. Kraft, R. Kakar, ”E-commerce

CONISAR, Washington DC, 2009.

J. Xuehui, “Research on the Security of Electronic Commerce

Based on Computer Network™, Fourth International

Conference on Intelligent Systems Design and Engineering

Applications, IEEE, 2013.

[10] R.C. Marchany, and J.G. Tront, “E-commerce Security Issues”,
35th Hawaii International Conference on System Sciences,
2002.

[11] A.C. Perera, K. Kesavan, and S.V. Bannakkotuwa, “E-
Commerce (WEB) Application Security: Defense Against
Reconnaissance”, IEEE International Conference on Computer
and Information Technology, 2016.

[12] S.M. Reza Farshchi, F. Gharib, and R. Ziyaee, “Study of
Security Issues on Traditional and New Generation of E-
commerce Model”, International Conference on Software and
Computer Applications IPCSIT, vol. 9, IACSIT Press,
Singapore, 2011.

[13] S.M. Reza Farshchi, F. Gharib, and R. Ziyaee, "Study of
Security Issues on Traditional and New Generation of E-
commerce Model”, International Conference on Software and
Computer Applications, 2011.

[14] W3C Working Group Note, “Web services architecture”,
http://www.w3c.org/TR/ws-arch, 2004.

[15] S. Yasin, K. Haseeb, and R. J. Qureshi, “Cryptography Based
E-commerce Security: A Review”, ILJCSI International Journal
of Computer Science Issues, vol. 9, issue 2, no. 1, March 2012.

[16] A. Chaudhary, K. Ahmad, and M. A. Rizvi, “E-commerce
Security Through Asymmetric Key Algorithm”, Fourth
International Conference on Communication Systems and
Network Technologies, IEEE, 2014.

[17] M. Niranjanamurthy, D. R. Dharmendra Chahar, “The Study of
E-Commerce Security Issues and Solutions”, International
Journal of Advanced Research in  Computer and
Communication Engineering, vol. 2, Issue 7, July 2013.

[18] Dr. Nada M. A. Al-Slamy, “E-Commerce Security”, IJCSNS
International Journal of Computer Science and Network
Security, vol. 8, no. 5, May 2008.

[19] IBM, Microsoft, Verisign,“WS-Security pecification 1.0,
2002, http://www.ibm.com/developerworks/library/wssecure.

[20] F. Zhu, and G. Li, “Study on Security of Electronic Commerce

Information System”, IEEE, 2011.

Security”, Proc.



& ICEST

Serbia, Ni§, June 28 - 30, 2017

An Approach of Network Protection Against DDoS
Attacks
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Abstract — An approach of network protection against
Distributes Denial of Services (DDoS) attacks is proposed. The
research is focused on attacks targeting network resources.
Radware attack mitigation solution called DefensePro is used
and configured in order to protect the network resource of a data
center. The efficiency of the proposed network protection is
verified experimentally.

Keywords — Distributed Denial of Service, Attacks, Network
resources, Data center.

1. INTRODUCTION

Since the first denial of service (DoS) attack in 1974,
Distributed DoS (DDoS) attacks have remained among the
most significant and damaging cyber attacks. They receive
much attention in last two decades [1]-[9] and play an
important role when designing network topology. Both DoS
and DDoS attacks are a major threat to the operation of
websites, applications and servers, but the problem of DDoS
is more complex and difficult to be solved due to two main
reasons [6]. Firstly, DDoS attack uses more than one network
node and more than one network connectivity thus each
victim regardless as well be secured can become inactive.
Secondly, the use of seemingly legitimate traffic complicates
the response because it is difficult to identify and block the
attack without compromising the legitimate users.

The problem with DDoS attacks is even more relevant in
data centers where multiple organizations host their servers
providing different functions and services. As data centers are
the most popular location for Software Defined Networks /
Network Functions Virtualization (SDN/NFV), proper
planning of the network and the use of specialized
hardware/software to prevent DDoS attacks are required
[3][71[8]. Building a working system to stop malicious attacks
includes not only its design but also an analysis of the
functionality and effectiveness [5]. A number of possible
approaches to implement network protection are proposed and
described in the literature [1]-[9]. More than a hundred of
publications on DDoS attacks and defense approaches
published in last fifteen years are reviewed and discussed in
[1][2]. A conceptual framework was also presented in [1],
where change point detection of packet inter-arrival time was
used to detect different forms of DDoS attack in the cloud. A
broad classification of various DDoS attacks, DDoS defensive
architectures, such as source-end, victim-end and intermediate
architectures, as well as variou