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Abstract - The paper describes the development of virtual 
reality with an emphasis on HMD devices and tools for 
application development. Firstly, we will describe popular VR 
HMD devices for PC, mobiles, and consoles. Secondly, we will 
describethe developmentenvironmentfor native, multi-platform 
and web applications. Next, through the development of VR 
software application, we will introduce best practices for VR 
development and user experience standards. 
 

Keywords - Virtual reality, HMD, Software development, 
Game engine. 

I.  INTRODUCTION 

In the mind of most people idea of virtual reality is 
connected with imaginary worlds from sci-fi movies or 
novels.By definition from 1993virtual realityis: “Virtual 
reality refers to immersive, interactive, multi-sensory, viewer-
centered, three-dimensional computer-generated environments 
and the combination of technologies required to build these 
environments” [1].The first example of virtual reality 
appeared in 1938with a device for watching stereoscopic 
image. However, the first stereoscopic device which brought 
attention to the public was a View-Master from 1939. Today, 
thestereoscopic device represents afundamental pattern for 
making low-budget VR HMDdevices. The first concept for a 
modern HMD (head-mounted display)device that has attracted 
attention was the Ultimate display from 1965. The concept is 
made by Ivan Sutherland, whose idea was to develop a device 
that will use acomputer-generatedgraphic for creating 
interactive worlds. Duringthat periodthe term VR was not yet 
known, computers were in the early stage of development and 
the forerunners of VR devices operated using cameras[2]. The 
first VR device which used computer hardware and object 
creation in real time appears in 1968 called Sword of 
Damocles. Creators of this device were Ivan Sutherland and 
his student Bob Sproull.During the 90's there were 
unsuccessful attempts of VR devices like an iGlasses, 
Nintendo Virtual Boy, Cybermaxx, and VFX-1[3]. 

The first modern VR device was created in 2012 from 
young engineer and first CEO of company Oculus VR, Palmer 
Luckey. In August 2012, Oculus VRlaunches Kickstarter 
campaign about cutting edge technology called Oculus Rift. A 
social network company Facebook acquired Oculus VR for 2 
billion dollars with avision that VR will be the next big thing 
after mobile phones[4]. 

The goal of the paper is to showcase thepotential of VR 
technologies. The paper will provide information regarding 
modern VR devices and software development techniques and 
tools. After, it will introduce an important concept for VR 
software development which includes best practices and 
standard for high-quality VR experience. High-quality VR 
experience is essential for building next generation product. 
Also, there is a demand on the market for VR developers and 
experts in HMD technologies like Oculus Rift and Google 
Cardboard. Regarding the concept proposed in this paper 
current and future developers will have abrief overview of the 
current state of technologies and knowledge to overcome 
beginning steps in VR developer carriers. The paper is 
organized in the following way. Firstly,we will describe 
modern VR HMD devices like Oculus Rift, Gear VR, Google 
Cardboard and HTC Vive. Secondly, we will describe VR 
application development for PC, mobile, and web-based 
solutions. Also, compareHMD devices for theVR application 
development.Thirdly, we will describe VR applicationGhost 
Hunt. At the end, we will introduce best practices and user 
experience standard for VR development. 

II. VR HMD DEVICES 

The presence of the modern generation of virtual reality 
starts from 2012and until now VR dedicated companies and 
industry leaders developed their own HMD devices and 
software development environments. HMD is a type of 
computer display device that is worn on the head or is built in 
as part of a helmet. The most popular VR HMD devices for 
smartphones,PC,and game consoles areGoogle Cardboard, 
Oculus Rift, Playstation VR, HTC Vive, Samsung Gear VR, 
Avegant Glyph, and Razer OSVR. 

There are three types of VR devices [5]. The first type is 
Mobile VR which includes aportable device for asmartphone 
like Google Cardboard and Samsung Gear VR. This is the 
more intuitive approach for users because there is no need for 
PC device, additional settings, and cables for activating 
theapplication on the smartphone. The second type is 
astandalone device for PC desktop devices like Oculus Rift 
and HTC Vive. Unlike a first type, they are more optimized 
and provide abetter experience from performance and graphic 
rendering perspective. The third type is VR for game consoles 
like Playstation VR. 

The basis for all of modern VR devices are lenses, adisplay 
for watching stereoscopic pictures and inertial measurement 
unit (IMU). The lens is coming with different characteristic, 
for example, Oculus Rift has two lenses A and B. The 
difference is thedistancebetween the lens anddisplay device. 
The information isdisplayed on the screen using the graphic 
processing unit (GPU). The GPU allows devices to operate 
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WebVR JavaScript API provides access to the user's web 
browser via the Oculus Rift and Google Carboard devices. 
Regarding WebVR, Mozilla supported domain-specific 
language A-Frame for WebVR based applications[16]. 

Regarding the development of VR applications most 
popular tools are Unity and Unreal game engines.Unity is a 
tool for developers and designers who want to develop games 
fast and simple. The main focus is on the game business logic 
while the rest is managed by the game engine. Unity appeared 
in 2005 for the Mac OS and later was added support for 
Window and Linux systems. The core engine is written in a 
C++ development environment and graphical user interfaces 
in a C# programming language. For scripting, Unity uses 
MonoDevelopIDE that comes with the Unity game engine. In 
addition to video games, Unity is used to develop learning 
simulations [17]. From a point of software architecture, Unity 
can affect performance, unlike native solutions. Also, the 
Unity asset storeprovides a free content that includes graphic 
models, environment and programming scripts. Unity game 
engine provides support for all major VR platforms. 

Regardingmentioned information from thepaper, 
technology comparison is given in Table 1 for Oculus Rift, 
Gear VR,and Google Cardboard. Based on information from 
Table 1 Oculus Rift provide ahigh-quality experience for 
desktop PC and Unity integration. Bellow will be introduced 
Oculus Rift VR tech demo application. 

TABLE I 
TECHNOLOGY COMPARISON 

IV. DEVELOPMENT OF VR APPLICATION 

VR Oculus Rift tech demo application Ghost Hunt isa first-
personsurvival horror video game[18].Horror games are very 
popular on VR platforms, especially on desktop based 

VR.The game was developed using the Unity game engine 
with support for mouse, keyboard or controller. The 
atmosphereof the game is shown in Fig. 2.Ghost Hunt is 
developed for the purpose of this paper and research of VR 
application development. Regarding operating system and 
hardware configuration, Ghost Hunt was developed on 
Windows 8.1 Pro, Asus N53S Notebook with Intel Core i3-
2350M 2.30 GHz processor, 4GB RAM, and Nvidia GeForce 
610 2GB graphic card. Experience with VR devices and 
software tools is not so much different if we compare with the 
standard game development. However, VR solutions require 
knowledge regarding product quality and user experience 
development. 

Regarding development of VR high-quality solutions below 
will be introduced best practices and standards for 
development based on practical experience from the video 
game Ghost Hunt.The VR user interface is significantly 
different from standard 3D applications. It is important to 
know the resolution of the device, there are standards for 
Oculus Rift CV1 2160x1200 (1080 x 1200 per eye) desktop 
device and Gear VR 2560 x 1440 (1280 x 1440 per eye) 
mobile devices. Based on this we can create a user experience 
and make the environment more intuitive for consumers. 
Regarding optimization techniques, it is recommended to use 
Anti-Aliasing (AA) for adesktop device. AA technique is not 
recommended for most mobile devices. Regarding object 
rendering of VR scene, theconsumer may notice visible 
pixels. In this case, the objects are scaled using technique 
RenderScale. RenderScale technique reducesperformance 
butincreases image quality. It is recommended to use low-poly 
mesh models for therenderingof the scene, especially with 
applications for the mobile platform. A game engine such as 
Unity has the option Level of Detail (LOD) which enables 
optimization of polygons in relation to the distance. 
Lightmapping is a tool that can significantly increase product 
performance. Lightmapping disable dynamic lighting and 
instead use static lighting, which renders the scene at the 
beginning of creation. Throughout the life cycle of the scene, 
there will not be any additional changes. Occlusion Culling is 
a technique used in video games that use large scenes with a 
large number of objects, the idea is to use this technique for 
rendering objects that are currently visible to the user. All 
listed techniques are fully adaptable for VR experience on all 
major platforms. 

Regarding UX/UI standards, there are four types of user 
interface for VR[19]: Non-diegetic UI describeselements that 
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Fig. 2. Sample screenshot from the gameGhost Hunt 
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do not belong to the virtual world, e.g. HUD (head-up 
display). This type of UI is poorly used in VR applications, 
primarily because of user focus. SpatialUIdescribes an 
element that is part of the VR world. In relation to non-digest, 
they have aposition that is not accompanied by the user. 
DiegeticUIdescribes an element that follows some object in 
the scene. A good example is the energy of the enemy to the 
scene. MetaUIdescribes the effect on the scene that is not part 
of the VR world. For example, change of color if theuser loses 
energy. Diegetic UI elements were used in video game Ghost 
Hunt. The main character uses diegetic element in a form of a 
smartphone. Also, smartphone flash effect representsthe meta 
UIelementon the player screen. 

For adapting a standard 3D video game into VR there are a 
few simple steps from the Unity game engine. For Oculus 
Rift, the userneeds a special camera rig that moves directly in 
Unity from Oculus integration package. Also, the userneeds to 
enable Virtual Reality Supportedcheck box in Player Settings. 
A similar way is for Cardboard application using the Unity 
SDK for Cardboard. For HTC Vive, theuser needs to get a 
Steam account, install the runtime on the development 
machine, then go into Unity and download the SteamVR 
camera rig from the asset store and attach it to existing 
camera. At the end disable all in-game camera in favor of the 
new VR camera. All listed packages and features are free for 
download and development. 

Because VR is in the early stage of development there is the 
possibility of error on major operating systems like Windows 
or Oculus SDK legacy runtime. It is recommended to use the 
latest version of Oculus SDK. The latest version of Oculus 
SDK supports game engine integrations for Unity, Unreal, 
WebVR, native and mobile applications. Before a developer 
publishes anapplication, the solution should follow best 
practice for best VR experience defined by Oculus team. After 
submission, theapplication will be reviewed by Oculus team. 
For example, if the application has the option to move 
theposition of the head by y-axis using a mouse or controller,it 
will be returned for correction. 

Regarding the best practices for mobile VR, developers 
should consider mobile application Cardboard Design Lab. 
The mobile platform is limited regarding user interaction and 
a novel approach to increase user experience and interaction is 
to use haptic devices. 

V. CONCLUSION 

This paper discussed thedevelopment of VR technology, 
with a focus on use cases and implementations. Firstly, VR 
HMD devices were described. Secondly,we describe the 
development environment for VR, Unity game engine and 
compare HMD devices. Thirdly, the development of the VR 
applicationwas described using best practices and UI/UX 
standards. VR devices and software tools are ready for serious 
software development. However,  software developersshould 
befamiliar with best practices if they want to achieve high-
quality VR experience. 

In the future, we can expect that VR moves forward, 
primarily because of the great interest of the companies and 
the community of users. Virtual and augmented reality 

devices like Oculus Rift, Leap Motion or HoloLens have been 
increasing popularity among developers. The new 
interdisciplinary field will be created through theconnection of 
VR with education, medicine, art,automotive, and 
architecture. Game engines are becoming increasingly 
popular, especially because it does not require financial 
investment and provides a simple interface for operation. 

Regarding future research, there is a potential for the use of 
VR in education, communication and simulation 
development. VR platform can help in thedevelopment of 
inclusion, acommunity of users who will be ready to 
cooperate regardless of their limitations. Future research will 
focus on use cases that can improve people skills using 
modern VR technologies. 
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