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The LIl International Scientific Conference on Information Communication

and Energy Systems and Technologies — ICEST 2018 was held from June 28 to 30
in Sozopol, Bulgaria. The Conference is for seventeenth time jointly organized by
the Faculty of Telecommunications, Sofia, Bulgaria, the Faculty of Electronic
Engineering, Ni§, Serbia and by the Faculty of Technical Sciences, Bitola,
Macedonia. As to the earlier ICEST conferences many authors from all over the
world submitted their papers. This year 86 papers have been accepted for oral or
poster presentation.

Two plenary lectures were given - by Prof. Vincenzo Piuri and by Prof.
Nebojsa Doncov. Furthermore, the Conference also included Workshop
“Reasoning-based Intelligent Systems” with chair Prof. Kazumi Nakamatsu from
University of Hyogo, Japan. | am glad that all participants took the opportunity to
exchange their knowledge, experiences and ideas, and also made contacts and
established further collaboration. A social program, rich in events, provided more
relaxing atmosphere during the meetings among colleagues.

| hope that we will meet at the next ICEST conference.

Assoc. Prof. PhD Kalin Dimitrov,

ICEST 2018 Conference Chairman
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Integrating Technologies for Ambient Intelligence:

Convergence of Artificial Intelligence, Machine Learning,
Biometrics, Cloud Computing, Internet of Things, and
Cyber-physical Systems

Vincenzo Piuri!

Abstract - Adaptability and advanced
services for ambient intelligence
require an intelligent technological
support for understanding the current
needs and the desires of users in the
interactions with the environment for
their daily use, as well as for
understanding the current status of
the environment also in complex
situations. This infrastructure
constitutes an essential base for smart
living. Various technologies are
nowadays converging to support the
creation of efficient and effective
infrastructures for ambient
intelligence.

Artificial intelligence can provide
flexible techniques for designing and
implementing monitoring and control
systems, which can be configured
from behavioral examples or by
mimicking approximate reasoning
processes to achieve adaptable
systems. Machine learning can be
effective in extracting knowledge form
data and learn the actual and desired
behaviors and needs of individuals as
well as the environment to support
informed decisions in managing the

L Prof. Vincenzo Piuri, FIEEE, is with the Department of
Computer Science, Universita degli Studi di Milano, Italy,
E-mail: vincenzo.piuri@unimi.it ,

Web: http://www.di.unimi.it/piuri

environment itself and its adaptation
to the people’s needs.

Biometrics can help in identifying
individuals or groups: their profiles
can be wused for adjusting the
behavior of the environment. Machine
learning can be exploited for
dynamically learning the preferences
and needs of individuals and
enrich/update the profile associated
either to such individual or to the
group. Biometrics can also be used to
create advanced human-computer
interaction frameworks.

Cloud computing environments will
be instrumental in allowing for
world-wide availability of knowledge
about the preferences and needs of
individuals as well as services for
ambient  intelligence to  build
applications easily.

This talk analyzes the opportunities
offered by these technologies to
support the realization of adaptable
operations and intelligent services for
smart living in an ambient intelligent
infrastructures.
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Overview of Neural Network Approaches in the
Localization of Stochastic EM Sources

Zoran Stankovic!, Nebojsa Doncov?, Ivan Milovanovic?, Bratislav Milovanovic?

Abstract — In this paper we present a brief overview of the
results achieved in the field of application of artificial neural
networks for a spatial localization of stochastic EM radiation
sources. The theory of stochastic sources near-field
representation in the form of antenna arrays with dipole
elements and correlation matrix calculation in the far-field scan
area as well as the architecture of developed neural models for
the 1D and 2D DoA estimation are brefly presented here.
Scenarios when sources are moving along one direction and
where their position is determined by only one protrusion angle
in relation to the linear antenna array and when stochastic
springs move in a plane that is parallel to the rectangular
antenna array so that their position is determined with two
spatial angles are both considered in the paper. In addition, a few
example are given to ilustrate the presented neural model
capability to efficiently perform the DoA estimation for either
uncorrelated or partially correlated sources.

Keywords — Source localization, Stochastic radiation,
Moveable sources, Correlation matrix, Neural networks.

I. INTRODUCTION

Today, there are many techniques aiming to improve the
performances of different wireless communication systems.
One of them is a technique based on antenna arrays with
adaptive beamforming capabilities [1,2]. It offers possibilities
to minimize or even eliminate interferences and to enhance
information signals at the reception by using antennas with
radiation pattern optimized from the knowledge of
interference sources positions. Location of unwanted signal
sources are usually determined by employing some of the
available DoA (Direction of Arrival) estimation algorithms,
e.g. MUSIC [1-3]. These algorithms are usually very accurate
but majority of them require complex and hardware- and time-
consuming mathematical operations which limit their
applications in real working environment. One possible
alternative to these algorithms is based on using artificial
neural networks (ANNSs) [4-16]. They provide the DoA
estimation of almost same precision as e.g. MUSIC but with
much faster run-time due to avoidance of exhausting
calculations.

Authors of this paper have considered in the past the
application of ANNs for the one dimensional (1D) and two-

1Zoran Stankovic and Nebojsa Doncov are with the Faculty of
Electronic Engineering, University of Nis, A. Medvedeva 14, 18000
Nis, E-mail: [zoran.stankovic, nebojsa.doncov]@elfak.ni.ac.rs.

2lvan Milovanovic and Bratislav Milovanovic are with the
Singidunum  University, DLS center Nis, 18000 Nis,
ivanshix@gmail.com, batam@pogled.net.

dimensional (2D) DoA estimation of deterministic
electromagnetic (EM) radiation sources [4-6]. Stochastic EM
sources have to be also considered from the interference point
of view [17,18] and their angular positions have been
determined by using the ANN models developed by the
authors of this paper in [7-14]. In [7-12], authors have
proposed the neural model for the 1D DoA estimation of
moving stochastic sources whose locations were characterized
only by one angular coordinate (azimuth). In [7-9] neural
models for the DoA estimation of either single or multiple
uncorrelated stochastic sources were developed while in [10]
an enhancement of these models was done in order to be able
to first determine the number of sources present in the
monitoring space and then perform the DoA estimation. In
[11-12] neural models for 1D DoA estimation of stochastic
sources, which are mutually partially correlated, were
proposed. Also in [13,14] neural models for 2D DoA
estimation were developed. In [13], the model was applied to
determine two angular spatial coordinates of one stochastic
source, and in [14] for determining angular coordinates of two
uncorrelated stochastic sources moving in 2D space (plane).

Il. STOCHASTIC SOURCE LOCATION BASED ON 1D
DoA ANN MODELING

II.A. Correlation matrix calculation for 1D source
movement

In [17,18], a stochastic source was modelled by a uniform
antenna array with N dipole elements at mutual distance
equal to the half of the operating wavelength (Fig.1). The
level of correlation between dipoles feed currents 1=[ls, Iz,
...y IN]), ¢'(w), describing the noisy source radiation, is of

the form [17,18]:
' (@) = fim %h (@)1 ()" ] (1)

To find the total electric field in the far-field sampling
point, vector M, comprising the contribution of each antenna
array element with radiation pattern F(6), is needed:

F(0)| e’

) g ik
M(0) = jz, o

e jkry

@

. T
E(6) = M(O)I 3)

where zo and k are free-space impedance and phase constant,
respectively, ri, r, ..., ry are the distances between the far-
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field sampling point and antenna array elements and E(6) is
the total electric field intensity in sampling point in far-field
positioned at angle @ in azimuth plane with the respect to
the first element of antenna array. If there are M sampling
points in the far-field, then notation rim, representing the
distance between i-th element (1<i<N) in the antenna array
and m-th sampling point in the far-field (1<m<M) (see Fig.
1), can be used. Position of these points (Y1 Y2, ..., Ym) in
the far-field, is described by the azimuth plane angles (&),
(0), ..., (6v), determined as previously said with the respect
to the first element of antenna array. The correlation matrix
of signals sampled at these points can be calculated as:

Celi, j1=M(@)c'M(@))"
i=1.,M j=1..M

4)

Stochastic source

Figure 1: The position of stochastic source in azimuth plane with
respect to the location of EM field sampling points in the far-field
scan area [8].

For the multiple stochastic sources in the azimuth plane,
the level of EM field and the elements of correlation matrix
Ce in particular far-field sampling point, are calculated by
the superposition of radiation field from all sources. If there
are S stochastic sorces, then the vector M has a form [8]:

)
M(0) = jz, :
iler (D ir iler. (2) iler (2) iler (8) iler (S) (5)
e Jkry e Jkry e Jkry e Jkry e jkry e jkry
rl(l) r,fll) rl(z) r,\(lz) rl(s) r,fls)

where ri® is the distance between i-th element in antenna
array, representing j-th stochastic source, and the sampling
point in far-field, while the feed currents vector is:

=0 a1 a2 a9 9] 6)

where 1,9 is the feed current of i-th element in antenna array
representing j-th stochastic source [8].

By using Egs.(3-6), the EM field in the sampling point in
the far-field, as well as the elements of correlation matrix Cg

can be obtained. In addition, if unknown, matrix ¢'(e) can

be determined by measuring the electric field in the near-
field of stochastic source [8].

11.B. Neural model for 1D DoA estimation

The neural model, based on MLP ANN, is trained to
extract information about position of S stochastic sources in
azimuth plane from the correlation matrix Ce [8]:

0=1(Ce) ™

In Eq.(7), vector O is azimuthal angle vector of stochastic
sources, 8 = [6, &, ..., &], while the elevation coordinates
of radiation sources position are in this case neglected. The
architecture of developed neural model is shown in Fig.2
and it can be represented as:

Y= I:(W|y|—1 + bl)

where yi.1 vector describes the output of (I-1)-th hidden
layer, wi is a connection weight matrix among (I-1)-th and I-
th hidden layer neurons and b is a vector containing biases
of I-th hidden layer neurons [8].. F is the activation function
of neurons in hidden layers and in this case it is a hyperbolic
tangent sigmoid transfer function:

1=12 (8)

e! —e™
Flu)=——— 9
e' +e™ ©)
0, 0, B,

: output

layer

hidden
layer H

hidden
layer 1

input
layer

Re{C, } Imf{C} ovee RefC JHmlC )}

Figure 2: Architecture of MLP neural model for 1D DOA
estimation of stochastic EM source signal in azimuth plane [8]

In order to perform mapping it is sufficient to take only
the first column of correlation matrix and therefore yo =
[Re{Ce[1,1]} Im{Ce[1,1},..., Re{Ce[1,M]} IM{Ce[1,M]}].
Also, 0 is given as 6 = way, where w3 is a connection weight
matrix between neurons of last hidden layer and neurons in
output layer [8].. The optimization of weight matrices and
biases values during the training allows ANN to
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approximate the mapping with the wanted accuracy. The
general designation for the MLP neural model is MLPH-N;-
...-Nj-...-Ny where H is the total number of hidden layers
used MLP network, while N; is the total number of neurons
in the i-th hidden layer.

I1.C. 1D DoA estimation - modelling results for
uncorrelated sources

The application of neural model for the 1D DoA
estimation of uncorrelated stochastic sources will be
illustrated here on the example of two moveable sources
(S=2). The training of ANN is conducted when there are four
equidistant sampling points (M=4) in the far-field scan area,
at the mutual distance d = 4/2, located 100 m from stochastic
sources (Table 1) [8]. Angular position in the azimuth plane
of two sources at arbitrary angle distance will be determined
from the correlation matrix information in the far field scan
area. Each of two stochastic sources is described by antenna
array with four dipole elements (N=4). The feed currents of
four dipole elements are mutually uncorrelated so that c¢' is
the unit diagonal matrix. By using Eqgs.(4-5) for N=4 and
M=4, 861 and 276 uniformly distributed samples are
generated for training and testing, respectively, in the range
[-80° 80°] at the working frequency of 7.5 GHz. Levenberg-
Marquartd method with prescribed accuracy of 10 is used
as a training algorithm. The testing results for six MLP
models with the lowest average case error are shown in
Table Il, and MLP2-16-8 is chosen as representative neural
model.

TABLE |

THE VALUES OF PARAMETERS USED IN SAMPLING PROCESS [8]
Frequency f=75GHz
Number of sources S=2
Number of antenna array N=4
elements per one source
Sampling pom@s distance rs =100 m
from source trajectory
Nu_mber of  sampling M =4
points
Mutual distance of the _
sampling points $=4/2(0.02m)

TABLE |1
TESTING RESULTS FOR SIX MLP NEURAL MODELS WITH THE BEST
AVERAGE ERRORS STATISTICS [8].

MLP model WCE [%] ACE [%]
MLP2-16-8 1.81 0.42
MLP2-14-14 2.26 0.42
MLP2-18-14 2.67 0.39
MLP2-20-10 2.71 0.38
MLP2-16-16 3.27 0.39
MLP2-16-11 3.76 0.41

The neural model simulation of testing samples set shows
a very good agreement between the output values of neural
model and referent azimuth values for two sources (Fig.3
and Fig.4) [8]. In addition, a good agreement with results
obtained by MUSIC algorithm can be observed.

80
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Figure 3: Comparison of MLP2-16-8 model output 1 (azimuth of
source 1) with MUSIC and referent azimuth values [8].
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Figure 4: Comparison of MLP2-16-8 model output 2 (azimuth of
source 2) with MUSIC and referent azimuth values [8].

I1.D. 1D DoA estimation - modelling results for
partially correlated sources

MLP neural model, whose architecture was presented in
I1.A section, can be also applied for 1D DoA estimation of
partially correlated stochastic sources. This capability will be
illustrated for two EM sources (S=2) that independently move
along linear trajectory distant ro = 100 m from the antenna
array, with whom the signal is sampled at frequency
f = 28 GHz [11]. Each stochastic source is represented by a
dipole (N=1) whose axis is normal on the azimuthal plane.
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The scanning width of antenna array in the azimuth is [-30°
30°]. Partial correlation between sources is:

X {1. cl'z}
Cy 1

where ¢ = ¢12' = ¢! is in the range 0.05 < ¢ < 0.8 [11. If
sources are uncorrelated then c is equal to zero. For partially
correlated and uncorrelated cases we generated separate
sample sets for network training and testing, while using
common parameters of sampling that are given in Table Il
[11].

For training and testing samples generation we use relations
(4) and (5) that establish inverse mapping from that of the
MLP DoA model

(10)

CL = folal6. 6 o) (an

Samples for neural network training and testing are given in
the format {(x'(64, 0%, cY), 04, 0% )}, where x! is vector of
input model values x = [Re{Ce[1,1]},..., Re{Ce[1,M]},
IM{C¢' [1,1]},..., ImM{Ce' [1,M]}]". For each element of vector
x' we used uniform distribution of samples for azimuth angles
of radiation source location and correlation of the form [0 :
O%tep © 0'max] and [Clmin : Clstep : C'max], Where 0'%min [°] and C'min
represent the lowest limit of distribution, O%nax [°] and Clmax
represent the highest limit of distribution, while 6'p and Clstep
represent uniform sampling steps [11].

TABLE II

THE VALUES OF PARAMETERS USED IN SAMPLING PROCESS [11]
Frequency f=28 GHz
Number of sources S=2
Number of antenna array N=1
elements per one source -
Sampl.mg points dllstance rs = 100 M
from linear source trajectory
Number  of  sampling M=6
antenna array sensors
Mutual distance of the _
antenna sensors $ = 412 (5.4 mm)

For neural model training and testing in the uncorrelated
case the following sets were generated [11]:

TRAINING_A set (28920 samples):

(x'(61,65.0) ,6,,65) | (12)
6} €[-30:0.25:30], 65 €[-30:0.25:30], &} > &,

TEST_A set (5050 samples):

(x'(65,65,0),65,65) | (13)
0 €[-30:0.6:30], 65 €[-30:0.6:30], &; > 65

For neural model training and testing in the partially
correlated case the following sets were generated:

TRAINING_B set (29280 samples):

(x'(61,63.¢"),6,,6,)|

0 €[-30:1:30], 65 [-30:1:30], 6} > 65, (14)
¢' €[0.05:0.05:0.8]
TEST_B set (3036 samples):
(x'(61,63,¢"),61,65)]
6 €[-30:2.7:30], 65 [-30:2.7:30], 6} > 65, (15)

c' €[0:0.07:0.8]

Samples in the TRAINING_A and TEST_A sets were
generated under conditions of uncorrelated radiation of two
stochastic sources while the samples in the TRAINING_B set
are generated under conditions of partial correlation in the
range 0.05 < ¢ < 0.8. Set TEST_B contains samples that are
generated also under variable radiation correlation in above
range but also it has samples that are generated under no
correlation. Different number of MLP ANNs with two hidden
layers (H = 2) and different number of neurons in them
(MLP2-N1-N2 , 4 < N1,N2< 23) were considered during the
training, For the testing the values of worst case error (WCE)
and average error (ACE) [4,5] were taken into account for
model accuracy estimation.

After training the MLP neural models with the set
TRAINING_A, the results of the testing of the six models
with lowest value of WCE on the set TEST_A are shown in
Table IV [11]. Figs. 5(a) and 5(b) [11] present a scattering
diagram of MLP2-12-7 model on TEST_A set (this model has
shown lowest WCE on that set). It can be seen that all six
models show high accuracy in source location estimation. But
if in the network input we deliver samples that are generated
with some source radiation correlation (set TEST_B) then the
models show a high WCE value or high imprecision in source
location estimation. That may be seen also in Table IV [11]
also from scattering diagram of MLP2-12-7 model on
TEST_B set (Figs 6(a) and 6(b)) [11].

TABLE IV
TESTING RESULTS FOR SIX MLP NEURAL MODELS TRAINED ON
TRAINING_A SET WITH THE BEST AVERAGE ERRORS STATISTICS [11]

TEST_A set TEST_B set
MLP model = =
WCE [%] | ACE [%] | WCE [%] | ACE [%)]

MLP2-12-7 2.25 0.36 60.63 6.76
MLP2-13-13 2.26 0.38 87.81 6.01
MLP2-11-4 2.38 0.37 87.31 7.16
MLP2-16-16 2.43 0.37 59.02 6.07
MLP2-12-12 251 0.37 89.37 7.17
MLP2-12-5 2.55 0.37 83.99 6.91
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Figure 5: Scattering diagram of MLP2-12-7 model & output (a), and
& output (b), on TEST_A set [11]

After training MLP neural models on the set
TRAINING_B, the results from testing of six models with
lowest value for WCE on set TEST_B are shown in Table V
[11]. In Figs. 7(a) and 7(b) [11] we may see scattering
diagram of the MLP2-22-22 model on the set TEST_B (this
model has shown lowest value of WCE on that set). It can be
seen that the model MLP2-22-22 has a satisfactory accuracy
in angle position determination when we use samples for
different partial correlations of sources.

TABLE V
TESTING RESULTS FOR SIX MLP NEURAL MODELS TRAINED ON
TRAINING_B SET WITH THE BEST AVERAGE ERRORS STATISTICS [11]

TEST_B set
MLP model
WCE [%] ACE [%]

MLP2-22-22 4,53 0.35
MLP2-23-23 5.58 0.33
MLP2-22-20 5.70 0.36
MLP2-18-16 5.74 0.36
MLP2-18-18 6.33 0.34
MLP2-16-16 8.27 0.35
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Figure 6: Scattering diagram of MLP2-12-7 model & output (a), and
& output (b), on TEST_B set [11]

Source 2 - 6, (MLP2-12-7 output) [*)
T

I1l. STOCHASTIC SOURCE LOCATION BASED ON 2D
DoA ANN MODELING

I11.A. Correlation matrix calculation for 2D source
movement

For 2D movement scenarios,
modified [14]:

Egs.(2-3) have to be

. F(o,
M(©,0) = iz - o).
1
o jkr® o k(P o jkt? o jkr{? o k() o kel (16)
M rl(l) e r’sl) rl(z) e r,slz) e rl(s) e r’E‘S)
E(0,9) = M(0,9)I a7

where i) is the distance between i-th element in antenna
array, representing j-th stochastic source, and the sampling
point in far-field. The correlation matrix of signals received
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in these sampling points can be obtained from the correlation
matrix of antenna elements feed currents as [14]:
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Figure 7: Scattering diagram of MLP2-22-22 model & output (a),
and & output (b), on TEST_B set [11]

Ccli, i1=M(8,,¢,)c'M(9;, ;)"
i=1.,M j=1..,M

(18)

Spatial angles 6 and ¢ in Egs.(16) and (17) @ describe
stochastic source location with respect to the selected
sampling point in far-field, F(6,¢) is the radiation
characteristic of the antenna array element and rs the
distance between s-th stochastic EM source and selected
sampling point. When a rectangular antenna array of
dimensions MxP is used at the reception, the far-field
sampling points correspond to the positions of elements of
this array and their total number will be K=M-P. In our
scenario shown in Fig.8, S stochastic sources are moving
independently from each other in a plane parallel to the
rectangular antenna array [14]. Axes of dipoles representing
stochastic sources are lying in the plane in which sources are

moving and they are parallel to the x-axis so that their
radiation in the direction of sampling points can be
approximated with isotropic radiation. The distance between
elements of receiving antenna array along the x-axis is dx,

c, dy.C. C, Ce y
L
%C
L CMN
r
rU
64
I §
- P
Y fo o y
’ )8
S,
Os,

Figure 8: The position of stochastic EM sources in x-y plane with
respect to the location of sampling points in the far-field scan area
[14].

while the distance between elements along the y-axis is dy.
The distance between the plane of planar receiving antenna
array and the plane in which stochastic sources are moving
is ro. When the mapping from Eq.(18) is applied separately
on each of the sampling points, the appropriate distance
between s-th stochastic source and the sampling point at the
position of (m,p) sensor of planar receiving array is [14]:

I
rr5]5) _ 0

' cos (pr(nsg

(19)
cos Hrﬁfg

where ro represents the distance between the plane of planar
receiving antenna array and the plane is which S stochastic
sources are moving, while 6n,® and ¢m,® are spatial angles
related to the position of s-th source with respect to the (m,p)
sensor position and they are [14]:

0% = arctan{tan 08 - M} (20)
0

o8) = arctan{tan Pl —M} (21)
o

where 611 and ¢, are spatial angles related to the
position of s-th source with respect to the referent (1,1)
position of antenna array (referent sensor of array). Angles
6011 and ¢1,©® represent at the same time the angular (6,¢)
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position of s-th stochastic source with respect to the planar
receiving antenna array so that 4, = #and ¢1,® = ¢.

Correlation matrix of signals in sampling points is defined
as [14]:

Celi, j1=M(0 X'M@, 0

(S CHINESEE|

(22)

P

(H R CH

From Eq.(16) vector M is determined, and then according to
the angular position of stochastic EM source with respect to
the sampling points, the elements of correlation matrix can
be calculated using Eq.(18). Matrix elements are normalized
with respect to the first matrix element [14]

1

Ell

Ce==—Ce (23)

in order to obtain in our considered scenario the correlation
matrix that does not depend on value ro. For the training of
neural network it is sufficient to use only the first row of
matrix Ce ([Ce11, Cei2, ... , Ceik]) due to the fact that this
row contains sufficient information for determination of
angular coordinates of stochastic sources [14].

111.B. Neural model for 2D DoA estimation

The neural model, based on MLP ANN, is trained to

extract information about position of S stochastic sources in
azimuth and elevation planes from the correlation matrix Ce
[14]:
s 5] =1(Ce)  (24)
where [o1 & @2 & .. @s ... s G5]" is vector of spatial angles
of arrival of the stochastic sources radiation. The
architecture of developed neural model is shown in Fig.9,
while Egs.(8-9) from 11.C section are also used here.

[(01 6, 9 0,... 956 ...

output !
layer

hidden
layer H

hidden
layer 1

input
layer i
J..MLP-2D_DoA!

Re{C,,)} - Re{C,} Im{C.} - Im{C,.} K-M*P

Figure 9: Architecture of MLP neural model for 2D DOA estimation
of stochastic EM source signals in x-y plane [14]

",

10

Again as in I1.B section, in order to perform mapping it is
sufficient to take only the first column of correlation matrix
and therefore yo [Re{Cg[1,1]},..., Re{Cg[1,K]},
Im{Cg[1,1},..., Im{Cg[1,K]}]. Also, output of the neural
network model is given as [@1 01 @2 02 .. @s Os... @s Os]"=
Wh+1YH Where wi.y iS a connection weight matrix between
neurons of last hidden layer and neurons in output layer. The
optimization of weight matrices wi, Wa,..., Wn, Wh+1 and
biases values during the training allows ANN to approximate
the mapping with the desired accuracy.

I11.C. 2D DoA estimation - modelling results for
uncorrelated sources

The application of neural model for the 2D DoA
estimation of uncorrelated stochastic sources will be
illustrated here on the example of one moveable sources
(S=1). Stochastic source is represented with an array of two
elements (N=2) with isotropic characteristics and with
uncorrelated currents supply so that ¢' is the unit diagonal
matrix. Signal is sampled in the far-field in nine points that
correspond to the rectangular MxP=3x3 antenna array
(K=M-P =9) [13]. Table VI provides the values of
parameters for the the scenarios used to generate samples for
training the neural models [13]. Sets of samples for training
and testing of the MLP models were generated by using
Egs.(18) and (22). Any combination of angles 8and ¢ which
is defined by the distribution patterns associated with the
vector of 18 elements, represents the first type of signal
correlation matrix (9 elements for the real part , and 9
elements in the imaginary part of the complex value of the
first type correlation matrix).

TABLE VI
THE VALUES OF PARAMETERS USED IN SAMPLING PROCESS [13]

Frequency f=22
GHz
Number of antenna array elements per one source N=2
Sampling points distance from source trajectory ro= 600 km
Number of sampling points along x axis M=3
Mutual distance of the sampling points along x axis s= A2
Number of sampling points along y axis P=3
Mutual distance of the sampling points along y axis h=24/2

TABLE VII
TESTING RESULTS FOR SIX MLP NEURAL MODELS WITH THE BEST
AVERAGE ERRORS STATISTICS [13]

MLP model WCE [%] | ACE [%]
MLP2-15-11 2.52 0.38
MLP2-12-12 2.74 0.39
MLP2-18-14 2.78 0.38
MLP4-13-13 2.79 0.37
MLP2-20-10 2.80 0.38
MLP2-18-7 2.79 0.38
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A set of 14641 samples was created for training applying
uniform distribution of &and ¢ with 0.5° step in the range [-
30° 30°] and with a 0.5° step. Quazi-Newton method with
prescribed accuracy of 10* is used for the training
algorithm. Testing set with 7396 samples is providing with
uniform distribution of @ and ¢ angles in the range [-30°
30°] with a 0.7° step. The testing results for six MLP models
with the lowest average (ACE) and worst case error (WCE)
are shown in Table VII, and MLP2-15-11 is chosen as
representative neural model. A close agreement between the
output values of neural model and referent 8 and ¢ values
can be observed thorough the scattering diagram of testing
samples set shown in Figs.10 and 11 [13].
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Figure 10: Scattering diagram of MLP2-15-11 model & output [13]
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Figure 11: Scattering diagram of MLP2-15-11 model ¢ output [13]

MLP2-15-11 model was employed to track the movement
of the hypothetic stochastic source on earth's surface in a
square area in size 800800 km. The source position was
varied along the test trajectory described by the function
y = 3-105.(x-10°)2-3-10° where x and y are relative latitude and
longitude expressed in meters. Evaluation paths of origin was
carried out by sampling in time the correlation matrix of the

11

69 points shown in Figure 12 [13]. A satisfactory agreement
can be observed between the values of the source positions
which war estimated by the neuron model and the referent
source trajectory.
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Figure 12: A simulation of localization and tracking the movement of
the hypothetic source of stochastic radiation on earth’s surface with
the MLP2-15-11 model [13]

IVV. CONCLUSION

Overview of using MLP ANNs for the localization of
stochastic EM sources was given in the paper. It was
illustrated that the develop neural models can be used for
efficient and accurate 1D and 2D estimation of
electromagnetic radiation originating from either uncorrelated
or partially correlated stochastic sources. Future research will
be focused to the more general 2D DOA estimation of
multiple stochastic sources with different signal level and at
arbitrary angular and radial distances from the reception point.
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A Fuzzy Decision Maker to Determine Optimal Starting
Time of Shiftable Loads in the Smart Grids

Ismail H. Altas' and Recep Cakmak?

Abstract Smart grid studies have been increased
tremendously for past ten years in order to modernize and solve
problems of current electrical grids. One of the aim of the smart
grids to react autonomously by means of artificial intelligence
and decision maker. Fuzzy logic based embedded control systems
simulates human decision and thinking process. So, fuzzy logic
and fuzzy decision makers can be utilized in smart grids for
automated management and decision facilities. In this paper, a
fuzzy decision maker has been proposed to manage of time-
shiftable loads in the residences. The proposed fuzzy decision
maker determines optimal starting time of time-shiftable loads in
the residential area in order to provide balanced power curve
and decrease peak load consumptions by scheduling of these
loads. Design stage of the proposed fuzzy decision maker have
been introduced and presented clearly. Finally, a design example
has been given and simulated to show the decision result of the
proposed sytem.

Keywords — Fuzzy Logic, Fuzzy Decision Maker, Demand Side
Management, Load Scheduling

. INTRODUCTION

Electricity generation methods and electricity grid
infrastructure has been evolving for last several decades to
compensate increased electricity demand and to decrease
climate change issues. Renewable energy sources have been
utilized more in the electricity generation and energy
efficiency has been attracted great attention in the developed
countries. Smart grids promise that smart management of the
evolved electrical grid to retain sustainability, to avoid
collapse and to increase efficiency of the electrical grid.
Demand side management (DSM) is the one of the main
component of the smart grids to control electricity usage of
the consumers to increase efficiency and to reduce greenhouse
effects. DSM is also allow to the consumers to make more
informed about their electricity consumptions and to
collaborate with them to shape power consumption curves of
them [1].

Electricity consumption of residences in European
countries (EU-25) have been increased by 10.8% during the
period of 1999 to 2004 [2]. Residential electricity
consumption has share of 29% in total electricity consumption
in EU-28 countries by 2014 [3] and in the OECD countries
residential sector has share 32% in final electricity
consumption by the year of 2015 [4]. There are many devices
in the residences such as washing machine and tumble
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demand high power from the electrical grid. If these
appliances engaged at the similar hours of the day, they can
occur overload in the electrical distribution system. The
overload of the distribution network might decrease the
efficiency and might cause instability issues on the
distribution network. Therefore, demand side management is
significant part of the smart grids [5, 6] and DSM studies can
solve these problems mentioned above. In a distribution
network, power companies desire to design a decision maker
so that the operating times of some loads can be shifted from
heavy loading periods of a day to light loading periods of the
day.

Many DSM techniques have been proposed in the literature
such as price based, incentive based and direct load control
based [7]. Heuristic algorithms are applied in demand side
management studies to get optimal scheduling according to
desired objective functions [8-10]. Direct load control is an
important DSM technique and it is proposed in the literature
by controlling different loads and considering different
objectives [11-14]. Mortaji et al.[11] proposed a smart direct
load control by using internet of things (loT) to control
sudden load changes and to decrease peak to average ration
(PAR) of the power consumption in the distribution network.
They simulated their proposed system by hundred customers
and they showed that the peak load can be decrease by 30%.
Basnet et al. [12] showed that effect of direct load control by
scheduling of HVAC( heating, ventilation and air
conditioner). Chen et al. [13] proposed a novel two-layer
communication-based distributed direct load control for
residential area by allocating control tasks into each home’s
energy management controller unit, distributively. Martin et
al. [14] proposed a decision model to implement direct load
control (DLC) on charging of electrical vehicle batteries.

Fuzzy logic (FL) [15] is described by Zadeh as computing
technique with words are used in place of numbers for
computing and reasoning. FL is utilized on numerous studies
about power systems in the literature [16-18]. The main
advantage of the FL is to modify and design the system by
linguistic variables which are utilized in human decisions. FL
based DSM studies are also studied and proposed in the
literature such that examples [19-23]. Chandran et al.[19]
compared fuzzy logic control(FLC) based demand response
with classical Boolean logic based direct load control. They
showed that advantages of FLC based DLC over classical
DLC and they used forecasted load curves instead of price
curve to avoid distributing the customer comfort level.
However, they utilize fuzzy logic approach as a controller unit
based on customer priorities. Keshtkar et al. [20] proposed a
FL based autonomous system to manage residential Heating,
Ventilation, and Air Conditioning (HVAC) units by
considering outdoor temperature, electricity price, occupant
presence and electricity demand of the house.
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A fuzzy logic based domestic load management which use
comfort, cost and demand response parameters has been
proposed by Rahman et al.[22]. However, their proposed
system does not consider the consumptions of other
residences, it operates for the just one residence by
considering the price signal. So, it can be get financial
benefits for the one residences but if the all residences act
same way considering the same price signal it might be lead
adverse results instead of desired demand response effects.

In this paper a fuzzy decision maker (FDM) has been
proposed such that determine optimal starting time when a
demand is entered to it. The proposed systems assumed that
the customer will get financial benefits is they allowed the
control of their time-shiftable loads and it operates direct load
control approach. Main objective of the proposed system is
considering the residential area load curve to inhibit high
power consumptions by utilizing the demand power and
forecasted load powers. To give an example, if the predicted
load in a time ahead is lower than the current load power, then
the active demands should be postponed to be operated during
these lower demand period hours of the day. The proposed
FDM based demand scheduling system has been generated on
MATLAB by modifying the generalized fuzzy logic controller
design study [24]. So, it can be easily modified and/or
improved for the future studies.

The rest of the paper is organized as follows: Section Il
introduces designing of the proposed fuzzy decision maker.
Section 11l includes case study and results. Section IV.
presents the conclusion.

Il. DESIGNING OF A Fuzzy DECISION MAKER TO

DETERMINE OPTIMAL STARTING TIME OF THE
SHIFTABLE LOADS

The proposed FDM processes demand power and the
difference between demand power and predicted future power
as two inputs. The overall demand management mechanism of
the proposed system is illustrated in Fig. 1 and explained
below.

Distrubition Network Control
and Management Unit

el

= =
Server
Y
Home 22 e Demand
Distribution ; Request
oot Appliance —» © q
Manager

Fig. 1. Overall demand management mechanism of the proposed
system

Overall process steps of the proposed demand management
mechanism:
1. Customer send the demand request to the server of
the distribution network control and management
unit(DNC&MU).
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DNC&MU which includes the proposed FDM
processes the forecasted demand loads and the
demand request based on the pre-determined fuzzy
rules.

The FDM generate an optimal operating time of the
load which is requested by the customer.

Then the optimal operating time information sends to
the home appliance manager to execute the operation
of the requested load when the time is equal to the
optimal operating time.

The flowchart of the proposed system is presented in Fig. 2.
It is searched that is there any demand request in every control
interval loop the system. If there is a demand, the system gets
the demand power and evaluates it on FDM to determine
optimal starting time for it. After accomplishing the above
process current and future load data is updated. The customer
notified by the system about the delay time of him scheduled
load and the system operate the shifted load automatically at
the scheduled time.

| Get Demand Load Power |

v

Evaluate Fuzzy Decision
Maker to determine optimal
starting time

v

Renew current and future
load data

L 1
Fig. 2. The flowchart of the proposed system

Notify the delay time to

>
the consumer

A

Operate automatically

the shifted load at the
scheduled time

Demand power may be categorized as low (LW), average
(AV) and high (HI). Since the difference may be positive,
negative and zero depending on demand and predicted power
values, the universe of power difference can be portioned into
five fuzzy subsets as negative high (NH), negative low (NL),
zero (ZE), positive low (PL) and positive high (PH). The
output space representing the delay time is divided into three
fuzzy subsets as short (SH), medium (ME) and long (LN). A
block diagram of the FDM is given in Fig.3. The FDM block
includes the fuzzy rule table given by Table 1, which includes
15 fuzzy rules for decision-making.

The FDM given in Fig.3 uses Mamdani fuzzy reasoning
algorithm with two crisp inputs and one crisp output. The
current power demand (Pp) is represented by variable x and
the difference (AP) between current load power and predicted
future depended power is represented by variable y. The
output is the delay time tp represented by variable z.
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Rule base
If Xis..ANDyis ...
elseif Xis ... AND yis ...
elseif xis ... AND y is ...

elsezis ......

THEN z is .....
THEN z is .....
THEN z is .....

~

Fuzzy reasoning

u(z)

ulx)
uly)

| Current power demand

Predicted future demand power

Fuzzifier

Current load power ‘

Fig. 3. Block diagram of the proposed fuzzy decision maker

If the current demand power is LW and the difference
power AP is NH, then this load demand can be delayed for LN
because negative AP means that the future power demand will
be smaller than the current power dissipation so that the
operating time of this power demand can be shifted ahead
with a long delay. If current power demand is HI and
difference power AP is PH, then this load demand should not
be delayed because the predicted future power demand will
already be high. If this high-power demand is postponed to a
later time, the load demand will be much higher such that the
generated power might be insufficient as the network faces
overloading operating conditions, which cause overheating
and higher losses. The other fuzzy rules are generated with a
similar point of view to represent the experience of a power
network operator.

TABLE |
RULE TABLE OF THE PROPOSED FDM

AP
Pp NH NL ZE PL PH
LW LN ME SH ZE ZE
AV LN ME SH ZE ZE
HI LN SH ZE ZE ZE

Let us assume that the current power demand is 2300 W
and the difference power AP is negative 400 W and try to find
the decision about how long the load demand can be delayed.
The fuzzy decision process for this example is depicted in Fig.
4. Defuzzification process is depicted in Fig. 5.

SH

ME

Q;in
0.7

_—

min

02

02

ZE
[HT

L olH NL ZE PL PH
: H / / 0.8
[
2
0.0 :
~1,000 ~500 ! 0 500 1,000
—400 AP(W) -
LW AV HI min
1.0
0.7
AD L J
a,
= 0.3
0.0 L
1,000 2_000 3,000
Pp(W)
Fig. 4. Example of fuzzy decision maker process.
1022 = 2

u(tp)

00K

60

Delay time (min)

[ 27.14

Defuzzification of the fuzzy decision for the example

Fig. 5.
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I11. CASE STUDY AND RESULTS

In this chapter, a case study has been simulated in order to
show operation of the proposed system. Three different
demand requests (DR1, DR2 and DR3) have been applied and
the response of the proposed system has been observed. The
results with and without the proposed FDM based scheduling
have been compared.
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It is assumed that predicted daily load curve for twenty
customers is given for 30 min. time intervals for 24 hours as
Fig. 6. It is also assumed that there are three demand requests
at the specified times as shown in the figure. Let say that the
average of demand powers is 1500W and duration time on
operation of them 90 minutes.

14000

12000 ~

10000

8000

6000

4000 —

Predicted Load curve for 20 customers (Watt)

2000 | | | | | | | | |
s 4o 15} 2 25 30 35 w0t s
DR1 DR2 Time (30 min. intervals) DR3
Fig. 6.  Predicted daily load curve for twenty customers and

demand request times in the test case.

According to the above predicted daily load curve
membership functions of the AP have been designed as
triangle fuzzy membership functions as shown in Fig. 7.

I\NH NL

I 4 o
» > %
T

Membership Values

9

0 . . . .
-5000  -4000  -3000  -2000  -1000 0 1000 2000 3000 4000 5000

Universe of demand power (AP)
Fig. 7.  Designed membership functions for AP.

It is assumed that the means of demand power are change
between 1000 W and 3000 W. So, membership functions of
the demand power have been created as triangle membership
functions as depicted in Fig. 8.

1

LW AV HI

° o °
= =} oo

Membership Values

S
S

0 I . .
1000 1250 1500 1750 2000 2250 2500 2750 3000
Universe of demand power (PD) ( Watt )

Fig. 8.  Designed membership functions for demand power(PD).

The range of the delay time (tp) which will be determined
by the proposed FDM is designed between 0 and 90 minutes
then fuzzy membership functions of it has been created as
illustrated in Fig 9.
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Fig. 9.  Designed membership functions for delay time (tp).

In the simulation Case 1, it is assumed that there is no DSM
action for the customers and the customers operate their time-
shiftable loads at the specified times which is shown in Fig.6.
In the simulation Case 2, it is assumed that the proposed FDM
is active and schedule the demand requests based on the rules
on Table I. According to the both Case 1 and Case 2
simulations, the aggregated power curves are obtained as in
Fig. 10.

16000

(==with FDM based DSM
-+»'without FDM based DSM

$ 14000
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10000
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5 10 15 20 25 30 35 40 45
Time ( 30 min. intervals)

Designed membership functions for delay time (to).

Aggregated Power Consumption Curves(Watt)

Fig. 10.
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Comparison of the results are presented in Table Il. As
shown is clearly, PAR and peak power can be reduced the
FDM even with three time-shiftable loads. If the participation
of the customers to the DSM, the prediction and scheduling
will be improved, of course.

TaBLE I
COMPARISON OF THE RESULTS

With Proposed
Without DSM FDM based
DSM
Average power (W) 8527.1 8527.1
Peak power (W) 15300 14700
Peak to Average
Ratio (PAR) 1.7943 1.7239

1\VV. CONCLUSION

Demand side management is one of the key components of
the smart grids. Distribution networks in residential regions
can be faced high power demand at some periods of a day
because of high power requested devices of the residences.
The drawn high-power causes to engage extra generation units
and overloaded the distribution network. However, some
high-power demand household devices can be shift to another
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time periods. DSM studies want to shift these shiftable
appliances to lower demand regions of a day by financial

incentives. Instead of manual or human controlled
management of these appliances fuzzy logic can be good
alternative to create automated DSM system which act like
human decisions.

In this study a fuzzy decision maker has been developed to
determine optimal starting times of time shiftable loads in the
residences. The proposed system act as dynamically and can
be modified according to the objectives by changing of the
fuzzy rules. Bu the case study a mini simulation has been
studied to show effects and response of the proposed FDM
based dynamic scheduling unit. The results show that the
benefits of the scheduling and decisions of the proposed
system. This proposed FDM will be good reference for
evolving smart grids studies in the future. Of course, the
proposed FDM based scheduling system will be improved in
the next studies by comprehensive approaches.
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A System of Choice For Pre-Six Sigma Projects with the

Use of the Paraconsistent Logic

Giovanna Albertinit, Jair M. Abe?, Caique Z. Kirilo?>, Kazumi Nakamatsu®, Luiz A. de
Lima®

Abstract -Companies of products and services, implement the
six sigma methodology in several scenarios, however, without
taking into account factors (organizational climate,
organizational culture) that are fundamental to the success of the
implementation in the pre-project phase and even in the selection
of its six sigma projects. The purpose of this study is the
development of a system that uses the Paraconsistent Decision
Method to study the feasibility of its implementation in Six
Sigma in a given scenario, making the decision making more
precise. The Paraconsistent Decision Method allows the support
of paraconsistent logic in the (pre-project) phase of choice in
consideration of six sigma projects; we have the quest to enable
improvement in success accuracy in scenarios where there are
factors (organizational climate, organizational culture) critical of
success. This article aims to contribute to the constant search for
quality (reduction of defects) and mitigation of costs by
companies in low-quality scenarios (defects in products and
services).

Keywords -Six Sigma; Quality; Paraconsistent Annotated
Evidential Logic Et; Paraconsistent Decision-Making Method.

I. INTRODUCTION

According to Mikel Harry, he recognizes as a six-sigma
methodology process improvement that achieves defect levels
of 3.4 ppm (parts per million) for critical quality
characteristics of customers. Deming in 1990, in his vision of
states, reinforces that in every process there is some variation,
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in greater or lesser quantity; the key to improving processes is
to attack and reduce the cause of variation systematically.
From the tools applied logically and structured in a scenario
that has the essential for the operation and proper performance
of the system, in this scenario, a scene with an excellent
organizational climate and an ethical corporate culture,
preventing human factors can affect system performance. [2]

The question is related to the fact that the organizational
culture and organizational climate can be considered as
unstable and ephemeral since both are mostly human and
suffer constant changes which can affect the behavior of the
system.

Noticeably, or not, the most significant difficulty in the
deployment of Six Sigma is in exercising our knowledge and
their tools, where the system depends on both the team
collaboration and the environment, as well.

There are fundamentally human interactions, where these
interactions may not suffer from the human inconsistencies or
attitudes as vitiate the data obtained through the Six Sigma
projects. [6].

Problems and inconsistencies occur naturally in the
scenario with humans, not impeding the ability of reasoning
or human thought, the system can perform its knowledge of
the situation, together with the humans correctly when finding
themselves in a scenario that meets their needs entirely. [6]

Given this assumption, we have sought to establish the
feasibility of implementing the Six Sigma system, considering
the critical success factors, the organizational climate, the
organizational culture and the scenario. [6]

Considering that the decision-making has always been a
painful process for both the machine and the human, the vast
amount of data, possibility and possible results made this task
a problem that needed something new to resolve; it needed a
system capable of accurately calculate and show the possible
scenarios, a method to support decision-making. [6].

However, in addition to a support system for the decision, a
precise system, capable of calculating all the inconsistencies
of the scenario, working with a calculation which includes all
the variables and brings.

As a result, the feasibility of the System of choice for pre-
Six Sigma projects with the use of Paraconsistent Logic
becomes patent, since such logic has the ability to process
uncertain, inconsistent and even incomplete data in a non-
trivial way.

Hence we have chosen the said logical system as the logic
underlying our studies.


mailto:jairabe@uol.com.br

Sozopol, Bulgaria, June 28-30, 2018

Il. THEORETICAL BACKGROUND

A. Six Sigma

In the mid 80’s, Six Sigma was born in the company
Motorola. Directly and indirectly, the company, at that time,
was spending around 10% and 20% of revenues in low quality.
After studying the scenario, the bond between the experience
of apparent failure on clients and, also, the knowledge of
internal defects in their factories, Motorola started to be aware
of the fact that the low quality obtained a significant impact on
its profitability of primary line. [2]

Soon after its deployment at Motorola, Six Sigma has
different settings that in short, were linked to efficiency in
processes and operations, the improvement of business
processes, achieving excellence in our processes. [3]

However, the primary objective of Six Sigma continues to
lead the continuous improvement of the process of
troubleshooting  methodology, being documented and
verifiable repetition. [3]

Another definition that can be attributed to this system,
which is the definition of a management philosophy, which
seeks to achieve challenging objectives considered, reduction
of defects in products, using processes and services, through a
careful analysis of the results obtained and data collection. [1]

The level of the Six Sigma identification is taken into
account as main inputs: total opportunities (number of units
tested * possible quantities of opportunities) along with the
number of defects found. In a given hypothesis (errors found in
production) as shown in table 1, we considered the total of
opportunities = 1; then we had the perception of how impotent
means the search for the 6sigma level, which represents the
almost total extinction of defects, and consequently to the
almost 100% success.

TABLEL. PROJECT SIX SIGMA WITH TOTAL
OPPORTUNITIES = 1 AND FORMULA.

Sigma DPMO-Defects % Error - % No Error
Level per Million Six Sigma | - Six Sigma
Opportunities(DPO
x 1.000.000)
6 3,4 0,00034% | 99,99966%
5 233 0,02330% | 99,97670%
4 6210 0,62100% | 99,37900%
3 66807 6,68070% | 93,31930%
2 308538 30,85380% | 69,14620%
1 691492 69,14620% | 30,85380%

(Source: Author)

In the Six Sigma system is used the tool DMAIC (Define,
Measure, Analyse, Improve and Control)

Defines: an accurate definition of the scope of the project;

Measure: Find the focus of one or more problems in the
scenario;

Analyze Definition of the causes of each problem;

Improve: Evaluate, present and calculate possible solutions
to questions;
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Control: Ensure that the answer will keep for a long-term
goal. [6].

The logical way to use the DMAIC tool, follow the steps as
shown in figure:

Process Steps Outputs

Process understandin
Customer requiremen
= Defined opportunity
Likely benefits
Possible contributors

&
Define

Current Perfomance

= Sources of Variability

Measure

Key Variables
- Reratxonshnps

Analyse

= Implemented solution

Improve Predicted & tested results

AN aNaN'e

Key variables controlled
= Plan for stability

Training plan

Transfer as appropriate

Control

4

l Measure of benefits achieved I

Fig. 1 — DMAIC - Source: [10]

B. Success Factors of Six Sigma

It can be identified as factors affecting the system: assigned
projects and the environment in which it is being implemented,
team preparation and top management, lack of structure and
necessary knowledge to work with the system, lack of
leadership and team monitoring. Add to that the internal
processes of the company. All this leads to the prevention of
the achievement of objectives and improvement in the
operations and products of the company. [2]

The leadership can be singled out as essential and
indispensable for achieving the success of Six Sigma.
Monitoring progress and ensuring team commitment is
monitored through meetings. Such commitment constitutes
one of the fundamental tasks that an active leadership and
senior management need to realize. [2]

In addition to the performance of the high administration,
customer focus, the use of a structured method and the proper
infrastructure are considered the factors of success of Six
Sigma. [2]

C. Organizational Climate

The organizational climate can be roughly defined as the
work environment, the corporate environment, and
psychological atmosphere. Within this environment, it is easier
to detect the effects of climate change on people, affecting
mainly the performance and teamwork, both significantly
essential pillars for the performance of the system Six Sigma,
which detect for what reasons the environment is this way.[4]
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Even when, understood that the organizational climate is
fundamental of inconsistencies and unforeseen changes, makes
it essential for the study and the importance of balance in the
environment that the system works mainly with human
interactions and develops its methodology in the team. [4]

It makes the current mood is the motivation of the members
which, as a result, make the environment more productive and
satisfying, generating positive effects and animation,
collaboration and interest.

Changes happen all the time, preventing the balance still and
stable. However, control the variation and seek that doesn't
happen an extreme contrast, making the climate with foci of
disinterest, depression, dissatisfaction, in more severe cases,
which may lead to strikes, nonconformism, unrest among the
members of the scenario that consequently also become
dissatisfied with the company. [8]

The organizational climate must be studied and thoroughly
analyzed by the administrator, then, toil to encourage their
decisions, and then find it necessary, interfering in the
environment to generating positive changes and gradual
climate and organizational culture. [9]

D. Organizational culture

Speak of regulatory climate makes consequent need to speak
of corporate culture since one refers to the other. [5]

Organizational culture is what influences and defines the
regulatory environment. Would the reasons by which, the
atmosphere is the climate in which is, he is a particular climate
or not, the study of the culture, is the study of attitudes, habits,
gestures, speech, among many others, that establish the
environment and team collaboration among themselves. [5]

After setting a set of norms, values, and beliefs that guide
and normalize the behavior of particular team, becomes
noticeable that culture is broader than the organizational
climate. The importance of organizational culture is the
significant influence that it has on the environment and people.
[9

If the environment is detrimental to the team and the
processes, changes must also come from the culture, essential
points for a motivational change are communication,
competence, commitment, continuity, and understanding. [9]

E. Paraconsistent Logic

More commonly known as non-classic logic, the
paraconsistent logic goes beyond classical logic with
calculations and results, which defy the concepts defined by
classical logic. Had as precursors, the Polish logician Jan
Lukasiewicz (1878-1956) and the Russian logician Nikolai A.
Vasiliev (1880-1940) in 1910, published, regardless, jobs
where they sought to deal with the possibility of a logic which
does not exclude ab initio the contradictions. However, only in
1948, the Brazilian logician Newton C. A. da Costa and the
Polish logician StanistawJaskowski, achieve, independently,
build the Paraconsistent Logic. [7]
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The project will be used to Paraconsistent Logic Noted
Evidential - Et, in search of proofs and technical procedures,
paraconsistent logic works, in the form of degrees of evidence
or belief, with propositions accompanied by annotations. [7]

Paraconsistent logic is a fundamental instrument in various
areas and subjects due to its capacity of dealing with
uncertainties, inconsistencies, and paracompleteness. [7]

The results obtained through formulas and calculations are
positioned on the grid of the paraconsistent logic as shown in
Fig. 2.

.o

(1.0,0.0) =True

(0.0, 1.0) =False

(1.0, 1.0) = Inconsistent
(0.0, 0.0) = Paracomplete

.1 (0,0

0.1

Fig. 2 - Paraconsistent Logical Lattice- Source: [11]

F. Paraconsistent Method of Decision

The Paraconsistent Method of Decision (MPD) was
developed by Carvalho (2006) through their studies. To
recognize the factors that influence in the enterprise, causing
the success or failure, in other words, what can influence the
decision of continuity of particular project or not. [7]

It was possible to recognize that specific factors may present
different results, as favorable conditions, in other cases,
unfavorable terms, or else, can still submit circumstances
indifferent to the project. [7]

TaBLE Il
EXTREME AND NON-EXTREME STATES

Extreme States Symbol
True Vv
False F
Inconsistent T
Paracomplete L
Non-extreme states Symbol
Quasi-true tending to Inconsistent QV->T
Quasi-true tending to Paracomplete QV—_L
Quasi-false tending to Inconsistent QF—>T
Quasi-false tending to Paracomplete QF—>_L
Quasi-inconsistent tending to True QT-HV
Quasi-inconsistent tending to False QT—F
Quasi-paracomplete tending to True QL->V
Quasi-paracomplete tending to False QL—F
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The MPD receives data from the members of the decision-
making process, as the experience, uses the so-called "experts"
for evaluation, making them essential tools in the assessment
of a specific issue. Moreover, through the information
obtained, performs the calculation considering all the
possibilities, not only of the members, as well as the scenario
and the company. [7]M

ree of Uncertaimty = G

Fig.3.Extreme and non-extreme States. Source[13]

[1l. THE PROJECT

This study proposes the development of software that can
calculate the feasibility of pre-projects of Six Sigma system
through the use of the Paraconsistent Method of Decision,
aiding in the decision-making process. By using the
Paraconsistent Method of Decision, a questionnaire is
considered to collect the necessary data on the project.

The user will define the experts who will provide the
information on the project and the importance (weights) of
each expert, making the report of a particular expert more
relevant, in comparison with the other information from other
experts. Once completed the questionnaire, it will be done the
calculations with the evidence degrees, and it will be
delivered the result of viability to the user.

Whereas it is necessary to calculate many variables, the
software will be responsible for providing more accurate
information essential for the decision-making process.
Obviously precision and accuracy of the results are paramount
in this process, and of utmost importance for the scenario.

To reflect the joint influence of all factors with weight in
each decision, one must take into account the Global Analysis
and are collected by the favorable and contrary evidence
degree.

The calculation of the Global Analysis can be extracted by
the weighted average of the evidence of conviction and
uncertainties resulting from all the factors. When the weights
in each decision are equal, the Global Analysis should be
calculated by the arithmetic mean of the evidence of belief
and uncertainty, becoming the geometric center.

At this point, the study advances and reinforces the
importance of data collection by forms filled by experts to the
implementation of algorithms represented in flowcharts in a
way to implement in any computational technology and that
support the decision support by the proposed system. The
decision-making process consists of choosing one of several
alternatives. The unified process of annotated paraconsistent
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logic is proposed as an aid in the decision-making of
recounting, as follows:

TABLE I1l. UNIFIED MACRO PROCESS PARACONSISTENT
ANNOTATED LOGIC

Item | Process SubProcess

Definition Define  Proposition; Define
Factors; Define Section;

Define Database;

Use
and

Generate
Evidence
unfavorable);

Transformation Normalization;

(favorable

Calculation Calculate Maximization;
Calculate Minimization;
Calculate Evidence (Resultant
Min, Resultant Max);

Calculate Degree (Gce: Certainty,
Gco: Contradiction);

Calculate Globals Analysis (Gce:

Certainty, Gco: Contradiction);

Parameterization | Parametrize Limitvalues;

Processing Process Para-Analyzeralgorithm;

Decision-
making Support

Assists decision-making;

The use of Paraconsistent Logic Annotated as support in
decision-making in implementing six sigma projects should
fill a significant gap in the demands for products and services
that are based on the six sigma methodology. In this new
proposed form, factors of climate and/or culture should be
taken into account in the implementation of the six sigma by
managers who decide success.

IV. DiscussiON OF RESULTS

The study for the development of software capable of
bringing the Paraconsistent Method of Decision to calculate
the inconsistencies of the scenario and the people who are
part, brought more reliability and accuracy to the decision-
making process, giving due importance to the calculations and
the results obtained.

The study necessary for the development was about the
whole process from the pre-project the decision of
deployment of the system Six Sigma. The approach by the
proposed system must be based on the form that meets
propositions able to foment data in the possibility to allow the
use of paraconsistent logic and to obtain results that will aid in
the whole of decision making by six sigma projects.

Other ways of representing the paraconsistent logic with
possible implementation in a particular programming
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language are to launch the use of the flowchart, where we
have:

In this stage of the flowchart, there is an excellent
possibility of being quasi-true tending to the inconsistent, or
inconsistent tending to the True,

because the Gce and Gco conditions result in some
response and when there is no possibility to answer, it follows
in the "Y" flow to explore the possible answers offered by the
paraconsistent logic

TLV-0.5; FLV-0.5;
ILV-05: ULN-0.5;

False,

flowchart:

Fig. 4. Paraconsistent True,

Inconsistent, Paracomplete

logical

The flowchart (Fig. 4) shows that there is a possibility of
being quasi-true tending to the inconsistent, or quasi-
inconsistent tending to the True because the Gce and Gco
degrees conditions result in some response. When there is no
possibility to answer, it follows in the "Y" flow to explore the
possible answers offered by the structure of paraconsistent
logic.

The flowchart (Fig. 5) shows that there is a possibility of
being quasi-true tending to the inconsistent, or inconsistent
tending to the True because the Gce and Gco conditions result
in some response. When there is no possibility to answer, it
follows in the "Y" flow to explore the possible answers
offered by the paraconsistent logic.

The next flowchart (Fig. 6), there is a possibility of being
quasi-true  tending to the  Paracompleteness  or
Paracompleteness tending to the True, since the Gee and Gco
conditions result in some response. Moreover, when there is
no possibility to answer, it follows in the stream "Z" to
explore the possible answers offered by the paraconsistent
logic.
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Fig. 5. Paraconsistent logical flowchart: Quasi True tending to

the Inconsistent, Inconsistent tending to True

Fig. 6. Paraconsistent logical flowchart: Quasi True tending to
Paracompletenessn, Paracompletenessn tending to the True
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The flowchart (Fig. 7), there is an excellent possibility of
being quasi-false tending to full Paracompletenessn, or full
Paracompletenessn tending to false, because the Gce and Geo
conditions result in some response. Moreover, when there is
no possibility of an answer, it follows in the flow "W" to
explore the possible answers offered by the paraconsistent
logic.

Fig. 7. Paraconsistent logical flowchart: Quasi-False tending
to Paracompletenessn, Paracompletenessn tending to False

In this final step of the flowchart (Fig. 8), there is a
possibility of being quasi-false tending to the inconsistent, or
inconsistent tending to false, because the Gce and Gco
conditions result in an answer.

The functionalities of registering data on organizational
climate, registering data on organizational culture, consulting
indicative (Artificial Intelligence) of support on climate and/or
culture, should reflect in the System of choice for pre-Six
Sigma projects.

With this, the flowchart helps in the construction of the
algorithm that must reflect the use of the Paraconsistent
Annotated Logic.

For this, it is necessary to ‘translate’ what we need into
logic Et language, with a proposition that reflects the problem
and their favorable and contrary evidence, as required by the
underlying logic considered.
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Fig. 8. Paraconsistent logical flowchart: Quasi False
tending to Inconsistent, Inconsistent tending to False (Source:
Luiz A.de Lima).

V. FINAL CONSIDERATIONS

Inconsistencies and human errors continue making the
decision-making processes involved, as well as affect the
production within an organization. Calculate is not enough, it
is necessary to make these calculations automated, easy access
to the user. Make the decision-making process more accurate,
reliable and fast. The production and operations grew to
become the most common errors within the activities, the
search for the improvement of operations and the quality of
the same, brought the study and development of Six Sigma,
which proved to be a useful tool and produced results that
demonstrate the improvement in processes and production. In
addition to this study, in order to support managers for the
implementation of the six sigma methodology, we seek
artificial intelligence techniques and, in particular, parachutist
logic, aid in decision making with more accuracy and even
allowing the refuse in the implementation of six sigma
projects, when considering factors such as climate and / or
organizational culture.
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Organlzatlonal Culture Assessment Using Paraconsistent
Logic Method of Evaluation

Caique Z. Kirilo?, Jair M. Abe?, Kazumi Nakamatsu®, Marcelo Nogueira®*, Luiz Carlos
Machi Lozano®and Luiz A. de Lima®

Abstract — The present study aims to present a tool to analyze
the organizational climate adherence through the integration of
success codes and the Paraconsistent Decision Method. In this
way, contributing to a previous scenario analysis that can return
more precise feedback of the organizational culture conditions of
the organization. The Paraconsistent Decision Method has the
axillary function of the decision-making process, so when
integrated into a corporate climate analysis survey the result is a
more precise survey, where contradictions are treated in a
different way, extracted to the maximum the information
collected.

Keywords — Organizational culture; Paraconsistent Annotated
Evidential Logic Et; Paraconsistent Decision-Making Method.

I.INTRODUCTION

The consideration of a new quality management system
will have, always, to a greater or lesser degree, rivals that will
strive to hinder or even prevent the change, attitudes that can
characterize ill will or even sabotage. Part of the literature
relates to interpersonal trust many organizational variables
such as citizenship behavior, cooperation, communication
quality, performance, and troubleshooting. The trust involves
expectations of benevolence and dependence on another party
involved, where the actions of who trust are utterly related to
their perceptions and attitudes of the target of trust [1].

Even the trust and organizational culture are distinct levels
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variables, micro, and macro; respectively, there are several
indications of this relationship. Studies that analyze the
relationship between trust and organizational culture,
organizational culture as an antecedent of confidence, while
considering the faith as a variable to facilitate processes of
change in the culture of organizations [1].

Considering the organizational culture mainly as what is in
the Organization, the confidence that employees have in the
organization can contribute to anyone change. If it is
appropriate to consider that the trust stimulates beneficial
behaviors in the context of the work, it is possible to say that
one’s absence can encourage helpful little or nothing response
[1].

Based on these notes it is possible to identify the
relationship between reliability and organizational culture.
Therefore, it is necessary to use a tool that can measure the
success factors of the corporate culture to improve the security
of the actors of the organization.

After this explanation, this study presents itself divided into
five chapters. The theoretical framework is set out in Chapter
2; Emphasized the methodology in Chapter 3. Section 4
shows a discussion of the results, followed by their respective
analyses. Moreover, finally, is given in Chapter 5 the final
considerations of the present research.

Il. THEORETICAL BACKGROUNDS

In this paragraph is presented all the contents that were
used as the basis for this research, after vast bibliographical
research on Paraconsistent logic and Organizational Culture
was unable to collect the necessary material to develop a
reliable path for the present work.

A. Organizational Culture

In the social sciences, culture can be understood as that
which holds individuals of the same group in specific patterns
of behavior, are their conscious elements or not of existence
and culture. Manifestations, represented in some ways either
by attitudes, gestures, habits, that is, the various actions
expressed by members of a group, that make these individuals
part of the Group [1].

Many authors narrow the relationship  between
organizational culture and organizational climate as is the case
with Coda [2] [3], Souza and Schneider [4]. There are also
authors that deal with environment and culture as
synonymous, i.e., there's no way to talk about climate or
culture separately.

According to Oliveira [5], talking about organizational
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climate refers almost necessarily speaking also to corporate
culture as if they were conceptually inseparable.

Some of the authors who are organizational climate and
organizational culture as synonyms are Katz and Khan [6] and
[71 Milioni Toledo. Katz and Kahn conceptualize that
environment, or corporate culture reflects the norms and
values of the formal and informal system of the Organization,
namely, the concept becomes vital to be outlined the formal
and informal structure of the organization.

Organizational culture involves a complex range of
assumptions and values. Such issues are discovered or
invented by a particular group of people during attempts to
adapt to external conditions or internal. Eventually, they
become strong enough to be passed on to other members of
the Organization, whether they are new members or not, the
correct way to perceive, think, and feel in respects to such
situations [8].

The intellectual development of people is a factor
impacting on organizational culture because it is nothing more
than a set of ideas, knowledge, behavior patterns and
techniques learned in the group set [8].

The noticeable side of organizational culture is formal and
can be compared to the tip of the iceberg, that is readily
identifiable because it is equipped with technologies, artifacts,
and creations. The other side, the imperceptible, is not easily
recognizable because it consists of values, customs, and
assumptions that are deeply rooted and implicit within the
Organization [9].

To define culture as a set of values, norms and beliefs that
standardize and guide the behavior of the particular group,
note that the concept of culture is more vast and broad
definition of organizational climate [9].

Motta and Caldas [10] denote the organizational culture is a
set of beliefs, expectations, and values that are shared between
its participants and left as a legacy for future generations, and
these rules of conduct apply since high even the most simple
operator manages.

Every organization, even if informally, create one’s own
culture that for his time reflects the standards and formal
values. The concept of motivation leads us to the idea of
organizational climate, people are always in search of
satisfaction of their needs and keep their emotional balance.

The organization can be compared to a social system that
has different types of participants, which are represented by
all the elements that receive incentives and bring contributions
to the Organization's existence.

There are four types of participants, employees, investors,
suppliers, and customers. Each participant assumes his role at
any given time in the Organization, not necessarily needing to
be inside her to act, but all relate to the Organization of the
reciprocal form [8].

TABLE |

BUSINESS PARTNERS (CHIAVENATO, 2002)

Participants | Contributions(Personal Incentives

(Partners) Investments) (Expected Return)

Employees Contribute to work, Motivated by salary,
dedication, personal benefits, awards,
effort, performance, praise, and recognition
loyalty, attendance. opportunities.

Investors Contribute to money in Driven by profitability,
the form of shares, liquidity, dividends,
loans, financing. the return on

investment.

Suppliers Contribute materials, Motivated by prices,
raw materials, terms of payment,
technologies, specialized | billing, warranty of
services. new business.

Customers Contribute money to the | Motivated by price,
purchase of quality, terms of
products/services and payment and
one’s consumption or satisfaction of needs.
use.
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A process of change, to be successful, must be well
planned, well publicised, well justified and well executed. It is
of paramount to consider the climate and culture of the
organization. Need to count on the commitment of top
management,  without ~which inexorably fail. The
responsibility is the desire for real and evidenced by visible
evidence. The team responsible for the change must have a
delegation of authority to senior management. The difference
must start with the points that have a higher probability of
success so that one can produce the effect demonstration,
which will facilitate the most problematic aspects [11].

Six determinations of change should be considered:
Understanding: understanding the importance of change on
the part of senior management;

Commitment: decision to make the transition by the
persuasion of its significance;

Competence: the ability to perform the technical and
administrative change;

Correction: the absence of errors in the process of change;
Communication: information and justification to all involved
about the need and importance of change;

Continuity: ensuring that there will be no setback after
implementation.

The changes for the better comes from new concepts
and not the adoption of new methodologies. These
methodologies help only in organizations that understand their
real problems and can change their paradigms in favor of
progress [11].

The teams involved in the process of the six
determinations of change can come across incomplete,
ambiguous, vague and often contradictory to a greater or
lesser degree, making data analysis for decision making. A
non-Classical Logic can present more reliable results for this
scenario. The following will be given to Paraconsistent logic
as a helper tool for analysis of these scenarios.

B. Paraconsistent Logic Annotated Evidential Ez
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This topic introduces as purpose to introduce the
Paraconsistent Logic Annotated and Evidential, that will be
the basis for subsequent studies.

Approximately, paraconsistent logic allows contradictions
in theories based on them without trivialization. It is possible
to note that Nikolai Vasiliev and Jan Lukasiewicz discovered
Paraconsistent logician 1907 at Aristotelian level while
Stanistaw Jaskowski in 1948 and Newton da Costa in 1958
independently introduced propositional level and higher-order
logic, respectively [12].

da Costa has developed a family of Paraconsistent Logic,
propositional and predicate calculus of first-order set theory,
that is, all the standard logic levels [13].

The process of decision making is a rational process, in
which a plan of action is chosen based on various. Every
decision-making process produces a choice. The decision
refers to the process of selecting a coherent way in certain
situations [14]

All decision-making, in a company, affects the general
condition. The path to be chosen must be parsed; one should
support the decision-making process by setting ways that must
be traversed and think about what is affected by that decision
[14]

By analyzing the real world, uncertain and inconsistent
situations, we notice that in most of them we have partial
knowledge of the facts. However, it does not prevent the
development of human reasoning, that is beyond binary
relation of truth and falsehood. The need to demonstrate and
handle situations of contradiction raised an underlying logic to
formal systems, called Paraconsistent Logic [15]

The decision-making process is an excellent response.
Some people have an ease with the decision-making process.
However, others attach to the problem a disproportionate
value to their reality that wrong choices are made. [14]

The Annotated Evidential And Paraconsistent Logic Et is a
class of Paraconsistent Logic whose language contains
propositions of type p(u, A), where p is a proposition and (,
A) is an annotation constant. p indicates the favorable degree
of evidence and A the contrary evidence expressed by the
proposition p. The evidence degrees of p and A range between
the real numbers 0 and 1 [16].

The processing of input data by application of minimizing
and maximizing connectives between the Atomic Formulas A
and B, that define the resulting state of the output.

Considering two groups of experts A = (E1, E2) and B =
(E3, E4), it can be shown the connective OR application,
represented by the disjunction A v B:

E1 (ul, A1) OR E2 (u2, A2) = (max {ul, p2}, min {11, A2}) =
air (ul, A1)

E3 (ul, A1) OR E4 (u2, 22) = (max {ul, u2}, min {A1, A2}) =
(n2,22)

Then, the application of connective AND, among the signs
noted in air and BR, representing the conjunction A AIR BR:

R = (ul, A1) AND BR (p2, A2) = (min {pl, u2}, Max {Al,
A2}) =R (ul, A1)

After applying the maximization and minimization, the
degrees of certainty and uncertainty are obtained by Degree of
certainty: Gee(u, A) = p-A; Degree of Uncertainty: Gun (u, L)
= u + A-1.With the values of Gce and Gun obtained, identifies
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the logical State arising through the analysis of t in lattice Fig.
2.

aF=>T |aT=F

Sl aT-V

al—F av—>T

Ql—Y |Qv—>l

i

Fig. 2 — Extreme and non-extreme States Source: [15]

TABLE Il - EXTREMES STATES SOURCE: [15]

Extreme State Symbol
True V
False F
Inconsistent T
Paracomplete 1

TABLE |1l NON-EXTREMES STATES - SOURCE: [15]

Non-extreme State Symbol
Quasi-true tending to the Inconsistent QV->T
Quiasi-true tending to Paracomplete QV—>_L
Quiasi-false tending to the Inconsistent QF>T
Quiasi-false tending to Paracomplete QF—>_L
Quasi-inconsistent tending to the True QT->V
Quasi-inconsistent tending to False QT—F
Quasi-paracomplete tending to True Ql-V
Quasi-paracomplete tending to False Ql—>F
C. Paraconsistent Method of Decision
Based on studies of [20], you can synthesize

Paraconsistent method definition of decision (MPD), which is
a method that assists decision-making using Paraconsistent
Logic.

Paraconsistent method of Decision was developed by [21],
which sought to identify factors that influence the success or
failure of a project, namely, that end up affecting the decision
to carry out a plan or not. The analysis made it possible to
identify what attributes can in some cases indicate favorable
conditions in other unfavorable and other circumstances
indifferent. These factors may be of different orders:
economic, social, legal, environmental, political, technical,
among others [21].

MPD uses as "input” (in) the experience of the participants
in the decision-making process that are called experts as an
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essential tool of assessment of the particular issue, enabling or
precludes a situation any [17].

Starting a problem, question or note, which gets its name
from the proposition, the method determines the need to finish
the so-called factors, which as the name implies are the factors
that impact on the viability or infeasibility of this proposition
[18].

The factors can be severed to increase the accuracy of the
analysis of a particular factor, sections created can extract
more from the knowledge of the experts who are evaluating
the [17].

Paraconsistent decision method consists of basically eight
steps [20]:

1. Define the degree of demand that is parameterized on
the decision-making process.

2. Define the factors that impact the proposition that will
be parsed.

3. Set the sections that constitute the factors, to explain
better the factor limits; there is no limit of sections to give the
factor or a pattern to be followed.

4. Form the database, which can be formed by the weights
also assigned factors and by evidence favorable factors and
evidence to the contrary, that are deposited to each factor and
its sections; such weights and opinions are taken from people
who are considered experts in the field of knowledge that the
proposition is inserted.

5. Carry out field research to establish, in which condition
each of the factors.

6. Get the of the favorable evidence degree (ai, R) and the
contrary evidence degree (bi, R) (1 <i < n) for each of the
factors (Fi) and the sections (Spj) considered.

For that consider applications of the techniques of
maximizing (MAX operator) and minimizing (MIN operator)
of logic andr.

7. Obtain the degree of favorable evidence (aw) and the
degree of evidence to the contrary (bw) of the global analysis
representing the chosen factors in the lattice t.

8. Finally, decide with the aid of the data obtained.

The theoretical basis for the MPD (Paraconsistent Method
of the decision) is based on the rules of maximizing and
minimizing of the Paraconsistent Annotated Evidential Logic
Et.

Such rules are applied to favorable evidence degrees (u)
and contrary evidence degrees (1).

The application of the rules of maximization and
minimization can be performed as follows:

1. Making the maximization of degrees of evidence to a
set of notes, to get:

The best evidence that is favorable (The highest value of
favorable evidence p)

The worst evidence that would be contrary (The highest value
of contrary evidence 1)

2. Also, we consider the degree of certainty:

Gece = p - A, which in a way, reflects how much the
information contained in this set allow to infer the truth or the
falsity of the premise. (This form is more intuitive and leads
to more predictable and consistent results).

Maximizing the degree of certainty (Gce) is seeking:

The best evidence that is favorable (The highest value of
favorable evidence p)
The best evidence would be contrary (The lowest value of
favorable evidence 1)
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Moreover, consequently, minimizing search:
The worst evidence that is favorable (The lowest value of
favorable evidence p)
The worst evidence that would be contrary (The highest
value of favorable evidence 1)
The MPD, as a tool to aid decision making based on
paraconsistent logic plays a vital role in the treatment of the
views of its members, taking into account its contradictions
and that in some instances it is significant for decision-making
more accurate, therefore, has much to contribute to human
relations within the Six Sigma. Six Sigma has tools contribute
to the improvement of quality, but these tools are subject to
human intervention, which can change the results and create a
false impression of success, however, which does not hold in
the long run.

I11. APPLICATION

A. The Survey

The survey presented in this chapter is an adaptation of the
work of Liza f. de Carvalho [23], which adapted your work,
translating and improving the tool (OCAI ®). We consider
now a well-known tool for the diagnosis of an organization’s
organizational culture Organizational Culture Assessment
Instrument (OCAI) and consists of four sections composed of
questions are assigned scores of 0 to 100. These scores are
then calculated and will serve as a diagnosis of the current
culture and preferred. The process used in the diagnosis is
simple: first answered the questions knowing the current
conditions of the Organization, then responds again, but now
having in mind the situation, Quinn and Cameron [24] stress
that was necessary during the distribution of some variables
coming up so the two dimensions. The first dimension
differentiates on the one hand effectiveness criteria focused on
flexibility, discretion, and dynamism, of principles which
emphasize the stability, order, and control. Some
organizations are seen as active as remain in constant
movement, adaptable and organic. Others are considered
adequate if they remain stable and static [23]. The second
dimension differentiates effectiveness criteria  which
emphasize internal guidance, integration, and unity, of
external guidance criteria, differentiation, and rivalry. Some
organizations work harmoniously focusing on interior features
while others know the success and are recognized for work
with other organizations external to itself [23]. So, if form
four quadrants and born around these dimensions. These
quadrants represent forces or opposing dynamics, typeset by
Quinn. Each quadrant represents basic assumptions,
guidelines, and values, the same elements that make up an
organizational culture. The OCAI ®, as well, is an instrument
that allows the diagnosis of the dominant orientation of the
organization based on the types of nuclear culture [24]. The
goal of the OCAI ® is to evaluate six dimensions of
organization: Dominant  Characteristics, organizational
leadership, people management, Organizational, Strategic
emphasis on Uniqueness and Success criteria, sorting into four
types of dominant corporate culture: Team, Innovation,



brocesses and results and their respective foci, represented by

the matrix below:

Flexibility
Freedom
Dynamism

Team

Internal Focus
Integration
unity

Processes

Stability
Order
Control

Results

Innovation
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External Focus
Differentiation
Competitiveness

Fig. 3— OCAI Array Source: (Cameron and Quinn, 2006)

Fill in the fields "I believe™" with the percentage of how much you
believe in the affirmation and the field "I do not believe" with the
percentage of how much you do not believe in the statement

Dominant Features

| believe

I do not
believe

The organization is very familiar.
People tend to share enough of
themselves.

The organization is very dynamic and
enterprising. People are willing to
commit to taking risks.

The organization is very results-
oriented. One of the most significant
concerns is implementing the work.
People are competitive and results-
oriented.

The organization is very controlled
and structured. Formal and
established standards guide people.

Organizational Leadership

In an organization, leadership is
usually supporting example,
counseling, and training

In an organization, leadership is
usually an example of
entrepreneurship, innovation and
willingness to take risks.

In an organization, leadership is
usually an example of objectivity,
combativeness and results orientation.

In an organization, leadership is
usually an example of coordination
and continuous management of
efficiency.

Management of employees

The employee management style is
characterized by promoting
teamwork, consensus, and
participation.

The employee management style is
characterized by valuing the
autonomy, the risk, and the creative
spirit
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The employee management style is
characterized by developing the
competitiveness, promote the results
and achievement of goals.

The management style is
characterized by employees to ensure
job security, compliance, and stability
of relations

Organizational Cohesion

Loyalty and mutual trust are what
keeps the organization cohesive. The
commitment to the organization is
high.

What keeps the cohesive
organization's commitment to
innovation and growth. What's
important is being on the cutting
edge.

What keeps the cohesive
organization's commitment to
achieving and exceeding goals. Win,
be energetic and combative, are
current themes.

What keeps the cohesive organization
are the formal rules and policies.
Stability and balance are critical.

Strategic Emphasis

For the organization, it is essential to
the development of people. Value
trust, openness, and participation.

For the organization, it is vital to the
acquisition of new capabilities and
the creation of new challenges. Value
the new experiences and to prospect
for new opportunities.

For the organization, it is crucial to
competitiveness and performance.
The emphasis is on overcoming the
ambitious goals and on market
supremacy.

For the organization, it is essential the
permanence and stability. Focusing
on the control, the efficiency and the
fluidity of the operations.

Success criterion

The success of the organization is
defined based on the development of
human resources, the teamwork, the
degree of involvement of its
employees and concern for people.

The success of the organization is
defined based on the uniqueness and
novelty of their products and services.
Itis a leading product and innovation.

The success of the organization is
defined based on conquest and
supremacy of market. The posts are
market leaders and competitive
advantage.

The success of the organization is
defined based on efficiency. The
crucial aspects are the satisfaction of
commitments, planning and cost
control.
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B. Collection of the data

After collecting the data obtained through the survey, there
will be an array of knowledge compatible with a
paraconsistent system, which works as follows:

* Step 1: receipt of the information.

The information is obtained using two independent
variables, which are between 0 and 1, the first being the
degree of favorable evidence and the second, the degree of
evidence to the contrary.

* Step two: Data Processing.

The data are processed using the following equations:

a) GCT = (A + p)-1 to find the degree of contradiction.

b) GC = (u-)), to find the degree of certainty

* Step three: conclusion

To perform the completion, the following conditions:

a) and there is a high degree of contradiction, there is no
certainty yet about the decision. Therefore, they must seek
new evidence.

b) and there is a low degree of Contradiction, one can
formulate the conclusion since it has a high degree of
certainty.

IV. DiscussioN OF RESULTS

This Work, with a broad view on the subjects discussed,
invites the reader to reflect on the use of paraconsistent logic
as a way to improve analysis and assessment of organizational
culture. By studying the organizational culture, both in theory
and in practice it was possible to analyze that even being a
qualitative process based on reviews and human sensors, it is
necessary that there are statistical techniques of high
reliability to maintain organizational culture healthy.

A. Analysis of the results

The bibliographic survey was of importance to elucidate all
the way by which the research would pass, many authors have
dedicated much of their lives to consolidate the concepts
employed in this research, denoting the importance of latent
areas that have been addressed.

The resulting survey work analyses the organizational
culture by assisting in paraconsistent, method such factors are
of concern for the success of the survey presented because its
perspective differs from common surveys.

Affirmations instead of questions were used to put the
expert in the proposed scenario, and so he returns with the
data of how that scenario is compatible with his reality.

Thus creating a context analysis more comfortable for the
respondent, there are no wrong answers, including its
contradictions will be used in the decision-making process.

V. FINAL CONSIDERATIONS

Times have changed, the way an organization behaves is
not the same as years ago, where previously the Moldovan
culture organization of employees, today the environment
shapes the Organization's culture. Even when the focus of the
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organization is not directly related to improving the
organizational culture, as in the implementation of Six Sigma,
such factors nowadays are indispensable for the successful
implementation of the quality improvement process, because
the Organization is made by individuals who are entirely
affected by organizational culture. However, in practice, there
is no significant improvement. The Surveys can be reworked
and customized according to each case study, keeping the
main base and adding the desired score to each particular job.
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An Expert System for Uncertain, Inconsistent, and
Paracomplete Data Decision-Making
Jair M. Abe!, Kazumi Nakamatsu?, Seiki Akama?®, and Ari Ahrary*

Abstract — Nowadays deal with big data or lack of data are an
ordinary matter. We need more formal and generic tools to deal
with. In this review paper, we discuss a skeleton of an expert
system which can deal with such concepts, uncertain,
inconsistent and paracomplete data without the danger of
trivialization. Such skeleton leans on paraconsistent annotated
evidential logic Et. More specifically, in the underlying of the
lattice of truth-values and an algorithm called para-analyzer.

Keywords — Expert systems; Inconsistency; Paracompleteness;
Uncertainty; Decision-Making.

. INTRODUCTION

The contradictions or inconsistencies, as well as
uncertainties, are common when we make the description of
parts of the real world. The control systems used in
Automation and Robotics and the Expert Systems used in Al
perform this description, in general, with base in the classical
logic. The classical logic makes this description considering
only two states. These common binary systems cannot
manipulate the contradictory situations appropriately.
Paraconsistent logic was born of the need to find means for
giving a non-trivial treatment to the contradictory situations.
The Paraconsistent logics have presented results that make
possible to consider the inconsistencies in its structure in a
non-trivial way. Abe and collaborators, has shown some
applications of the concept of paraconsistency in areas
mentioned above [2], [4], [5].

Il. THE PARACONSISTENT ANNOTATED LoGIC Et

The atomic formulas of the paraconsistent annotated logic
Et is of the type pg, »), where (u, 1) € [0, 1]? and [0, 1] is the
real unitary interval (p denotes a propositional variable).
There is an order relation defined on [0, 1]% (u1, A1) < (2, A2)
& < pp and A < Az . Such ordered system constitutes a
lattice that will be symbolized by t. A detailed account is to
be found in [1], [3].

LJair M. Abe - Graduate Program in Production Engineering, Paulista
University, R. Dr. Bacelar, 1212, CEP 04026-002 Sao Paulo — SP,
Brazil, E-mail: jairabe@uol.com.br.

2 Kazumi Nakamatsu - School of Human Science and
Environment/H.S.E. — University of Hyogo, Japan,
nakamatu@shse.u-hyogo.ac.jp

3 Seiki Akama, C-Republic, Tokyo, Japan, E-mail:
akama@jcom.home.ne.jp

4 Alireza Ahrary - Faculty of Computer and Information Sciences -
Sojo University, Kumamoto, Japan, E-mail: ahrary@ieee.org

P, ») can be intuitively read: “It is believed that p’s belief
degree (or favorable evidence) is p and disbelief degree (or
contrary evidence) is A.” [1]

So, we have some interesting examples:

Pa.o, 0.0) can be read as a true proposition.

Pw.o, 1.0y can be read as a false proposition.

Pa.o, .0y can be read as an inconsistent proposition.

P.o,0.0) can be read as a paracomplete (unknown)
proposition.

®  Ps, o5 can be read as an indefinite proposition.

Note. The concept of paracompleteness is the “dual” of the
concept of inconsistency.

The consideration of the values other than evidence, such as
belief degree and disbelief degree is made, for example, by
experts that use heuristics knowledge, probability [12] or
statistics [13].

The output can be of two types: situations of extreme states
that are, False, True, Inconsistent and Paracomplete, and the
situations of non-extreme states, all these situations are

represented in the lattice presented in the next figure:
(1.0)

(1.0,0.0) =True

(0.0, 1.0) =False

(1.0, 1.0) = Inconsistent
(0.0, 0.0) = Paracomplete

(1.1 (0,0}

on

Fig. 1. Lattice t

There is a natural operator in the lattice ~:|t|—|t]is
defined as ~ [(u, A)] = (A, w). Such operator works as the
“meaning” of the logical negation of the logic Ex.

Also we have the operations OR and AND:

(1, A1) OR (p2, A2) = (Max{pa, p2}, Min{As, A2})

(1, A1) AND (pz2, 22) = (Min{pa, po}, Max{As, A2})

Where Max and Min are the usual maximization and
minimization operations on real numbers with usual order.

The usual cartesian system can represent the lattice .
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A Segment Perfectly
/ Defined
B=(01) c=(1.1)
Segment Perfectly
™ Indefined
D={00) &=(1,0)
1L

Fig. 2. Segments Perfectly Defined and Undefined

We can consider several important segments:

Segment DB - segment perfectly defined: p +A-1=0
Segment AC - segment perfectly undefined: p -1 =0
Segment DB - segment perfectly defined: p +A-1=0
Segment AC - segment perfectly undefined: p -1 =0
Uncertainty Degree: Gun(p, A) = p + A - 1; Certainty Degree:
Gee(p, 1) = - 2

To fix ideas, with the uncertainty and certainty degrees we
can get the following 12 regions of output: extreme states that
are, False, True, Inconsistent and Paracomplete, and non-
extreme states. All the states are represented in the lattice of
the next figure: such lattice t can be represented by the usual
Cartesian system (Figure 4).

These states can be described with the values of the
certainty degree and uncertainty degree using suitable
equations. In this work, we have chosen the resolution 12
(number of the regions considered according to the Figure 1),
but the resolution is entirely dependent on the precision of the
analysis required in the output, and it can be externally
adapted according to the applications.

So, such limit values called Control Values are:

V.ic = maximum value of uncertainty control = Cs
Veve = maximum value of certainty control = C;
Vepa = minimum value of uncertainty control = Cy4
Vera = minimum value of certainty control = C,

In this paper we have used: C;= C3= ' and
Co=Cy=-%.

Degree of Uncertainty — G,

A
+1
T Vave=Cy
V= Ca QAT—F |QT=V
F |OF>T QV—-T Degree of Certainty - G,
1 QF—» L1 | ~NQV—L "
1 Ql-V
OL=F i Vepa= Ca

Fig. 3. Representation of the certainty degrees and uncertainty
degrees.

With the values in the lattice, some regions can be
considered in the unitary square of the Cartesian plan that will
define the outputs resulting states.

These states can be described with the values of the
certainty degree and contradiction degree using the equations.

In this work, we have chosen the resolution 12 (number of
the regions (states) considered according to in Figure 4), but
the resolution is entirely dependent on the precision of the
analysis required in the output. Also, the resolution (states)
can be easily modified according to each application and
accuracy requested.

TABLE |
EXTREME AND NON-EXTREME STATES

Extreme States Symbol
True \Y
False F
Inconsistent T
Paracomplete L
Non-extreme states Symbol
Quasi-true tending to Inconsistent QV->T
Quasi-true tending to Paracomplete QV—>Ll
Quasi-false tending to Inconsistent QF->T
Quasi-false tending to Paracomplete QF—>L
Quasi-inconsistent tending to True QT->V
Quasi-inconsistent tending to False QT—F
Quasi-paracomplete tending to True QL-V
Quasi-paracomplete tending to False QL—oF
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A
F T
OF—=T | aT—=F
QF—= 1 o=
al—F v T
al—Y |Ov—L
L W
j ’
e

Fig. 4. Representation of the extreme and non-extreme
state's regions

To make easier the recognition of each region, each one
received a denomination in agreement with its proximity to
the extreme states points of the lattice.

The algorithm that expresses the calculations of the inputs
p and A is:

I1l. ALGORITHM PARA-ANALYZER

In what follows, we present the algorithm para-analyzer [10].
The primary concern in any analysis is to know how to
measure or to determine the certainty degree regarding a
proposition if it is False or True. Therefore, for this, we take
into account only the certainty degree Ge. The uncertainty
degree Gy indicates the measure of the inconsistency or
paracompleteness. If the certainty degree is low or the
uncertainty degree is high, it generates an indefinite.

The resulting certainty degree Ge. is obtained as follows:
If: Vefa € Gun < Vee OF Viie <G <Vga = G =
Indefinite
For: Vepa < Gun < Viic
If: Gun < Vea = Gee = False with degree Gyn

Viic £ Gun = Gee = True with degree Gun

The algorithm Para-analyzer is as follows:

*/ Definitions of the values */

Maxyee = C1 */ maximum value of
certainty Control*/

Maxyete = C3 */ maximum value of
uncertainty control*/

Minyeec = Cz */ minimum value of
certainty Control */
Minyete = Cs4 */ minimum value of

uncertainty control*/
*/ Input Variables */

n
A
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*/ Output Variables */

digital output S1

Analogical output = S2a

Analogical output S2b

* / Mathematical expressions * /

being:

0f p £ 1 and 05 AL 1

Gun(H; 7\4) = H+ A= 1;

Gce(u; 7\4) [ 7\4

* / determination of the extreme
states * /

if Gee(MU; A) > C; then S; =V

if Gee(M; A) > Cp then S; =T

if Gun(M; A) > C3 then S; = F

if Gun(u; A) £ Cs4 then S; = L

*/ determination of the non-extreme
states * /

for 0 € Gee < C; and 0 £ Gun < Cy

if Gee > Gun then S; = QV-HT

else 51 = QT—>V

fOI‘OSGce<C1 andC4<GunSO

if Gee 2 | Gun | then S1 = QV—l

else S; = Ql—>V

for C3<GceSOandC4<GunSO

if |Gee | 2 | Gun | then S; = QF—L

else S; = Ql—>F

for C3< Gee £ 0 and 0 £ Gun < Co

If |Gee | 2 Gun then S; = QF-T

else S; = QT—>F

Get = Saa

Gee = S2

*/ END */

In this way, contradictory, paracomplete, and uncertainty
information can be treated in a close approach to the reality,
through combinations of evidence.

The external adjust permitted in the defined regions of the
unitary square of degrees, make the applications of the “Para-
analyzer” more natural and more faithful when in the
elaboration of control systems for Automation areas, Artificial
Intelligence, and Robotics. The Para-analyzer also allows
optimization and offers good controllability of operations,
including crucial situations of the real world. The
visualization through the Hasse's diagram of the lattice, with
the axis of values of certainty degrees and the contradiction
degrees, gives a more realistic vision of the situations through
sensor information of the environment at any moment,
portraying several conditions more entirely and faithfully.
Therefore, the fundamental importance of the algorithm
presented is to show that the Paraconsistent logic is applicable
in real systems.

Some examples of applications are in Expert Systems,
Neural Networks, Robotics and Artificial Intelligence [2], [8].

I\V/. APPLICATION TO INCREASE INDUSTRIAL
EQUIPMENT AVAILABILITY THROUGH
MAINTENANCE
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Industrial equipment needs a permanent availability
through conservation. Information about the material is
captured by many devices such as sensors, visual cameras,
etc. Such information almost always contains uncertainties
and conflicts. We show how the Para-analyzer can be useful
to increase equipment availability through maintenance.

Suppose that three experts are making the maintenance of
some equipment. The chief engineer receives an amount of
information, each of them is a proposition with a certainty
degree and uncertainty degree (or if it is the case, favorable
evidence and contrary evidence degrees): for instance, last
maintenance, past recordings, etc.

The information, whatever they come, can have
agreements, disagreements or even uncertainties. The Para-
analyser proposed can perform paraconsistent reasoning that
will analyze each evidence for the favorable and contrary
evidence. A suggested form for this implementation is the use
of a maximization analysis with the connective OR and
minimization with the connective AND among the three
experts' information. The figure 5 display this
implementation.

PROPOSITION

Flma

PARA-ANALY ZER

Decision

Fig. 5. Symbolic net of the information given by three experts.

The next table Il displays the net with more details, where it
stands out the action Para-analyzer in the information brought
by the three experts.

TaBLE Il
RESULTING ANALYSIS BY THE THREE EXPERTS

E2 |OR AND | RESULTING STATE

A

<I<|<|[H A A |H
<4 | = 1| <|H
<4 | = | <|H
<4 | = 7| <|H
®@m m O O W

= <A A A A A
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VI]iit|VI]Ll] 1 H
FlrslT || 7 |
F{V|L|V]| V J
F|I|F|F|F F K
FlL]F L] 1 L
Lttt T M

L V|V ]|V]|] V N

L |F|F|F F )
L] L1 L P

E1l = Expert 1 OR = maximization
E2 = Expert 2 AND = minimization
E3 = Expert 3

Description of each resulting State of the table:

State A - All the three experts are presenting inconsistent
values. Therefore the system should go back requesting new
information.

State B - Two of the three experts are presenting true
values. Therefore the system concludes that the proposition is
true.

State C - Two of the three experts are presenting false
values. Therefore the system concludes that the proposition is
false.

State D - Two of the three experts are presenting indefinite
values. Therefore the system should go back requesting more
information for the two experts that present amount of
insufficient data.

State E - Two of the three experts are presenting
inconsistent values. Therefore the system should come back
requesting new information for the two experts that present
contradictions.

State F - All the three experts are presenting true values.
Therefore the system concludes that the proposition is true.

State G - Two of the three experts are presenting false
values. Therefore the system concludes that the proposition is
false.

State H - Two of the three experts are presenting indefinite
values. Therefore the system should come back requesting
more information for the two experts that present amount of
insufficient data.

State | - Two of the three experts are presenting
inconsistent values. Therefore the system should go back
requesting new information for the two experts that present
contradictions.

State J - All the three experts are presenting true values.
Therefore the system concludes that the proposition is true.

State K - Two of the three experts are presenting false
values. Therefore the system concludes that the proposition is
false.

State L - Two of the three experts are presenting indefinite
values. Therefore the system should come back requesting
more information for the two experts that present amount
insufficient of information.

State M - A specialist is presenting indefinite values and the
other ones two they are presenting inconsistent values.
Therefore the system should come back requesting more
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information for the specialist than he/she has the little amount
and new information for the two that present contradictions.

State N - A specialist is presenting indefinite values and the
other ones two they are presenting true values. Therefore the
system concludes that the proposition is true.

State O - A specialist is presenting indefinite values and the
other ones two they are showing false values. Therefore the
system concludes that the proposition is false.

State P - All the three experts are presenting indefinite
values. Therefore the system should come back requesting
more information because all are coming in insufficient
amounts for analyses.

The return conditions described in the analysis of table Il
they do not necessarily force that the system specialist
paraconsistent should make new searches of evidence, but, to
the opposite, until they can be conclusive depending on the
resulting values of the certainty degrees and uncertainty.

The values of certainty degrees and of uncertainty they can
decide the conclusion in the cases in that, after the analysis,
are obtained resulting states of inconsistencies or
inconclusive. The certainty degree Gce and the one of
uncertainty degree Gun are values that can be compared with
the resultants of other analyses and the system can then, to
decide for that that presents a smaller uncertainty degree or
greater certainty degree, depending on the application of the
project.

In this example, the paraconsistent expert system that
analyses the proposition "the equipment need to make
maintenance,” examines various information. The result
brings as answer a been resulting suitable for two values of
certainty degree Gce and of uncertainty Gun that gives full
conditions to the control System to make a decision and to
choose when is the instant to stop.

V. CONCLUSION

In this paper, we have sketched an expert system based on
Paraconsistent Annotated Evidential Logic Et. Due to the
properties of logic Et, such expert systems can deal directly
with imprecise, inconsistent, and paracomplete data, analyzing
more reliable and realistic data, without the need to use extra-
logical devices.

A suitable combination of the para-analyzer algorithm can
be used as a tool in a flexible ways, can be applied in
problems of greater complexity.
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Checking of Real-Time Control Logic Specifications
using Logic Programming and SMT solvers

Andrey Tyugashev! and Dmitrii Zheleznov?

Abstract —In this paper the information about application of
SMT solvers in area of Mission Critical Software verification are
given. Rules of verification are based on Real-Time Control
Algorithm’s Logic. Required specification can be feasible or non-
feasible on defined basis of functional control processes. In
proposed approach, feasibility of the specification is being
checked by SMT solver Z3. SMT Solver is called from special
Java application through API.

Keywords —control logic; functional process; logical vector;
real-time control algorithm; logic programming; SMT solver.

. INTRODUCTION

The modern technical object such as airplane, submarine,
spacecraft or nuclear power station can be reviewed as
‘system of the systems’ including a lot of subsystems,
actuators, sensors, other devices. Like an orchestra playing
symphony, all of these devices should co-function in
harmonic manner to produce a useful outcome. Each
instrument must to start play at a right time. In orchestra, the
conductor performs control functions. In modern complex
technical complexes, the control system should provide the
same functionality. The human could be involved in the
process in case of automated control, or not be involved in
case of automatic system. Discussing complexity level of
control system we can note that in according to Ashby’s Law
of Requisite Variety [1], “Variety absorbs variety”, so the
complexity of control system should be adequate to
complexity of controlled object. Control system realizes
corresponding control algorithms. The ‘input data’ for control
algorithms is so-named ‘control logic’. In fact, this logic is
representation of coordinated functioning of all units needed
to achieve the goal of our system. The ‘coordinated’ word
means here both semantic coordination related to physical
restrictions and logic of actions, and coordination in time. The
time characteristics of control logic should be adequate to
speed of ongoing physical processes associated with the
controlled technical complex [2-5].

The very important problem for control logic of complex
technical object is evaluation of its parameters and checking if
these values are correspond to existing physical and
technological constraints. This issue is actual both at design
stage when the key question is feasibility of requirements, and
during operation of existing technical object when we need,

tAndrey Tyugashev is with the Dept. of Applied Mathematics and
Computer Science, Samara State Transport University, 2V Svobody
Street, Samara 443066, Russia, E-mail: a.tyugashev@samgups.ru.
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for example, to analyze performance. This paper is focused on
timing (synchronization) parameters, and degree of use of
accessible resources (level of workload/overload). The
problem has an additional importance due to its straight
connection to dependability/safety issues.

Today, as a rule, the control logic’s evaluation is being
performed by human. Unfortunately, the number of
parameters which must be analyzed, for example, for modern
spacecraft, can be very big and exceeds the human
opportunities. The purpose of the work is to provide
automation to this process. We utilize two approaches for
evaluation of the control logic — use of SMT solvers, and
logical programming.

Herewith, we can review potentially useful approach
connected with apply of existing SMT automation tools to
provide assistance to specialists responsible for control logic’s
evaluation [6-7]. The very popular and promising technology
today is Satisfiability Modulo Theories (SMT) approach.
SMT supported by a lot of commercial and free solvers such
as ABSolver, Alt-Ergo, Barcelogic, MathSAT, CVC,
OpenSMT, Simplify, STeP, Yices, Z3, etc. We can specify the
existing constraints using smt-lib formal language, and then
get the answer if the system satisfies (sat) the constraints, or
not (unsat). The system even can calculate the values of the
variables which provide satisfiability.

In this paper we want also to remind about power and
opportunities provided by logic programming. In fact, internal
logical inference machine provide us with opportunities
comparable with features of modern SMT solvers. Moreover,
the logic programming systems are very close by their nature
to specificity of Real-Time Control Algorithm’s Logic applied
to checking of properties of control algorithms. So, we present
the corresponding example of application of logic
programming in our domain.

Il. METHOD

A. Real-Time Control Logic

In previous papers [3,6,7] we had proposed the semantic
model for real-time control algorithm. The model represents
control actions by the set of following tuples:

RTCL = {<fi, ti,5 li>},i=1..N (1)

fi represents an identifier of functional process to be
executed, and: t; — time of f; begin (non-negative integer), z —
its duration (non-negative integer). l; is a ‘logical vector’
defining whether process should be executed. The logical
vector consists of logical variables within checked values:
(=0, =1, = 0, as=H, as=H). Herewith, 1 and 0
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corresponds to True and False, and ‘H¢ value means that
execution of the process is not depends on value of this logical
variable. The presence of logical variables in the model allows
specifying a set of options of implementation of the algorithm
(including normal and abnormal situations).

Some parameters can be specified by a known constants,
some be initially unknown and stated as variables.

The constraints and requirements for real-time control logic
can be specified using language of CA formal theory (calculus
of real-time control algorithms) proposed by A.A. Kalentyev
[3-4]. The extended version of this theory developed by
author [6] — Real-Time Control Algorithm’s Logic allows its
usage for real control logic specification and verification.

We focus on synchronization of functional processes to be
executed. The synchronization of two processes can be
expressed by following operators: coincidence by begin
(named CH from Russian abbreviation), coincidence by end
(named CK), direct following (—), time uncrossing (<>),
precedence (<), strict precedence (<<), the overlap with the
specified shift (H), parameterized following with the
specification of the delay (3A). Table 1 unites short reference
descriptions of them.

fi

Fig. 1. Coincidence ‘begin-begin’ CH

The sense of operators becomes quite clear after looking at
Figl-6.

f1

Fig. 2. Coincidence ‘end-end’ CK

The operators: <. << and <> expressed ‘soft’ bindings
where times of processes’ begins and ends may vary in some
intervals.

f1
fz
Fig. 3. Direct following
f]
fy
Fig. 4. Strict precedence
f;
f-
- AT

Fia. 5. Parameterized followina

Special operator <I> means logical incompatibility of
actions, i.e. the processes cannot be found in the same case of
execution. This is means that the same logical variable has
value 1 in one vector, and O in another.

f1

Dy

Fig. 6. Parameterized overlap

These formal calculi are strong associated with algebraic
models or real-time control algorithms [6].



Sozopol, Bulgaria, June 28-30, 2018

TABLE | OPERATORS OF RTCL

Name Mean Signature

CH ‘begin-begin’ (UA;, UAy) —» UA

CK ‘end-end’ (UA;, UAy) —» UA

— direct following (UA1, UAy) —» UA

H parameterized (UA1, UA,, int) —» UA
overlay

34 parameterized (UA1, UA,, int) —» UA
following

@ absolute time binding | (UA, integer) — UA

= qualification by (condition, UA) — UA
logical condition

In some cases (due to values of involved variables, and
specification to be checked) specification can be feasible with
certain parameters of functional processes, but unfeasible with
other parameters. The reader can found more detailed
description in [7].

Example 1. For the following synchronization
requirements: fy CHf; ; f1 — f3;fa CK f5; f3 — fa; f2—fs5, and
parameters’ values zz =20, »» = 100, z =200, » = 10, © =
50, the specification is not feasible due to violation of f,—fs
requirement (this fact is obvious when we look at Fig. 7).

Fig. 5. Example of feasibility checking

But if we have the another parameters, for example, =z = 100,
n»n =150, » =70, w = 10, » = 50, specification becomes
feasible (see Figure 8).

Fig. 6. Example of feasibility checking
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The very important point is that this model can be applied
not only for real-time spacecraft’s flight control software
(domain where it was initially developed), but for
representation of any sort of activity/processes performed by
human, robots, various mechanisms, etc. In other words, the
presented model is invariant to nature of performer. But at the
same time, the model has enough expressive power for
adequate representing of Real-Time control logic’s complex
features in ‘time space’ and ‘logical space’.

B. Ways of utilization of SMT solvers functionality

It is not a wonder that the fundamental mathematical
objects such as integers, rational and real numbers, vectors,
and matrix are supported by existing SMT solvers by
default. Consequently, if we will know how we can
transform requirements applicable to control logic into
requirements applicable to mentioned objects, then we have
possibility to utilize functionality of available SMT solvers.

To do this, we use the following transition from relations
between functional processes described as formulas of
RTCL, to equations and inequalities on numbers.

TaABLE Il
ASSOCIATIONS BETWEEN THE CONTROL LOGIC REQUIREMENTS AND
INEQUALITIES AND EQUATIONS WITH NUMBERS

RTCL requires comment
formulae

fi CHfj ti =1 equation of numbers

fi CKfj ti+a=t+qg equation of numbers

fi > ti+a=t equation of numbers
3A(fi, fj,0) ti+a+d=4 equation of numbers
H(fi, fj,9) ti+ 5=t equation of numbers

fi <fj ti<t inequality of numbers

fi<<f ti+ 5 <t inequality of numbers

fi<>f; | ti+ <t Vt+ g | disjunction of inequalities

< ti
fi <I> set of boolean logical incompatibilities
equations of FPs (see above)

C. SMT based Software Tool Prototype

Some of free SMT solvers provide API for calling them
from user software. Some of them, for instance, Z3, accessible
through Internet, the user can online specify required or
unwanted properties using smt-lib language. Using this
opportunity, we tried to apply functionality provided by SMT
solver, for control logic checking. For this purpose, the
software tool prototype was developed. Using the prototype,
we have successfully validated prospectiveness of this
approach.
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Fig..7. Screenshot of developed software tool prototype

Example 2. The software prototype coded in Java 8, it has
intuitively understandable ease user interface. The screenshot
is presented in Fig. 3 (interface uses Russian).

First, user sets values of model variables in corresponding
input fields. Then he needs step-by-step input specification to
be verified. For this purpose, graphical user interface elements
allow choosing operations of RTCAL logic. Transformation
of specification represented in this from, into SMT solver smt-
lib language, is being performed automatically. There are also
buttons for trying to evaluate of feasibility, saving and loading
of given specification, etc. The result from Z3 in form ‘sat’ or
‘unsat’ is decoded, and if the specification is feasible,
parameters’ values are shown in special window.

D. Utilization of Logic Programming

Follow the monograph [4], let us try to analyze possibility
of application of logic programming system’s power for our
purposes. It is well known that, for example, Prolog logic
programming system is equipped with internal logical
inference machine. Moreover during looking for answers to
user specified questions, Prolog automatically finds values
making answer positive (if inference machine system cannot
found appropriate values, it returns answer ‘No’).

This feature provides us with a chance to use Real-Time
Control Logic formalism in couple with logic programming
system similarly we did it with SMT solvers. The operators of
RTCL formulas have to be transformed into Prolog language
predicates. The semantics of RTCL can be simply introduced
in Prolog terms due to ease using of lists which are main data
structure in Prolog language. It is convenient for us due the
semantics of RTCAL is formed by tuples which can be
reviewed as some equivalent to lists. The logical vector, due
to its nature, can be simply represented by list as well. So, we
can integrate the specially developed Prolog pre-built program
module with specification to be verified, also presented in
Prolog language. Then we specify the parameters of basic
functional processes of control algorithm, using Prolog
language. Doing this, we use variables for unknown
parameters. After that, we formulate question (goal) for
Prolog system, and get the answer, including values of
unknown parameters allowing specification to be feasible.
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Example 2.

with Prolog input

CK(f5,£3).

CK(f4,13).

begin_time(f5,10).

duration(f3,50).

duration(f5,90).

and goal ?CK(f3,X), user gets the answer ‘Yes’ and values
X=f3, X=f5, X=f4, with the goal ?begin_time(f3,X). user gets
‘Yes, X=50’.

I11. CONCLUSION

We have shown how the algebraic and logical based models
of real-time control logic can be applied for feasibility
checking using Satisfiability Modulo Theories solvers. The
Real Time Control Logic presented in the paper, is a product
of evolution of ideas formulated by A.A. Kalentyev in his
early formal calculus of control algorithms, and algebra of
real-time control algorithms. The proposed approach uses
transformation of formal specification represented in terms of
RTCL formulas, into equations and inequalities with integers.
Then we convert them in SMT solver compatible smt-lib
language. The paper presents prototype of software tool
supporting the approach and based on calling Z3 SMT solver
through its application programming interface.
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Power consumption evaluation of FPGA devices based on
I/0O and clock frequency

Marsida Ibro® and Luan Karganaj?

Abstract — In this paper, models to estimate and evaluate
power consumption on FPGA devices will be introduced. FPGA-
based electronic systems are becoming more attractive due to
reconfigurability and high performance. Due to better
fabrication techniques, nowadays FPGA elements contain many
programmable blocks CLB (Configurable Logic Blocks) and
other functionalities such as memory chip (on-chip memory),
DSP blocks, clock synthesizer etc. But before the design of
complex electronic systems is more valuable to make evaluations
and estimations on power consumption. In order to make the
right evaluation we have taken into consideration the internal
resources like 1/0 and clock frequency, due to the complexity
and design of such architectures. To achieve these goals, we will
take into account other factors and results will show that the
power consumption is reduced.

Keywords — FPGA, Power consumption, Power consumption
estimation, Power consumption models, 1/O and Operation
frequency

I. INTRODUCTION

Field programmable gate arrays (FPGAs) provide an
alternative solution for intensive calculations in digital signal
processing applications (DSPs). The FPGA structure consists
of two main components: logic blocks that implement the
combinatorial part of on-chip memory design and memories.
Logic blocks include Look-Up Tables (LUT) and information
storage elements. These two elements found in configurable
logic blocks (CLBs) make the FPGA architecture ineffective.

FPGA devices can be used to implement many applications
with high throughput, but high performance and power
consumption remain today's challenge for electronic systems,
mainly on mobile devices. In this paper, methods that help
estimate power consumption based on /O (input/output) and
operation frequency will be presented. In FPGA elements we
need to take in consideration dynamic power which is the
power consumed only when the transistors are working or not
working (idle). Dynamic power loss is proportional to the
number of transistors.

Due to the requirements for designing DSP systems,
programmable logic devices are becoming very necessary.
Programmable logic devices, such as FPGAs, offer high
performance and therefore are faster than the traditional
microprocessors. The reconfigurability of FPGA devices
requires the usage of many internal hardware components.

!Marsida Ibro is with the Faculty of Information Technology at
“Aleksandér Moisiu” University of Durrés, L1, Rruga e Currilave,
Durrés, Albania, E-mail: marsidaibro@uamd.edu.al
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To implement a logic circuit on FPGA devices we need to
use more transistors compared to ASICs (Integrated
Application Specific Specifications). This leads to higher
power consumption in FPGA and this is one of the areas
where ASIC are superior to FPGA. As FPGA devices have
higher power consumption, today is one of the main areas of
scientific research.

In order to optimize power consumption of FPGA devices
we can use CAD (Computer-Aided Design) architectures and
circuits. The main focus for manufacturers and scientific
researches related to FPGA and CAD, is to improve efficiency
and performance [1, 2, 3].

Dynamic power is consumed as a result of the toggle rate in
logic circuit signals during operation. These transitions
increase not only in proportion to logic transitions activity of
the signals in the circuit but also the charging / discharging of
capacitors. Power leakage occurs even when circuits are in the
idle state. Power consumption optimization and reduction of
FPGAs offers many advantages because most of the today's
applications are portable or battery-powered and mobile
applications have limited standby power in some pA.

Il. FPGA ARCHITECTURE

FPGAs are built-in configurable circuits that can be used to
design digital circuits. FPGAs configuration is done with
VHDL (VHSIC Hardware Description Language) or Verilog
programming languages. FPGAs contain configurable logic
blocks that provide reconfigurability and programmable
interconnects hierarchy is shown in Fig.1.

Symmetrical Array

= - — - = Logic Block
J J
4 J
d
Switch Block
J 7
— N
N
3 \
nterconnect
J

- T =) - =) -
e, IOPad
Fig. 1. FPGA architecture

The trends in terms of FPGA architectures technology
comprise components such as DSP blocks, processors, and
high-speed transceivers to realize the System On a
Programmable Chip (SoPC).
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In FPGA, connections between elements are realized by
elements such as SRAM (Static Random Access Memory),
flash cells or EEPROMSs (Electrically Erasable Programmable
Read-Only Memory) that directly connect components via
interconnections.

I1l. RELATED WORKS

Nowadays, reducing power consumption and dynamic
power leakage is a challenge on FPGA-based circuit design.
One of the most effective techniques is to use partial
reconfigurability. FPGA power consumption can be optimized
even at the architectural level. The pipeline stages can reduce
power consumption by about 25% to 40% [4, 12].

Reducing power consumption due to reconfigurability in
FPGA-based DSPs is done by reducing unnecessary
calculations from internal resources [5, 6]. Since FPGA
architecture uses CMOS (Complementary Metal-Oxide-
Semiconductor), a three level architecture is proposed for
transistors. Also, different logic blocks structure using 4-
LUTs with 3-inputs with multiplexers and DFFs (D flip-flop)
can be used [7, 8, 9, 10].

IV. METHODOLOGY

To achieve accurate predictions, probability techniques are
used, which are based on the conditions of transitions activity
estimation for logic circuits. To reduce power consumption,
following internal components have been taken into
consideration like logic cells (LUT, flip-flops, and registers),
interconnections, 1/0 cells, clock frequency and memory. The
method used to measure the power consumed by any internal
component in FPGA is:

1. Initially, we take the simplest case with the minimum
number of elements, fixed toggle rate (12.5%) and
constant room temperature.

While considered internal elements are variable, other
components are constant to view the direct impact of each
FPGA internal component. This procedure is
accomplished using simulators software’s of each
manufacturer.

The first element to be measured is interconnection
because is used to make logic or I/O connections.

Finally, the procedure is repeated for each element. The
measurement results from the proposed models are
compared with the models of the manufacturers and will
help to understand which components should be
considered for reducing power consumption.

After using our methods, we will compare the results with
those of the manufacturer's models as shown in Fig.2. To
make the measurements we have used Spartan 6 kit board and
Xilinx ISE Design tool. Xilinx Spartan-6 FPGA (XC6SLX9-
TQG144) has 9152 logic elements, Onboard 12C serial
EEPROM 24C04, MAX232 serial communication transceiver
and 50 MHz Oscillator.
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V. PROPOSED MODELS FOR POWER CONSUMPTION

Now, we will introduce commonly used methods to
calculate, and estimate power consumption. These methods
usually use probability estimates for glitch detection and then
apply the glitch reduction method using flip-flop with
negative triggering impulses. Before we define the models for
power consumption will use the vendor measurements shown
in Fig. 3.

As mentioned before, delays caused by logic gates can be
risky when this function is used to control clock impulses.
Most of the models used to explain power consumption for
integrated IC circuits are based on equations derived from the
CMOS inverter analysis [11].

P [MW/MHZ]

60% 50%

40% 36%

20%
6%

B =] =1
Clock 110 Logic cells RAM
Fig. 3. FFGA components power consumption measured by vendors

5% 3%

0%

Interconnects

In Eqg. 1 is calculated the saturation current in PMOS (p-

channel MOSFET) and NMOS (n-channel MOSFET)
transistors:
IDSp = _ﬁp Vin = Vop = Ve (V, — Vpp) _%(Vo - VDD)2
Ipsn = an @
.Bp = kp v:;g y Ves =Vin — VDD, VDSp =V, —Vop

where Wess is channel effective width, Les is channel
effective length, k, is a parameter that depends on process.
This factor is calculated k, = pCox, Where Cox is oXxide
capacitance for unit length and Cox = €o/lox, Where lox is OXide
width of CMOS gate. Vr,, is threshold voltage for MOSFET
transistor, Vg is gate-source voltage, Vj,p is supply voltage in
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drain terminal and V;y is input voltage. In Eqg. 2 is calculated
the static power:

Pstatic = Pleak + Pdp (2)
Dynamic power is calculated by the equation Eq. 3:
cLvi
PdZMZCL'VgD'f 3

T

where f is clock frequency.

Dynamic power consumption and I/O power dominates
overall total power consumption on FPGA. Often FPGAS
designs require usage of higher clock frequency f. 1/0
commutation for high speed data and logic switching for
larger frequencies became the dominant factors in power
consumption for FPGA elements [12]. To effectively reduce
total FPGA power, both static and dynamic power must be
addressed while ensuring the FPGA's performance still meets
design requirements. Xilinx mathematical model for power
consumption is:

P = (M ~C-tog,c 'fmax ’ PCLB) + (G 'fmax ' PCLK)

+ (L togic " fmax " PuL 4

where M is the number of flip-flops per CLB, C is the number

of CLBs, togic is toggle rate, fmax is maximum clock

frequency, Pcis is power to frequency ratio of the CLB, G is

the number of global clock, Pcik is power to frequency ratio

of the global clocks, L is the number of long lines and P is
the power to frequency ratio of the long lines.

Dynamic power consumption source is the current needed
for load capacity LC charging/discharging. The average
dynamic power P4 required to load capacitance charging
/discharging LC during clock period T is given in Eq.5:

Py =20 ip(8) - v,(t) dt

=z ®)
An extra power loss is caused due to the short circuit
current. This current depends on the rising edge and input
voltage drop. If we assume that the rising and falling edge are
equal, the power consumed by the short-circuit current is

given in the Eq.6:
Psc = InesVpp (6)

Another equation relates short circuit power for short circuit
is also proportional to the frequency of operation. Short-
circuit power consumption is reduced by about 20% of the
total power consumption and will be given in Eq.7:

Py = g(VDD — 2Vp)3f (7
Input/output (1/0) elements allow logic circuits in FPGA
devices, to communicate with external devices. 1/O circuits
are important because can limit the speed of the circuit and
power consumed. There are several types of 1/O circuits, such
as input and output buffers, clock distribution, a clock buffer,
and low-swing 1/O [13, 14]. For circuits that contain several
1/0, dynamic power consumption is calculated in Eq.8:
Pinput = - N; " Eyi - f 8)

where o is transition states, N; the input numbers, E; is
internal energy in W/Hz and f is operation frequency.
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Dynamic power consumption by the output circuit is
expressed in EqQ.9:

Painamike = 0t(NoEio + N,C, - VDDZ) -f (9)

V1. RESULTS AND DISCUSSIONS

A critical element in electronic circuits reliability is that a
part of power is transformed in heating during the operation.
Thermal characteristics of a circuit depend on equipment and
used packaging, operating temperature, and operating current.
Although these two factors, the power and time of the delay,
are related to each other, differ in function of the power
supply voltage. It is therefore very important to predict the
performance with the increase of the delay time when the food
source is reduced. This is important since the use of food
resources at the level. low impact on the reduction of power
consumption. Using the ring oscillators, we measure the
current, voltage over frequency to obtain the maximum delay
when using the lowest possible supply voltage.

Fig. 4 shows the block diagram of the ring oschillator which
will be used for Spartan-6 device.

Enable

P

Fig. 4. Block diagram of ring oscillator

To measure the power consumed we follow the steps below:
1) we estimated power consumption of the designed circuit, 2)
we calculated the maximum power for the device and 3)
packaging and compare it with the estimated power values
and with power measured by manufacture simulator. Based on
the mathematical models we have used Xilinx ISE Design to
make a comparison between our models and the manufacture
tools to evaluate power consumption.

Ring oscillator
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Fig. 5. Power measurements for different supply voltages and

Current measurements of the clock signal for different used number
of DFFs
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After the measurement on the FPGA board, we have
compared the result between the two methods. In Fig. 6., we
can see the results taken from the methodology used to
analyze and measure the power consumption of the main
components in the architecture of the FPGA devices.

Fig. 7. shows power consumption of 1/0O components over
the supply voltage. These measurements are done to get a
whole picture about the effects of the inputs/outputs and to
understand potential consideration in using models for
estimation of power consumption.

Estimation vs Measurements
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Fig. 6. Comparison of estimated and measured power consumption
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Fig. 7. I/O Power consumption

VII. CONCLUSION

FPGA architectures are composed of different
electronic structures, such as CMOS, Pass-Transistor and
SRAM. The power consumption behavior of such devices is
much more complex than the power behavior of only CMOS
circuits. In this paper, we have take in account, static power,
dynamic power and short-circuit currents can be negligible. In
FPGAs, power behavior should have a non-negligible DC
component due to direct path currents that increase because of
the pass-transistor structure, and due to leakage currents, that
become important when increasing the number of equivalent
ASIC gates. Results show that our measurements on power
consumption models are good because they estimate power
dissipation and show that power consumption depends on
clock frequency and the number of logic cells used to design
applications.
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Lab-Based Learning on Wireless Network QoS

Case Study: WSN for real time environmental monitoring
1Zhilbert Tafa, tArtan Salihu, !Blerona Cakolli, ‘Edmond Hajrizi

Abstract —~With a growing number of wireless applications for
real time continuous event monitoring, the concept of Internet of
Things (IoT) is becoming reality. However, in contrast to the
fixed wired networks, the performances of wireless networks are
much more unstable. In the scope of the advanced computer
networks and wireless communication courses, the graduate
computer science students are taught on network performance
analytics and wireless sensor networks, respectively. This paper
presents a project based approach of researching on both topics.
Specifically, it brings up the synergic effects on multidisciplinary
learning by evaluating the performance of a wireless network for
environmental (greenhouse) monitoring. For this purpose, a
typical wireless sensor network for medium-size greenhouse is
simulated by using OPNET network modeller.

While the educational effect was fully achieved, the
simulations show satisfying network performance for the given
purpose. The results also show the influence of the network
settings (such as network topology, the wireless transmission
distances, and the number of nodes) on Quality of Service (QoS)
parameters.

Keywords —Greenhouse, WSN, ZigBee, QoS, environmental
monitoring, learning.

I. INTRODUCTION

The 10T involves various information and communication
technologies towards enabling the efficient human interaction
with the environment. An loT module/network collects the
information from the surrounding objects with the aim to
further process it and/or visualize it to the users.

Wireless Sensor Network (WSN) is the technology of
choice regarding the 10T data acquisition infrastructure. It is
comprised of a number of small battery supplied nodes that
sense the information, locally process it, and wirelessly
transmit it to the user and/or data centre. The critical part of a
WSN, i.e., its greatest power consumer, is the Radio
Frequency (RF) transmission module. Hence, choosing the
right wireless technology for long term power-autonomous
monitoring system is of crucial importance. ZigBee, a
personal-area  communication technology, is becoming a
standard for low power wireless transmission at the 2,4 GHz
unlicensed ISM band. The ZigBee transceivers are designed to
have low cost, low power consumption, high security, and low
data rates.

! The authors are with the Faculty of Computer Science and
Engineering at UBT, Lagjia Kalabria, Prishtine 10000, Kosovo, E-
mails: zhilbert.tafa@ubt-uni.net; artan.salihu@ubt-uni.net;
bleronacakolli@gmail.com; ehajrizi@ubt-uni.net.
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The technology supports for three topologies. Star and tree
topologies are used in local, small to medium coverage
networks, while mesh topology is used to cover greater areas
in the multi hop manner. A ZigBee node can be a sensor, a
router or a coordinator. Each of them contains
microcontrollers and the RF transceivers, with some of them
containing the sensing circuits as well. A sensor node
transmits data from the sensors towards the router or the
coordinator. A router simply routes the traffic, and is included
only in tree and mesh topologies. The coordinator
synchronizes the whole network and presents the central part
of the topology.

An emerging WSN application area is the greenhouse
monitoring systems. Previous systems of this purpose were
based on the cable infrastructure, usually with a single sensing
node at the centre of the greenhouse. The actual greenhouses
are bigger in size and hence more measurement points are
needed. With the development of the embedded systems and
low power wireless technologies, the areas are now covered
with the greater number of nodes and the bulky cabling has
been replaced by wireless links. Depending on the various
factors (such as sampling rate and transmitting/sleeping duty
cycle, the used technologies and protocols, node-to-node
distances etc.) today’s wireless sensor nodes can last on
batteries for weeks, or even years. As such, modern
greenhouses use WSNs as a technology of choice for real time
and continuous monitoring of the parameters such as air
humidity and temperature, soil humidity and temperature,
light intensity and concentration of the CO2.

To meet the application requirements, the wireless
networking infrastructure should enable for the timely,
accurate and reliable transmission of the sensor data. An
appropriate traffic analytics can lead to the improvement on
the network settings. A number of efforts has been made
towards the QoS parameter evaluation for the greenhouse
networking scenarios [1]-[5].

The paper presents a lab-based QoS analysis of a WSN for
greenhouse monitoring by using OPNET modeller [7]. The
motivation for the study is two-folded:

a)The academic/engineering argumentation traffic

analytics of the greenhouse monitoring network can lead
to a better understanding of the networking problems and,
consequently, to the network performance improvement.

b) Synergic multidisciplinary education effect - the OPNET

is a powerful tool for network performance analytics in
education [6]. Even though its support for the WSN
simulation might be considered as a bit complex and
incomplete; learning it from a realistic scenario will help
students applying the QoS analytics on the other
networking technologies and topologies.
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Accordingly, the primary objective of the study is the
performance analysis of a typical mid-size real time
greenhouse monitoring system. The study is conducted in
scope of the project that envisions students to learn by
research. As such, another objective of the study is in the
domain of education. Namely, in a research-oriented
environment, students learn on how to deploy and set up the
WSN, and how to analyse the network performances. On top
of that, they are also able to understand the importance of
each parameter as well as the factors that influence them in a

WSN setup.
In order for the goals to be achieved, the theoretical
background on WSNs, ZigBee, OPNET simulation

framework and QoS are priory presented to the students in
scope of the advanced computer networks and wireless
communications courses.

The paper is organized as follows. After introducing the
topic and the problem, Section Il presents the simulation setup
and details. The results are presented in Section I1I, while the
Section IV concludes the paper.

Il. THE SIMULATION ENVIRONMENT AND SETUP

A. The rationale behind OPNET for WSN in education

OPNET is a commercial general-purpose network simulator
which is recently re-branded as a Riverbed Modeller by
Riverbed Technologies [7]. In this paper, OPNET Modeller
Academic Edition 17.5 was used. It supports design and
modelling of communication systems as well as end-to-end
system performance assessment by discrete event simulations.
In addition to a wide range of ready to use models and
functions, it provides a user with a Graphical User Interface
(GUI) for node and network configuration, as well as for
defining the underlying processes. Its graphical presentation
capabilities make it easier to practice the network quality
parameters, hence it is considered to be a more attractive and
user friendly tool for students. It allows them to focus on
results and understanding of performance evaluation metrics
for WSN systems.

Other state of the art tools for simulation and QoS analysis
of WSNs used by researchers and educators include ns-2 [8],
OMNET++ [9] and TOSSIM [10]. However, ns-2 and
OMNET++ require additional add-ons and modifications to
provide reliable results for different WSN applications. Also,
code in ns-2 is relatively difficult to manipulate with a poor
graphical presentation capability. TOSSIM offers scalability
and is specifically designed for WSNs prototyping, but it is
limited to simulations of TinyOS applications. Simulations of
protocols require writing TinyOS application, making it hard
to troubleshoot and abstract for laboratory exercises. A
comprehensive comparison of limitations together with
advantages of WSN simulators is given in [11], revisited by a
recent work in [12].

With the rapid increase of WSN applications and demand
for hands-one skills in job market on the one hand, and
laboratory equipment costs and space limitations on the other
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hand, OPNET provides an ideal tool to bridge the gap
between theory and practice for teachers, practitioners and
higher education institutions in general. The authors in [13]
describe the effect of hands-on teaching using OPNET in a
wireless communications undergrad class. By designing five
simulation laboratories, they show how easy and beneficial to
students is designing, deploying and assessing performance of
complex and ever-changing wireless infrastructures. Based on
surveys and student feedback, the authors in [14] claim the
effectiveness of using OPNET simulation tool for teaching
networking concepts. Participated students in this study show
a significant increase in gaining both theoretical as well as
practical skills in creating and analysing different networking
scenarios.

We complement previous work by providing researchers
and teachers a baseline of ZigBee implementation and
performance analysis in OPNET. Thus, it can be easily
replicated and extended to other case studies. Consequently,
enabling students to practically understand other Low-Power
Wide Area Network (LPWAN) technologies, its applications
and last yet important appropriate QoS evaluation techniques
one should choose.

B. The simulation scenario and setup

In order to observe the network QoS parameters, students
consider a realistic environmental monitoring scenario,
precisely a medium size 150mx200m rectangular greenhouse
area. Although there are lots of ZigBee products in the market
that are declared to cover much greater ranges (such as, for
example, XBP24-API-001), we have adopted the theoretical
limitations of the low power technology regarding the indoor
and outdoor ranges. Therefore, the number of nodes is chosen
accordingly to the field dimensions and general ZigBee range
specifications (that claim the outdoor range of few tens of
meters to 100m). Students set up the network by configuring
one coordinator, two routers and 4 sensor nodes. The network
topology is shown in Figure 1.

EndMode_1 EndNode 3
g. g" Zﬁo
Rlouter_2 Router_1 Coordinator
L @. |
EndMNode_2

EndNode_4
Fig. 1: Simulation setup

The coordinator is set to be data centre or to send data
further through the Internet towards the end user. It sets the
network in mesh-routing mode. The end-nodes are configured
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to send data to the coordinator, i.e., with the coordinator set as
the destination node. The routers are configured for the ad-hoc
random connection manner. As such, the end nodes 1 and 2
are connected to the Router 2, while end nodes 3 and 4 are
connected to the Router 1. Router 2 transmits data through
Router 1 towards the coordinator.

I1l. THE SIMULATION RESULTS

The network parameter analytics were conducted at the end
nodes 1 and 4, since they transfer through the different routers
and number of hops to the destination. The simulation shows
results for 20 minutes of the data transmission. To show the
ad-hoc connection nature of the ZigBee network from the
given topology, based on the nodes’ distances, the numbers of
hops towards the destination were firstly evaluated. The
results were obtained from the network layer simulation
interface. The results are shown in Figure 2.

Layer Number of Hops ZigBee Network Layer Number of Hops.

5 35

45

4

35

(a) (b)
Fig.2:Number of hops for: (a) EndNode_1 and (b) EndNode_2

The average end-to-end delay were measured from the
application point of view, i.e., from the application simulation
interface. The results for end nodes 1 and 4, are shown in
Figures 3 and 4, respectively.
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Fig. 4: End-to-end delay at EndNode_4

The results show that the average delay is higher at the
beginning of the nodes’ transmission. This can be explained
by the on-demand nature of the routing protocol, and the
initial route learning that happens at the beginning of the
transmission. Also, as expected, when the delays get
stabilized, the average delay of the EndNode_4 is lower than
the average delay of the EndNode_1. But, this difference is
not crucial.

Same as the delay, throughput depends on many parameters
such as number of nodes, the network topology, the collision
occurrence, etc. Throughput at the end nodes 1 and 4 were
evaluated through the link layer simulation interface. The
results are shown in figures 5 and 6.
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It can be noted that the number of hops, the position of the
node in the topology, and the physical distance of the node
from the destination, greatly influence throughput. The
EndNode_4, which is much closer to the destination, reaching
it with 2 hops, shows much greater throughput as compared to
the EndNode 1. For the purpose of experimenting, the
EndNode_3 and EndNode_4 were temporarily removed from
the network. In this case, the throughput at EndNode_1 has
improved significantly, but still hasn’t reached the values of
the EndNode_4.

IV. CONCLUSIONS AND FUTURE WORK

The paper presents a QoS analysis of the WSN-based
greenhouse  monitoring  system. Its workflow and
methodology follows the concept of learning through the
research projects. The work has few main outcomes. From the
educational point of view, based on the tests and the research
goals’ fulfillment measure, the educational effect can be
considered as fully achieved. On the other hand, from the
simulation results, it can be observed that the number of nodes
and the node-to-node distance greatly impact throughput
while they don’t influence the average delay that much.
However, it can be concluded that the given QoS parameters
would meet the network requirements for the purpose of a
greenhouse monitoring system.

Future work will be focused on QoS analytics for
intermediate nodes (routers) as well as on the real
implementation of the WSN for greenhouse monitoring by
using off-the-shelf components.
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