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The 54th International Scientific Conference on Information, Communication
and Energy Systems and Technology ICEST 2019 was held from 27 to 29 June in
Ohrid, North Macedonia. The Conference is for eighteenth time jointly organized
by the Faculty of Technical Sciences, Bitola, N. Macedonia, the Faculty of
Electronic Engineering, Ni$, Serbia and by the Faculty of Telecommunications,
Sofia, Bulgaria. As to the earlier ICEST conferences, authors from institutions all
over the world submitted their papers. This year 252 authors from 14 countries
presented their 103 scientific and application oriented papers.

A plenary lecture was given by Pavle Boskoski, Department of Systems and
Control, Jozef Stefan Institute, Ljubljana, Slovenia. I am glad that all participants
took the opportunity to exchange their knowledge, experiences and ideas, and also
made contacts and established further collaboration. A social program, rich in
events, provided more relaxing atmosphere during the meetings among colleagues.

I hope that we will meet at the next ICEST conference.

Prof. Dr Mitko Kostov,

ICEST 2019 Conference Chairman
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Abstract—There are several competing technologies with po-
tential of replacing our dependence on fossil fuels. Fuel cells or
hydrogen based technologies are one of them. Although the this
technology is sufficiently mature there are still challenges that
hinder its broad applicability. Our focus is on a particular type
of fuel cells, so-called solid-oxide fuel cell (SOFC). Currently, this
type of fuel cells provide the best efficiency (fuel to electricity
conversion). Due to high temperatures of operation, the durability
of SOFC:s is affected by thermal stress and material degradation.
We will focus on the current status of this technology, its main
advantages as well as the latest achievements in the field of
prognostics and health management (PHM).

Index Terms—fuel cells, hydrogen, health management

I. INTRODUCTION

Energy security is one of the main pillars of our modern so-
ciety. The projections for the EU energy consumptions foresee
a slight decrease in our energy demand, however oil will retain
its top position in the energy share of the continent. This is
predominantly due to the requirements of the transportation
sector. Since European oil reserves (excluding Russia) are
virtually nonexistent it is of great importance to reduce our
dependance on oil due to two main factors. First there is the
obvious ecological viewpoint that supports Europe’s strong
dedication towards significant reduction in green house gas
emission. Second is from a purely financial standpoint, since
oil imports amount to 15% of the overall imports by the
EU. By analysing the EU energy consumption by sectors
the three most energy demanding segments are transportation,
residential consumers and district heating systems. Addressing
the demands of these segments can significantly decrease our
dependence on imported energy.

Currently we are witnessing a substantial growth in the
installed renewable energy sources predominantly wind farms
and solar power plants. The biggest deficiency of these systems
is the intermittent nature of power generation. Therefore in
order to exploit these power sources in full while in the same
time to satisfy our demand of energy it is required to provide
means of efficient energy storage and energy diistribution
systems.

The distribution gird for electrical energy is very efficient.
It estimated losses are in the range of 5% to 8% [1]. As a
result a lot of effort is put into the development of energy
storage devices that can harness the electrical energy. When

analysing the available technologies the usual metrics involve
two properties: energy density (Wh/kg) and power density
(W/kg). On one side of the scale are batteries and fuel cells,
which have high energy density but low power density. On the
other side are super capacitors with somewhat lower energy
density but quite high power density. Our focus is on how
energy density devices i.e. batteries and fuel cells.

Currently the leading technology in batteries development is
based on Lithium. From a geo-political viewpoint, Europe is in
the same situation as it is with oil. The world’s largest deposits
of this element are in South America and China. Therefore
in long term building our society solely on Lithium based
batteries will make us highly dependent on resources that are
outside of our borders.

Unlike batteries that are energy storage devices, fuel cells
are energy conversion devices. They convert chemical energy
stored in the hydrogen fuel into electrical energy through
electrochemical combination of hydrogen and oxygen. Based
on the hydrogen source, principle of operation and oper-
ating temperature, fuel cell technology distinguishes among
SOFCs [2], low-temperature proton exchange membrane fuel
cells (PEMFCs) [3], high temperature polymer electrolyte
membranes (HT-PEMs) [4], direct methanol fuel cell (DMFC),
sulphuric acid fuel cell (SAFC), molten carbonate fuel cell
(MCFC), solid polymer fuel cell (SPFC), and alkaline fuel
cell (AFC) [5]. Regarding fuel cells there are roughly three
technology groups: low temperature PEM cells, high tem-
perature MCFC and the so-called SOFC. Unlike batteries,
that are capable of storing of electrical energy, fuel cells
use hydrogen as a fuel. Consequently, when analysing the
viability of fuel cell technology (or commonly referred to
as hydrogen technology) vs. batteries there are several points
that on first glance make the fuel cells as wrong choice. Key
among them being production, compression and distribution of
hydrogen. However making a more detailed analysis provide
a completely different story.

The SOFC technology offers very high conversion efficiency
that is close to 60%. Therefore using renewable energy sources
in the time intervals when there is an excess of energy it is
possible to produce a so called green hydrogen with very little
losses.

The second issue, compression, is usually addressed from
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the viewpoint of mechanical compression devices that are
highly inefficient in particular for low density hydrogen.
However, there are currently solutions that are based on the
concepts of electrochemical compression capable of reach-
ing 1000 bars of pressure without any moving components.
Consequently, the compression process can be performed with
efficiency of almost 80%.

The final issue is the transportation. Compared to other parts
of the world, the EU has vast and extremely well developed gas
pipeline system that is currently used for delivery of natural
gas to almost every household on the continent. There are
already examples where hydrogen is used as a supplement to
the existing natural gas. The ultimate goal is to use segments
of the pipeline as a delivery system for hydrogen to the end
users.

This analysis shows that hydrogen based technologies are
viable solution to the issues regarding the energy security.
Even more, the SOFC technology can be built without any
rare earth minerals thus completely rendering our dependence
on foreign materials. In the remaining of the paper we will
present the current state of development of the SOFC based
fuel cells, open issues regarding their exploitation and future
trends.

II. SOFC IN A NUTSHELL

Fuel cels consist of three adjacent layers: (i.) anode,
(ii.) cathode, and (iii.) electrolyte. Fig. 1 displays the basic
principles and essential components of a single SOFC. The
main purpose of the electrolyte is to transport oxygen ions
0%~ from the cathode to the anode, while at the same
time preventing direct contact between anode and cathode
chambers. The ions are formed via oxygen reduction reaction
at the cathode, which is continuously fed with oxygen. On the
other side, at the anode, the O?~ ions react with hydrogen
in the process of hydrogen oxidation. In addition to HyO,
two electrons and some heat are released. The electrons travel
through the external load to reach the cathode, where they
participate in oxygen reduction reaction. In addition, one of
the major advantages of the SOFC is its ability of internal
reforming of the fuel. This property allows the fuel cells to
operate not only on pure hydrogen, but on also other hydrogen-
rich fuels, such as methane.

Theoretically, the voltage of a single SOFC can reach up
to 1.2 V, depending on temperature, pressure and gas com-
position. The power output, however, is heavily conditioned
with the active area of the fuel cell. Typically, the larger
the active area of the cells, the higher the power output.
However, the limiting factor for the size of the individual
fuel cells is related to the thermo-mechanical stress induced
due to thermal expansion coefficient (TEC) mismatch of the
adjacent layers. With larger cells, temperature gradients over
the cells become larger, thus causing higher stress on the
materials, hence compromising their safe operation. Therefore,
to increase power output, a number of fuel cells is connected
in parallel to form a fuel cell stack.

2e™

Hy, => < O,
P— 1 - 2—
Hy + 0%~ = HyO + 2e— Q- 10; +2¢~ -0
Ha, H20O 02

Anode Cathode

< » \ —>
Electrolyte/

Fig. 1: The basic principles of a SOFC and its essential
components.

Since the SOFCs operate at high temperatures, the stack is
usually enclosed in an insulated housing to reduce heat losses.
The stack then connects with a balance of plant (BOP) module,
which carries out the pre-treatment of the incoming gases.
Depending on the scale of the installation, the BOP consists of
different interconnected components, such as heat-exchangers,
blowers, fuel reformers, pipes, valves, etc.

III. PHM IN FUEL CELLS

The degradation occurring within the fuel cells inherently
impedes the efficiency of power conversion. Apart from the
fact a great deal of effort has been dedicated to the understand-
ing of SOFC degradation mechanisms [6], only a relatively
limited set of diagnostic approaches is available.

The PHM can be defined as a set of activities in which
the main perspective is to enhance the effective reliability and
availability of a product in its life-cycle conditions by detection
of current and approaching failures [7].

A

L5 ‘ Prognostics |
A
L4 l Diagnostic (identification) | Model / Analyze
A
L3 ‘ Condition Assessment (detection) |
A 000 - S
L2 ‘ Data processing | A
A Observe
L1 [ Data Acquisition : Sensors |
[ e ] Degradation, losses
piexsy and behavior

Fig. 2: PHM structure from [8]

Figure 2 shows basic self-contained building blocks of
an PHM system, divided in seven layers. On the lower levels
L1 the data is collected employing sensors and transducers. In
the data processing level, features that carry information about
the condition of an underlying system are extracted from the
collected data. Further up, in the condition assessment layer,
the features are evaluated in a sense that any deviation from
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the normal operation is detected. If changes in the behaviour
are detected, then the fault alarms are triggered. In the next
stage, in the diagnostic layer, the patter of the triggered alarms
are compared with known failure modes to possibly identify
the cause of the triggered alarms. Having identified the faulty
component, the prognostics layer aims to predict how the
component in question will operate in future based on the
historic data from the previous layers.

Within this framework, several passive fault detection and
identification (FDI) approaches have been proposed to con-
stantly monitor components that supply and pre-treat fuel
before entering the reaction chambers of the fuel cells. That
encompasses several analytical model-based approaches [9],
[10], black-box approaches [11] and signal processing ap-
proaches [12]. However, yet the most predominate approaches
to health assessment build on the use of electrochemical
impedance spectroscopy (EIS). Characteristic for EIS is that
applies local probing directly on the fuel cells in order to
excite all the relevant dynamic modes related to chemical
processes in the system to gain more detailed information
about condition of the cells themselves. Although it has been
around for several decades, the way it is used has not changed
much.

Conventional EIS techniques use low-amplitude sinusoidal
excitation, repeatedly performed at different frequencies, from
which then the gain and phase of the points on the Nyquist
curve are estimated. Such an approach suffers from too long
probing time that is usually required to obtain high-quality
EIS spectra. That means too long perturbation of the process in
operating mode. Particularly critical is estimation of EIS curve
at low frequencies as normally several periods of a sinusoid
are required to extract precise information.

By applying excitation over a wide range of frequencies
simultaneously, the authors in [13] showed that the same
quality of the results as in conventional EIS can be obtained at
the substantially shorter probing times (an order of magnitude).
The evaluation of EIS curve is done by post-processing of
the current and voltage signals by means of complex wavelet
transform. Apart of the much shorter probing session, addi-
tional benefit is also much better resolution of the EIS curve
obtained compared to the conventional EIS, as it is defined
by the sampling rate. Savings in required probing times can
gradually diminish when the required precision of the spectral
reconstruction at low frequencies is increasing.

The measured EIS data can then be further processed to
extract relevant information about the health status. Here,
several approaches serve as tools the EIS data have to be
interpreted either through the change of the pattern of the
EIS curve, or by interpreting changes in the parameters of the
equivalent circuit models (ECM) [14], [15] and distribution of
relaxation timess (DRTs) [16].

A. Data acquisition

A block scheme of the data acquisition system consisting
of several interconnected components is shown in Fig. 3. It
includes programmable digital load, data acquisition device, a

current probe, and controlling unit that connects the function-
ality of all the components.

Data acquisition card

Analog lowpass filter

l. q

Ethernet !

Fig. 3: Block scheme of the system for impedance character-
isation of electrochemical energy devices

An electronic load is connected directly in series with the
SOFC and is used to set DC current as well as to superimpose
various excitation signals. This way, the current in the system
is controlled by the load, and defined by the system operator. In
more industrial circumstances, the electronic load can be also
replaced by incorporating its functionality in power condition-
ing unit which is then connected to the electric grid. However,
by doing so, one needs to keep in mind the limitations of
connected power electronics when designing the excitation
signals. The electrical current is measured using a non-invasive
current probe which offers sufficiently high bandwidth and
does not disturb the functionality of the system. The data
acquisition hardware allows for individual cell voltages and
the output of the current probe to be measured simultaneously.
This way individual cells can be monitored at the same time
and allow for more accurate isolation of the possibly faulty
cell. Figure 4 show an excerpt from the data collected during
one probing.
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Fig. 4: An example of the data collected on a single SOFC.

The electronic load and the data acquisition hardware are
connected to a computer that orchestrates the probing. First
the electronic load is triggered to superimpose the excitation
signals to the system while the the response from the cells and
current probe are logged. Furthermore, the computer allows
to design a schedule of experimental probing to facilitate
automated and regular experiments. If needed the computer
can also be used to process the data on sight, or send it to the
cloud.
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B. Data processing and feature extraction

The conventional frequency domain signal analysis per-
formed with the Fourier transform, provides a detailed picture
of the frequency components present in the signal but without
any information regarding their time occurrence and duration.
Time-frequency analysis offers a solution to this problem
thus providing the information about the temporal details as
well. Typical examples are the Short-time Fourier transform,
Wigner-Ville distribution, wavelet transform etc.

Regardless of the selected method there is a theoretical
limitation on the joined time-frequency resolution. Unlike
other methods, the wavelet transform enables flexible selection
of the desired time-frequency resolution by introducing the
concepts of scaling. Wavelet transform is based on a set of
specifically designed functions called wavelets. The continu-
ous wavelet transform (CWT) of a square integrable function
f(t) is defined [17]

Wf(s,u) = / T v

where wavelet function W7 () is scaled by s and translated
by u version of original mother wavelet U(t):

ey

t—u

1
L0 = V) &

The key parameter in CWT is the selection of the wavelet
function. EIS analysis requires information about the ampli-
tude and phase of the excitation and response signals, therover
a complex Morlet wavelet function is readily available [18]:
The time and frequency localisation is determined through the
parameters u and s respectively. More details regarding the
properties of the Morlet wavelet and the application of CWT
for EIS analysis can be found in [13].
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Fig. 5: An example of a Nyquist curve of a single SOFC.

The voltage/current signal pairs from Fig. 4 are transformed
employing (1), devided and averaged over time to obtain
Nyquist curve show in Fig. 5.

1) Feature extraction: Observing changes in Nyquist
curves can be directly employed for detecting a change in
a system and condition monitoring. However, a more con-
cise information is required to facilitate the identification of

degradation mechanism. This can be achieved by modeling the
measured Nyquist curve in one way or another and is often
referred to as deconvolution of the EIS spectra.

Generally speaking, there are two approaches to deconvolu-
tion of the EIS spectra: (i.) ECM modeling through non-linear
optimisation (ii.) non-parametric identification of the Nyquist
curve through DRT [19]. From mathematical point of view the
above approaches are equivalent. That is, having one of the
two, one can easily derive the other one [20].

An ECM of fuel cell impedance can be described as a series
of R() elements connected in series, as shown in Fig. 6. It has

Ry Ry Ry,
Ry
Q1 Q2 ‘ Qk
Fig. 6: General form of the ECM using RQ-elements

been shown that the degradation phenomena manifest in the
changes of the parameters of the ECM. Indirect observations
through DRT have recently been published [21]. Therefore, the
parameters of the ECM can be employed to identify ongoing
degradation mechanism.

There are several ways to estimate the parameters of any
model. For instance, having a fuel cell impedance model

structure
R + Z

one can formulate an optimisation problem

Z(jw) = 3

]w“1+1

argmin ¢(60)
0

where ¢(0) denotes a loss function which describes goodness
of fit of the model with respect to measured Nyquist curve, and
the @ is a vector of model parameters. Following this approach
one obtains a point estimate of parameter values.

In order to obtain richer insight regarding the accuracy of
the estimates statistical based approaches can be employed.
The main is as follows. Given a model and data D, the
posterior distribution of the model parameters 6@ can be
estimated via Bayes rule as:

p(D[6)p(6)
0|D) = L2 PIT) 4
PO = T oDle)(0)i @
where p(D|@) is likelihood, p(@) is prior, and

/' p(D|0)p(0)dO is called marginal likelihood or model
evidence.

By constructing likelihood function and defining prior prob-
abilities (typically uninformative ones), the posterior of the
model parameters can be inferred employing four different ap-
proached: (i.) analytically in the case of the tractable required
mathematical operations, (ii.) employing numerical integration
techniques (iii.) through Markov chain Monte Carlo (MCMC)
simulations, (iv.) employing variational Bayes approximation.



L} 7
®

§-®

2019

Ohrid, North Macedonia, 27-29 June 2019

T
0.030 0.7

100 5
0 . . . O_J.F'i 0 -

200 o

0.015 0.020 0.025 0.8 0.9 1.0 0.150 0.155 0.160 0.165
71 [s] 72 [s] 73 [s]
A ] .
10 1 51
0 T T T T 0 - .L!—Y* 0 -
0.60 0.65 0.70 0.75 0.6 0.8 1.0 1.2 2.5 2.6 2.7 2.8 2.9
R1 [mQ] R [mQ)] R3 [mQ)]
500
20 J
20 1
0 - T T T 0 T T f 0= T =
0.65 0.70 0.75 0.80 0.80 0.85 0.90 0.95 1.00 0.980 0.985 0.990 0.995 1.000
[e31 a a3
25
0 T T T T T
3.40 3.42 3.44 3.46 3.48
Rs [mQ)]

Fig. 7: Posterior probability density functions (PDFs) of the model parameters.

More on MCMC methods, and Bayesian inference, can be
found in [22].

In this case a sequence of three RQ elements, ¢ € {1,2, 3},
the posterior distributions of the model parameters are shown
in Fig. 7. In particular, for each of the three RQ elements
i € {1...3}, top row shows time constants 7;, second row
shows resistances R;, and third row shows their corresponding
a; exponents. The bottom row shows serial resistance. Note
that the parameters that belong to individual RQ element are
denoted with the same colour.

C. Fault diagnosis

The onset of faults typically results into a change of the
extracted feature values. The problem of reliable change
detection in selected feature is outlined in Fig. 8. The right-
hand figure shows the desired scenario i.e. the feature values
exhibit steady growth. Once the value surpasses the pre-
defined threshold an alarm is triggered. However, in the case
of incipient faults, the extracted feature values become close to
a pre-determined threshold value. Due to small variations one
can observe numerous short periods when the feature value is
higher than the threshold. This may lead to excessive rate of
false alarms, and thus reducing the confidence in the the PHM

system as a whole. This is a known problem that is usually
solved either by employing some sort of filtering approaches
or increasing the threshold values. Filtering approaches reduce
the response time of the detection system, whereas increasing
the threshold values reduces the its sensitivity. These problems
can be resolved by employing robust statistical tests.

STABLE DETECTION UNSTABLE DETECTION

‘\ Feature ‘\ Feature
Threshold
> >
A Alarm ‘k Alarml
ON
OFF ~ — —
> >

Time Time

Fig. 8: Problem with detection detection stability

A change is established by quantifying dissimilarity among
the features’ statistics in current and nominal fault-free state.
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By calculating Jensen-Rényi (JR) divergence among empirical
distributions of the features, the need for known operating
conditions and data records at various system failures is
avoided. The approach was initially developed for vibration-
based diagnostics for gears and bearings under constant and
variable operating conditions, here is adopted for change
detection in the parameters of an ECM, such as the one
presented in previous section.

To this end, the change detection algorithm builds on gener-
alised JR divergence to quantify the dissimilarity among two or
more PDFs. The JR divergence JR! quantifies dissimilarity
among n PDFs:

JRY (P1,y...,Pp) = Hy, (Z wipi> - ZwiHa (Pi),
i1 i=1
(5)

In (5) H, is Rényi entropy and ) ., w; = 1. The selection
of weights w; in (5) is in principle arbitrary. With w; selected
uniformly i.e. w; = 1/n, the divergence reaches maximal
value.

JR divergence quantifies shared information among n ran-
dom variables. If they are identical, i.e. P;1 =P = ... =P,
divergence is zero. However, if one of them deviates even
slightly, the JR divergence becomes different from zero. There-
fore, JR divergence carries information about dissimilarity
among n PDFs.

Since we are seeking a way to detect a change in the
statistics of the parameters of an ECM which were estimated in
the previous section, JR divergence offers an elegant solution.
To detect a change in the parameter, all that is needed
is a reference set where the fuel cellwas operating under
normal operation. Once the reference data is available, we
can compare the online estimates of the model parameters
with the reference ones. This is demostrated in Fig. 9. To be
more precise, Fig. 9a shows how one of the parameters in from
Fig. 7 behaved during a 600h long durability experiment of
an SOFC short stack comprising of 6 cells. During this test,
the data was collected every 6 hours. The figure was obtained
by processing the data as described above in the paper. Note
that there are three events that were intentionally triggered,
which are marked by yellow strips. It is apparent that the
selected condition monitoring parameter is affected by these
changes. After the first event, the cell recovered, however,
after the second experiment the cell remained permanently
damaged. The change detection facilitated by employing JR
divergence is shown in 9b. In this case, 10 PDFs were included
in a reference data set, and compared with a set of 10 in
an “online” mode. The JR divergence detects a first change
in the parameter clearly, thus triggering the alarm. After this
first event the cell stabilised and returned to normal operation.
Further in the experiment, the the second event also caused
severe change in the parameter. The algorithm clearly detected
this change. However, after this second event the cell never
recovered to its original state, hence the value of JR divergence
remained at high level.

0.04-

(a) Time evolution of the parameter

JRD for R2

0 100 200 300 400 500

Time index
(b) JR divergence based change detection

Fig. 9: Results of the proposed JRD based fault detection
approach employed on a 3000 hours SOFC run-to-failure
experiment.

D. Prognostics

Various approaches to condition monitoring have been pro-
posed with the aim to detect the onset of fault and hence
allow for the design of accommodation actions [6], [23].
However, for safety reasons and maintenance purposes, the
information of particular practical value is how long will the
system operate prior to its end of life (EOL). Relatively little
attention has been devoted to the development of algorithms
for predicting SOFC remaining useful life (RUL).

So far, some more work has been done in the area of
proton exchange membrane (PEM) fuel cells. Although PEM
and SOFC differ in many aspects, it is worth screening the
main ideas applied to PEM. For example in [24], the authors
discussed and summarised challenges related to PEM fuel cell
prognostics and RUL predictions. The authors identify the
importance of suitable health indicators for RUL prediction
and address the definition of EOL point of fuel cells.

Works related to RUL prognosis in PEM aim at modelling
temporal evolution of stack voltage, voltage related power
output, or efficiency due to degradation [24]. The most com-
mon approach is to consider voltage as state of health (SOH)
indicator and perform RUL upon evident drift in stack/cell
voltage. Such a characterisation of SOH is often justified
because voltage is directly associated with power output, and
hence the efficiency of power conversion. Relatively few works
define SOH differently, see e.g. [25]. Various empirical models
are then employed in order to predict voltage drop in future
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and estimate RUL. The employed models range from simple
ones with linear, polynomial and exponential structures [26], to
complex structures common in machine learning society [27]-
[30].

However, from the practical point of view, such approaches
become quickly unsatisfactory, especially under varying op-
erating conditions. This issue was recently addressed and
published by the authors [31]. In the afformentioned paper, the
authors propose an an estimator of stack’s internal resistance,
such as the one in Fig. 7, by employing an Unscented Kalman
filter (UKF).

1) RUL estimation: The main concept of RUL estimation
is outlined in Fig. 10. At each time moment k, when current
estimates of internal resistances become available, the model
parameters are updated. Next, the model is used in open-loop
simulations until time step k + IV, when the modelled feature
crosses a pre-defined failure threshold. RUL is then simply N
number of steps multiplied by the sampling time.

The RUL plot displayed in lower part of Fig. 10 is obtained
by plotting estimated RUL distribution at each time moment k.
An example of such a plot is shown in Fig. 11. Explanation
of the Fig.is as follows. The x-axis shows running time, while
the y-axis displays the RUL distribution. True RUL is denoted
by dashed thick line and it shortens linearly in time. The blue
thick line is the estimate most probable value of RUL, while
the colored contours plot corresponding distribution. In the
beginning of the experiment, when only a little information
about the degradation is available, the predictions are poor.
With time passing, the stack degrades further and the model
incorporates this new information. Thus, model becomes more
accurate and is able to predict RUL more accurately. More
details can be found in [31].

Complete Failure (end of life - EOL)

4 Uncertain failure threshold (FT)

A

Degradation

detected —\ /

- Estimated RUL

Healthy Boseline -
L Actual RUL |

Time (t) tD tc tf

Degrading state

Fig. 10: RUL prediction concept

2) Degradation modelling: In order to be able to perform
accurate RUL estimation accurate degradation models are
required. Although, degradation is a very complicated process,
sufficiently accurate RUL estimations can be achieved using
quite simple approaches.

One of such models described in [32] reads:

LDIF 74
rd(FU,T,j):059 U-+0.7
1+ el

where r4 is the degradation rate, F'U, T" and j are fuel utilisa-
tion, temperature, and current density, respectively. These are
all process variables, which can be manipulated and controlled

T—1087
22.92

(e —1). (6)

in order to minimise the degradation rate. Model (6) was
recently adopted for predicting how the fuel cellstack will
degrade in future [33]. The parameters, i.e. numeric values
in (6) were estimated from the data employing Bayesian
approach.

The prediction results are shown in Fig. 11. The results show
that 800 hours before the end-of-life, the model accurately
predicts the RUL. Furthermore, the variance (uncertainty) of
the predictions are decreasing as the time progresses i.e. the
model predictions are becoming more precise as we approach
the end-of-life.

IV. CONCLUSION

The presented results addressed three aspects of PHM
for SOFCs. A solution is provided regarding the feature
extraction using fractional order models of SOFCs. Based on
the statistical properties of these features a reliable change
detection algorithm is proposed. The algorithm is based on
multi-dimensional JR divergence. Finally, a computationally
efficient algorithm for RUL estimation is presented.

Taking into account the maturity level of the SOFC tech-
nology, we should be witnessing an increased number of
installations of such systems. By doing so we will become
more self-reliable in the context of energy security, since
all the raw materials required for these systems are readily
available in our region. Furthermore, the fuel cell technology,
in particular SOFC, provides an approach for local fuel pro-
duction. All these benefits makes the hydrogen technology a
viable candidate in the process of seeking alternative to our
dependence of fosill fuels.
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Comparison of Wave Digital and Circuit Models of
Microstrip Single-Stub L-Tuners

Biljana P. Stosi¢ and Nebojsa S. Doncov

Abstract — A simple wave digital models of microstrip single-
stub tuners have been presented in this paper. Advanced Design
System (ADS) software and MATLAB/Simulink environment
are used to design and simulate the investigated microstrip
circuits and their models. A comparative study is carried out, the
results of which are summarized here. The comparison of the
simulation results of the investigated models shows that there is a
good agreement between them.

Keywords — Microstrip circuit, circuit models, wave digital
models, single-stub tuners.

|. INTRODUCTION

Recently, much work has been concentrated on the
development of wave digital (WD) approach for modeling and
analysis of different physical systems. Research on
application of WD structures for electromagnetic (EM) field
simulation is reported in many literatures, e.g. Bilbao [1] and
Russer et al. [2]. Maggioni in [3] presented an application of
Advanced Design System (ADS) to simulations of different
microstrip structures based on their wave digital network
(WDN) representations. In [4], Franken et al. gave a
framework for the automated generation of the wave digital
structures, and the reference circuit is assumed to comprise
arbitrary connection types.

The concepts of WDNs have their origins in the field of
filter design, where they are designated more specifically as
wave digital filters [5]-[8].

Basically, it is important to analyze microstrip structure
quickly, to get proper information in short time. In practice,
many models have been in use: EM models, electric circuit
models, etc. EM models are highly accurate, as they aim to
model interactions in whole structure; however this makes
them extremely complex and time consuming. Electric circuit
models however are less complex and provide sufficient
representation of a structure.

The modeling of microwave structures comes with
challenges, one of which is to obtain the wave digital model
of the different junctions with several arms (i.e. transmission
lines). This study is carried out to develop WD models of
microstrip single-stub L-tuners and to compare those models
with the other ones. Various microwave devices require the
use of tuners in experimental verification of their
performances.

The authors are with the University of Ni§, Faculty of Electronic
Engineering, Aleksandra Medvedeva 14, 18000 Ni$, Serbia, E-mails:
biljana.stosic@elfak.ni.ac.rs, nebojsa.doncov@elfak.ni.ac.rs.
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This paper describes modeling and analyzing procedures
for microstrip circuits based on use of one-dimensional wave
digital approach. Frequency responses are obtained by direct
analysis of the block-based networks formed in Simulink
toolbox of MATLAB environment. This wave-based method
allows an accurate and efficient analysis of different
microwave structures.

Amplitude-frequency responses of S, parameter for
different symmetrical microwave circuits are discussed in the
previous paper [9]. In this paper, a comparative study of Sy;
and S;; parameters obtained from wave digital and circuit
models is carried out. Asymmetric microwave circuits with
very thin conductor lines are modeled and analyzed.

Il. WAVE DIGITAL NETWORK

Some general properties and basic aspects of the one-
dimensional wave digital approach that are of considerable
importance, related to this work, will be discussed here
briefly.

In order to generate a method for construction of algorithm
that efficiently implements microstrip structures utilizing
cross-junction opened stubs, their layouts have to be observed.
Fig. 1 illustrates the known configuration of considerable
interest - a microstrip structure with cross-junction opened
stubs; it is assumed that this structure consists only of uniform
segments assigned from UTL1 to UTL4.

Fig. 2 illustrates the equivalent WDN of the known
microstrip circuit associated with Fig. 1. In accordance with
the general method outlined in Section Il in [9], this WDN is
created. The WDN is a general resultant network, i.e. structure

. 4 .
model comprises N, = qunk unit elements, one four-port

parallel adaptor and two two-port series adaptors.

UTL2

UTL3

UTLI

Fig. 1. Microstrip circuit with cross-junction opened stubs:
symbolical representation of uniform segment connection
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’ UTL4 :
Fig. 2. Wave digital network of a planar microstrip structure with

cross-junction opened stubs

The equation set for four-port parallel adaptor, symbolically
presented in Fig. 2, is:

Bk =(0L1A1+0L2A2 +0L3A3+0L4A4)—Ak, (1)
where the adaptor coefficients
2Gy
ak = k=1234, 2
2j16

depend on port conductances Gk =1/Rg, with Ry being
port resistances, and

4

Zkzlak =2. 3
According to the last equation, it is possible to eliminate one
coefficient, i.e. a4, in order to reduce number of adders in

resultant wave digital network of this adaptor. In this case, the
new equations are:

3
By=Ag- X ak(Ag—A),
k=1

Bk =Bs+(Ag—A), k=123.

(4)
®)

I1l. MATLAB/SIMULINK MODEL
IMPLEMENTATION

MATLAB is an excellent tool for simulating structure, and
for creating the valuable “proof of concept”. Block diagram is
a representation of physical structure using blocks. Individual
blocks can be put together to represent the structure in block
diagram form. Individual blocks can be the basic blocks or
they can be subsystems. They are considered in the text given
below.

Simulation of Simulink model represents a series of
MATLAB and Simulink commands and functions which are
used for its creation. Response is obtained directly in the time
domain, and Fourier transformation is used for frequency
response calculation. A major part here is formed Simulink
model (sIx-file), whereby the sIx-file is run by m-file that is
provided for initialization, response calculation and plotting.

A correct equivalent wave-based model depends on
structure geometry. The models represented here are upgraded
to the previous models given in [9] in order to calculate all S-
parameters, not just Sy;.
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Fig. 3. General Simulink models of WDN from Fig. 2:
(a) Sy; and S;, parameters, and (b) S,; and S, parameters

Fig. 3 illustrates the general Simulink model formed in
accordance with the present wave digital network shown in
Fig. 2. As stated hereinabove in association with Fig. 2, Fig. 3
comprises the blocks Line_1, Stub_2, Line_3 and Stub_4
representing models of uniform segments, the block
ADP_T1S2T3S4 representing four-port parallel adaptor, as
well as the blocks ADP-In and ADP-Out representing two-
port series adaptors. The two-port adaptors at the ends are
used for matching source and load resistances to the rest of the
WDN. The two-port adaptor coefficients are

as=(Rs—Z¢1)(Rs +Z¢1) , (6)
o) =(Ze3 =R /(Ze3 +R1) @
Simulink model of four-port parallel adaptor with port 4

being dependent, depicted in Fig. 4, is formed in accordance
with Egs. (4)—(5).
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Fig. 4. Simulink model of four-port parallel adaptor with
port 4 being dependent
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IVV. RESULTS AND DISCUSSION

In radio frequency (RF) engineering, stub tuners are often
very convenient because they are simple to implement and
cheap to manufacture: they only require more of the same
material used to make the transmission line. The stub can
simply be fabricated as a part of transmision media onto the
PCB (Printed Circuit Board) along with the rest of the circuit.
The goal that stubs are designed to accomplish is to cancel out
the reactive component of the load to be matched, thus they
will only work at a specific frequency.

Validation of the proposed circuit modeling
demonstrated and discussed in this section as follows:
simulating the developed wave digital models,
extracting the model S-parameters,

e plotting parameters.

In order to evaluate these results, a comparison is carried
out. Different microwave structures based on microstrip
technology are simulated using the same characteristics of the
substrate. The structures chosen for the comparison are made
on cheap FR-4 substrate of dielectric thickness h=0.8mm,

relative permittivity ¢, =4.5, loss tangent tano =0.02, and
metallization thickness t =35um.

The circuits depicted in next figures have been
manufactured by the other researchers and their S-parameters
have been measured with an Agilent N5227A vector network
analzyer and the results are shown in [10]. The measured
results are then de-embedded in order to neutralize the
influence of the SMA connectors. Circuits with very thin
microstrip lines having high characteristic impedances are
modeled, i.e. 0.3mm and 0.6mm in Figs. 5a and 6a,

respectively. The effect of the manufacturing tolerances of
narrow lines can influence the power division between the
ports.

The models are build in both ADS and MATLAB/Simulink
and illustrated in Figs. 5 and 6. The models are than
simulated, and plots of the magnitudes of the reflection
coefficient (S11) and transmission coefficient (S21) versus
frequency are generated. The comparison between the results
of simulation is given in Table I. Table | summarizes the shift
in resonant frequencies discussed for the electromagnetic
simulator, circuit simulator, WD model and measured results.

The agreement between this simulated results and the
measured ones is very good despite a frequency shift and an
increase in the insertion losses. The degradation between
results could be attributed to increased dielectric losses in the
substrate fabrication error. The proposed approach is
implemented on a processor Intel(R) Core(TM) i5-3470 CPU
@ 3.20 GHz . A time for a response calculation from WD
models is very low, i.e. 6.6s and 5.2 s, respectively. ADS
Momentum requires more than 20 min for response
calculation. Generally, the WD method provides the fast
simulations versus complex and time consuming 3D models.

is
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TABLE |
SHIFTING OF RESONANT FREQUENCIES FOR SIMULATED AND
MEASURED RESULTS

Simulation/Measured Resonant frequency [GHZ]
/WD results Examplel | Example 2
WD model 2.6 1.45
ADS circuit model 2.95 2.25
ADS Momentum 2.75 1.8
Measured [10] 2.8 1.85

G [srerers

SP1 MIN MIN
Start=0.001Hz 1y

Stop=5 GHz Subst="MSub1"
Step=1 Mz

W=15mm

(b)

Stub_2
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---------- |S11| ADS Momentum ;
" ;
---------- 854/ ADS Momentum ' '
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Fig. 5. Microstrip single-stub L-tuner (Example 1): (a) circuit model,
(b) layout, (c) wave digital model, (d) result comparison
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Fig. 6. Microstrip single-stub L-tuner (Example 2): (a) circuit
model, (b) layout, (c) wave digital model, (d) result comparison

V. CONCLUSION

Single stub tuners have the ability to match any load
impedance that has a positive real component, but they require
placement at a specific distance from the load to maintain
matching. This paper presents an investigation of both wave
digital model and circuit model for microstrip single-band
tuners. The objective of the proposed models is to reduce time
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of simulations of different time-consuming electromagnetic
structures.

Using ADS software the equivalent circuit models are
simulated. Using MATLAB/Simulink enviroment wave
digital models are generated and simulated. The development
of the model would aid in reducing the time taken to design
microstrip circuit in electromagnetic simulator, due to the fact
that the developed WD elements can be built-in MATLAB
simply by using library elements. Synthesis of wave digital
model of structure with more or less elements is easy task
with simple addition or substraction of existing blocks.

The results obtained from both wave digital and circuit
models are in good agreement with one another, as well as the
measured results. It can be observed also how dimensions of
the microstrip lines of the circuit geometry contributes to the
respective resonant frequencies.
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A Neural Approach for Lumped Element Circuit Based
Inverse Modeling of RF MEMS Switches

Rohan Dhuri', Tomislav Ciriéz, Olivera Proni¢-Rancié?,
) . . <2
Vera Markovi¢”, Zlatica Marinkovié

Abstract — In this paper a novel neural approach for inverse
modeling of RF MEMS switches is presented. The approach is
developed for a lumped element circuit. Artificial neural
networks are applied to determine one lateral dimension of the
switch bridge for given value of the lumped element circuit
model inductance and the other bridge lateral dimension. The
approach is validated through comparison of the switch
dimensions obtained by the inverse model and the corresponding
target values.

Keywords —Artificial neural networks, inverse modeling, RF
MEMS switches.

[. INTRODUCTION

RF switches are among the most important components of
RF transceivers. In the recent years RF MEMS switches have
been becoming widely used owing to the advantageous
properties that they have comparing to their mechanical and
semiconductor counterparts. They are very small, extremely
linear, can be integrated and allow easy re-configurability or
tunability of a system [1].

An RF MEMS switch has an actuation section and an
electrical element which can be categorized according to [1] -
[4]:

Actuation scheme: to electrostatic,
piezoelectric and thermal;

- Geometrical configuration: to vertical configuration and
horizontal configuration;

- Electrical configuration: to ohmic contact / series circuit
and capacitive / shunt circuit. The series switch has a switch
series in the signal path. The shunt switch has a switch
parallel to the signal path [4].

In this work a capacitive shunt RF MEMS switch is
considered [5].

Design of RF MEMS switches requires reliable and
accurate models. Modeling is performed simultaneously in
standard full-wave electromagnetic simulators and in
mechanical simulators. The simulations are quite time
consuming, which is especially emphasized when
optimization of the switch dimensions is to be performed to
meet the desired electrical or mechanical properties.

In the case of series shunt switches, important dimensions
to be optimized are lateral dimensions of the switch bridge, as

magnetostatic,
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it will be described in details in Section II. RF MEMS switch
modeling based on the artificial neural networks (ANNs) [6]
has been proposed as a suitable alternative to the standard
modeling approach [7]-[17]. Having in mind that the ANNs
have a very short response time, by exploiting the ANN
models the process of simulation and optimization of the RF
MEMS switches can be speed up. Moreover, as a further
improvement of the design and modelling efficiency, inverse
models of RF MEMS switches based on ANNs have been
developed [12]-[17]. The inverse models are trained to
calculate the switch bridge dimensions for given switch
resonant frequency and/or switch actuation voltage.

In this paper the inverse modeling approach is extended to
the lumped element equivalent circuit model. Namely, inverse
modeling assumes determination of the switch bridge
dimensions for given values of the equivalent circuit elements.

The paper is organized as follows. In Section II the
capacitive RF MEMS switch modeled in this work is
described and the description of the considered equivalent
circuit model is given. The proposed inverse ANN modeling
approach is presented in Section III. The numerical results and
discussion are given in Section IV. Section V contains
concluding remarks.

II. MODELED DEVICE

The RF MEMS switch analyzed in this work is a coplanar
capacitive shunt switch. Top view of the fabricated switch is
shown in Fig. 1. a) and the cross-sectional view is shown in
Fig. 1. b). The switch is fabricated at FBK in Trento in an 8
layer silicon micromachining process [5].

The signal line below the bridge is made of a thin
aluminum layer. Adjacent to the signal line, the DC actuation
pads made by polysilicon are placed. The bridge is a thin
membrane connecting both sides of the ground. The switch
has a structured membrane with a solid center part and a
fingered part close to the anchors for adjusting electrical and
mechanical parameters. The length of the fingered part, L/,

and solid part, L, can be changed in order to change the

resonant frequency of the switch. The actuation mechanism
used here is the electrostatic actuation. For a certain value of
the voltage applied to the DC pads, the bridge comes down
and touches a coplanar waveguide (CPW) centerline. The
inductance of the bridge and the fixed capacitance between
signal line and bridge form a resonant circuit to the ground.
[14].
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DC actuation pad
Unit [pm]

Au bridge
Adr gap (3pm) e (1.8pm)
Au (0.15pm) e——
S0, (0.3pm)
Al underpass
(0. 44pm) ™ Poly-51
(U.63um)
S10: (U, 1 pm) Silicon (5251m) $i0; (1pm)
b)

©)

Fig. 1. a) Top-view of the realized switch; b) schematic of the cross-
section with 8 layers in FBK technology [5]; ¢) equivalent circuit
of the RF MEMS switch RLC lumped element model

This process is related to the switch features and
mechanical/material properties, such as a DC pad size and
location, a bridge spring constant and residual stress, bridge
shapes or supports, etc.

The considered switch can be represented by a simplified
equivalent circuit model, as it is shown in Fig. 1.c), [15] It
consists of the resistance R, the inductance L and the
capacitance C, as well as two 50Q CPW lines.

The switch resonant frequency can be calculated as:

1
f res T . [ (1)
2\ LC

The switch capacitance in the membrane down-state,

considered in this case, is calculated from the layout using the
following expression [1]:

C- &p&, A
ty

)
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where g, is the dielectric permittivity, &, is the relative

dielectric permittivity, #, is the distance between the two
plates forming the capacitance and A is the surface of the
plates forming the capacitance. As can be seen, the
capacitance does not depend on the bridge lateral dimensions,
i.e., it is constant with the changes of the bridge lateral
dimensions. The other two elements, R and L, depend on the
bridge lateral dimensions L, and L.

During the design of switch, if a resonant frequency is
given, which is usually the case, the inductance can be
straightforwardly calculated from Eq. 1 as:

1

L=— —

4’ f,C 3)

The only parameter which is to be determined by
optimizations in a circuit simulator is the resistance.

As far as the determination of the bridge lateral dimensions

is concerned, they can be determined from the given

inductance as explained in the following section.

III. PROPOSED INVERSE ANN MODEL

As explained in the previous parts of the paper, the switch
dimensions depend on the lateral dimensions, i.e., the bridge
solid part (L) and the bridge fingered part (L ;). Once the

switch inductance is calculated for the given resonant
frequency, the lateral dimensions can be determined by ANN
based models, as shown in Fig. 2.

It should be mentioned that the inductance is not unique for
different values of the dimensions, i.e., one inductance value
matches several values of the bridge solid and fingered parts,
but is unique to a combination of L and L. Having that in

mind, it is not possible to find both L and L ; simultaneously

by using a single ANN. Therefore, the two ANNs have to be
used to determine L and L, separately. One dimension has

to be fixed to determine the other dimension. The ANN shown
in Fig. 2 a) is used to determine the bridge solid part for given
value of the bridge fingered part and the ANN shown in Fig. 2
b) is used to determine the bridge fingered part for the given
bridge solid part.

To train the ANNSs, it is necessary to calculate the
equivalent circuit inductance for different combinations of the
bridge lateral dimensions. This can be done in the full-wave
simulators, where the S-parameters are calculated for different
combinations of the bridge lateral dimensions. The resonant
frequency is found for each case and is further used to
calculate the equivalent circuit inductance. To have a
complete equivalent circuit model, the resistance is
determined by the optimizations in a circuit simulator.
Moreover, an additional model for the resistance versus the
lateral dimensions can be modeled by an ANN, as shown in
[15].
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L - L TABLE I: TEST STATISTICS FOR THE TRAINING SET FOR THE ANN
! ¥
MODEL FOR L, DETERMINATION
; ANN1 [—» :
. —P
Lf L LS - target LS - ANN | Abs. error | Rel. error
2) [um] | [pH] [um] [um] [um] (%]
/ 50 11.35 50 49.82 0.18 0.36
L. —> ~ 100 | 17.04 50 51.02 1.02 2.04
ANN 2 — » 50 27.21 200 198.93 1.07 0.54
L —»p 100 | 33.38 200 197.75 2.25 1.13
50 39.85 300 302.55 2.55 0.85
100 | 46.63 300 300.05 0.05 0.02
b) 50 52.17 400 399.43 0.57 0.14
100 | 59.97 400 402.90 2.90 0.73
Fig. 2: ANN inverse model for a) L; ,b) L 50 | 65.24 500 501.71 1.71 0.34
100 | 71.23 500 49791 2.09 0.42

IV. NUMERICAL RESULTS AND DISCUSSION
TABLE II: TEST STATISTICS FOR THE TEST SET FOR THE ANN MODEL

The training of the ANNs was performed by different FOR L DETERMINATION
training algorithms, and it was found that for the available
data the best results in terms of learning (modeling accuracy
for the training values) and generalization (modeling accuracy | [wm] | [pH] | [nml [wm] (um]
for the test values) were achieved by using the Bayesian

L, L |L,-target | L, -ANN| Abs. error | Rel. error
[%]

regularization algorithm. 25 30.06 250 252.68 2.68 1.07

For all models, the ANNs with different number of hidden 75| 36.69 250 2>1.05 1.05 0.42

. .. 25 41.93 350 348.05 1.95 0.56
neurons were trained and compared, and the ones giving the 75 14908 350 34711 739 0.83
best accuracy were chosen as the final ones. The accuracy was
tested by estimating the absolute test error as well as the
relative test error.

The training of ANN 1 was done using ten data samples, as TABLE III: TEST STATISTICS FOR THE TRAINING SET FOR THE ANN
shown in Table I. The chosen ANN has two hidden layers of MODELFOR L ; DETERMINATION
25 neurons each. The test was done for the training data
(Table I) and the test data (Table II). In both cases, the L, L |L; -target | L -ANN| Abs. error | Rel. error
absolute error is within the limit of 3um, which is within the [um] - [um] ’[ m] [um] (%]
fabrication tolerances. The relative errors are less than 1%. [pH] " "

The ANN 2 was trained using the same combinations of the 50 1 11.35 30 29.96 0.04 0.08
lateral dimensions as in the case of the ANN 1. The ANN 50 | 17.04 100 100.06 0.06 0.06
showing the best accuracy has two hidden layers of 50 200 | 27.21 50 50.29 0.29 0.58
neurons each. The test statistics for the training and test input 200 | 33.38 100 9939 0.39 0.39
combinations are given in Table III and Table IV, 300 | 39.85 50 50.25 0.25 0.50
respectively. The chosen ANN has two hidden layers of 50 300 | 46.63 100 100.76 0.76 0.76
neurons each. As in the previous case, the absolute error is 400 | 52.17 50 48.76 1.24 2.48
within the limit of 3pm for both training and testing samples. 400 | 59.97 100 100.16 0.16 0.16
The relative error is except in a very few cases less than 1%. 500 | 65.24 50 5142 1.42 2.84

The inverse modeling where the resonant frequency is 500 | 71.23 100 99.05 0.95 0.95
taken as the ANN input instead the inductance can be seen in
[12]-[15]. However, that alternative way to perform inverse
modeling requires additional simulations (either in a full-wave TABLE IV: TEST STATISTICS FOR THE TEST SET FOR THE ANN MODEL
EM simulator or preferably by using an ANN model trained to FOR L ; DETERMINATION
determine the resonant frequency for the given lateral
dimension) to get more training data needed to achieve the L, L |L; -target | L, -ANN| Abs. error | Rel. error
acceptable absolute error limit of 3um. The inverse model ' ' 0
using inductance as the ANN inpit does not need any (vl | [pH) (] [pm] (] el
additional simulations and gives a good generalization with 250 | 30.06 25 73.93 1.07 208
use of only 10 samples for training compared to 814 samples 250 | 36.69 75 7431 0.69 0.92
used for training of the inverse model using resonant 350 | 41.93 25 2272 2.28 9.12
frequency as shown in [12]. 350 | 49.28 75 73.41 1.59 2.13

17
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V  CONCLUSION

Inverse ANN models developed to determine the bridge
dimensions of RF MEMS switches could be very helpful in
the RF MEMS switch design. They can be used for fast
determination of the dimensions to get the desired inductance
or resonant frequency. The inverse modeling approach
proposed in this paper is combined with the equivalent circuit
model. Namely, an ANN is used to determine one of the two
bridge lateral dimensions, for the given value of the other
lateral dimension and the equivalent circuit inductance
calculated for the desired resonant frequency. According to
the test statistics on the training data and on the test data not
used for the model development, the difference between the
determined and target values is smaller than the deviations
from the nominal values which might appear during the
fabrication process. Moreover, it was concluded that this
approach enables achieving the same accuracy as the accuracy
achieved with the previously proposed models, where the
resonant frequency is used as an ANN input instead of the
equivalent circuit inductance, but with a significantly smaller
training data set.
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Design of CPW-fed asymmetrical slot array for K-band
applications

Marija Milijic' and Branka Jokanovic®

Abstract — This paper discusses the design of an antenna array
consisting of rectangular slots positioned asymmetrically relative
to CPW feeding line. The proposed asymmetrical slots offer
greater flexibility in antenna design and easier control of crucial
antenna parameters such as gain, side lobe suppression and
bandwidth. Additionally, the proposed antenna is intended for
frequency range 24.25-27.5 GHz and therefore it is suitable for
future great capacity broadband 5G technologies.

Keywords — Antenna array, Asymmetrical slot antennas,
CPW-fed antennas, CPW T-junction.

[. INTRODUCTION

With the rapid growth of the wireless communication
system, sub-6 GHz frequency range has become overcrowded.
Therefore, the operation bandwidth of the upcoming 5G
networks will be at higher frequencies compared with
previous generations of mobile communication networks [1].
Several promising millimetre-wave bands have been released
by the International Telecommunication Union (ITU) for the
5G wireless communication system that include the 24.25 —
27.5 GHz, 37 — 40.5 GHz, 66 — 76 GHz bands [2].
Meanwhile, the Federal Communications Commission (FCC)
has considered the spectrum of approximately 11 GHz above
24GHz for flexible, mobile and fixed wireless broadband for
the next-generation 5G networks and technologies in the
United States [3]. Among the available millimetre wave
spectrum, frequency around K band is extensively highlighted
for 5G because of lower atmospheric absorptions and
relatively lesser attenuations while these effects become more
prominent at higher frequencies [4].

Furthermore, 5G generation of mobile networks are
intended to connect hundreds different devices creating
crucial demands for services of great broadband capacities
and transmission speeds [1]. Consequently, new challenges to
design of millimetre-band antennas have come out requiring
antennas composed of dozens of radiating elements. Antenna
arrays feature better radiation characteristics, combined with
the reduced sizes and higher gains. CPW (coplanar
waveguide) - fed antennas have received much attention for
finding applications in 5G mobile communication systems due
to their wide bandwidth, low cost, light weight, small size,
and ease of fabrication [5-7].
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Fig. 1. CPW-fed asymmetrical rectangular slot:
a) top view b) side view.

This paper presents a centrally offset fed rectangular slot
array designed for wide-band applications in 5G frequency
range 24.25-27.5 GHz. The slots are located asymmetrically
relative to CPW feeding line in order to easier control of
crucial antenna parameters such as gain, side lobe suppression
and bandwidth. Aside from planar structure and inexpensive
fabrication, given simulated results report that the proposed
antenna array has 1.85 GHz bandwidth in terms of radiation
pattern and 1.2 GHz bandwidth in terms of S;; parameter with
16 dBi average gain that make this class of antennas a good
candidate for a variety of 5G communication applications.

II. CPW-FED ASYMMETRICAL SLOT ANTENNA

Geometrical view of the proposed CPW-fed asymmetrical
slot antenna is shown in Fig. 1. It is modelled using a
substrate with thickness of #=0.508 mm and relative
permittivity of §=2.54. The rectangular slot is with width «
and arms of different length 5; and b, causing that the CPW
feed line is not positioned in the middle of slot. The widths of
the strip and gap (W and G) of the CPW feed line, whose
impedance is around 120 Q, are 0.3 mm and 0.375 mm,
respectively. The antenna’s metal surface is of size 15 x
14 mm>. At the distance 1,/4 =2.89 mm from the slot antenna
there is a reflector plate whose dimension are the same as the
antenna’s dimensions (4, is wavelength in vacuum at the
centre frequency £,=25.875 GHz).



Ohrid, North Macedonia, 27-29 June 2019

——,---- Re, Im part for bi=b2:2.7 mm
300 4 —, -~ -- Re, Im part for b‘:2.2 mm, 63:3.2 mm
-~ Re, Im part for bi:l.'f mm, 62:3.7 mm

2 Re, Im part for b=1.2mm, b=4.2 mm

Re, Im part for b =0.7 mm, b =4.7 mm
200 1 27
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f1GHz]
Fig. 2. De-embedded impedance of the CPW-fed asymmetrical
slot antenna versus frequency. The slot width, a and its overall
length, b=b,+b, are fixed.

18 19 20

TABLEI:
SECOND RESONANCE AND IMPEDANCE OF CPW-FED ASYMMETRICAL
SLOT ANTENNA VERSUS DIFFERENCE Ab BETWEEN ITS ARMS’ LENGTHS.

Ab=b,-b;,[mm] 2" resonance[GHz] Impedance [Q]
0 259 120
1 24.85 80
2 23.45 60
3 22.05 55
4 20.6 60
5 19.15 55

To estimate the performance of the proposed CPW-fed slot
antenna, it is simulated using the WIPL-D software [8]. Its
impedance is determined by its de-embedded S;; and S,
parameters using formulas [9]:

——— ()
Y21(S11’S21)

2 1

Y (S8 =———
A+51)* =S$5° Z,

2

where Zy=120 Q is impedance of CPW feed line. The
simulation results of impedance for asymmetrical slot with
width ¢=1.5 mm is presented in Fig. 2. It can be observed that
with constant slot length only by changing the arms’ length it
can cover entire K-band within impedance range 55-120 Q.
The asymmetrical slot, whose total length and arm’s lengths
are both changeable, offers a bigger opportunity to fit
impedance at desired frequency than rectangular or bow-tie
slot whose length can be only adjusted [10,11]. The numerical
values from Fig. 2 are presented in Table I together with the
second resonance and slot impedance at second resonance for
all considered difference Ab between slot arms’ length b, and
b I
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Fig. 3. CPW-fed asymmetrical slot array: a) Top view b) Side
view.

III. THE ARRAY OF CPW-FED ASYMMETRICAL
SLOTS

The configuration of the proposed CPW-fed asymmetrical
slot array is depicted in Fig. 3. A dielectric substrate of
constant g=2.54 and thickness #=0.508 mm is used. The
centre frequency f,=25.875 GHz is calculated as the central
value of range 24.25 — 27.5 GHz, recommended by ITU [2].
The antenna array is at the distance 4,/4 =2.89 mm from the
reflector plate whose dimension are the same as the array’s
dimensions. Unlike the microstrip antennas with a backside
ground plane, slot antennas require the reflector plane to be at
a distance equal to the quarter of the free space wave-length.
It should ensure that the antenna radiates only in half the
space. The array is split into two identical four-slot subarrays
placed at the different distances from the CPW T-junction. In
order to provide the in-phase feeding of both subarrays, the
CPW T-junction is moved off the symmetry axes (see Fig. 3)
for A4 /4, where 2,=9 mm is CPW line wavelength at the centre
frequency f.. The difference between lengths of CPW lines
between T-junction and sub-arrays results in shift between
their S-parameters in Smith chart (Fig. 4). The 60 Q CPW line
(featuring the strip w;=0.9 mm and gap g;=0.1 mm) is used to
enable feeding for both sub - arrays dividing power into two
120 Q CPW feed lines featuring the strip w,=0.3 mm and gap
2,=0.375 mm for feeding every four slots sub - array.
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1 _._ Right sub-array
T i Left sub-array

0.5 2

02,

Thy
S
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05 T 2

Fig. 4. The S-parameter Smith chart for four-element sub-arrays
calculated at the CPW-T junction. S-parameters are normalized to
the impedance of CPW feeding line (120 €2).

The dimensions of metal plate are 77mm x 25mm x 0.508
mm. Each slot has a rectangular shape with ¢=2 mm width
and arms of different length ;=2 mm and b,=4.35 mm. Also,
the slots are positioned at mutual distance d=9 mm. The
antenna array is designed, simulated and analysed using
WIPL-D software [8].

IV. SIMULATION RESULTS AND DISCUSSION

The radiation patterns for lower, central and upper
frequency are presented in Figs. 5 - 6 resulting in the range
from 25.48 GHz to 27.23 GHz. The obtained simulation
results point out that arrays with centrally feeding feature
more wideband characteristics than the series-fed arrays [12]
which is one of the crucial demands for 5G communication
systems. The investigated frequency domain has the
maximum gain fluctuation 1.6 dB from the gain at the central
frequency which is 16.85 dBi. Side lobe suppression varies
from 10 dB at the edge frequencies to 13 dB at the central
frequency, which is expected for an uniform antenna array.
Furthermore, the comparisons between E-plane co-polar and
cross-polar radiation patterns as well as H- plane radiation
pattern for p=0° for three considered frequencies are shown in
Fig. 5.

Further presented result is S;; parameter versus frequency
in Fig. 7. It can be observed that S;; is below -10 dB for
frequencies between 25.475 GHz and 26.65 GHz. Bandwidth
which is quoted in terms of return loss, is less than bandwidth
determined by radiation pattern.

The Table II presents the review of the overall
characteristics of examined array with asymmetrical slot
antennas fed by CPW transmission line at three considered
frequencies.
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Fig. 7. §;; parameter of the CPW-fed asymmetrical slot array versus
frequency.

TABLEII:
THE CHARACTERISTICS OF THE ASYMMETRICAL SLOT ANTENNA ARRAY
FED BY CPW TRANSMISSION LINE.

Frequency [GHZz]

25.48 25.875 27.23
Characteristics
Gain [dBi] 16.48 16.85 15.25
SLS [dB] 10 13 10
Col/cross-polar ratio [dB] > 18 > 18 >13.5
3dB-beamwidth [°]-E plane 6.5 7 7.5
3dB-beamwidth[°]-H plane 51 53 45

V. CONCLUSION

An antenna design is one of the major considerations to
realise mm-wave based 5G applications. Modern wireless
communication system requires low profile, light weight, high
gain, ease of installation, high efficiency and simple in

22

structure antennas. The design of a wideband compact antenna
is a challenging task especially at the operating higher
frequencies around 28-GHz. The key features of a CPW-fed
antenna are low profile, relative ease of construction, low
weight, comfortable to planar and non-planar surfaces, low
cost, simple and inexpensive manufacturing. These
advantages make them popular in many wireless
communication applications.

In this paper, a wideband compact array of CPW-fed
asymmetrical rectangular slots is proposed. The centrally
feeding provides a wide bandwidth from 25.48 to 27.23 GHz.
Furthermore, the simulation results show excellent
characteristics of the proposed antenna array, concerning
average gain of 16.2 dBi and very symmetrical radiation
pattern.

Further research will be conducted by introducing a rat-race
CPW coupler and its comparison with CPW T-junction,
presented in this paper. The antenna with better simulated
results is intended to be fabricated and measured.
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Channel selection in 2.4 GHz ISM band for
IEEE 802.15.4 networks

W M4 1 W W . ’2
Sladana Purasevi¢ and UroS PeSovié

Abstract — IEEE 802.15.4 standard represents one of the most
used communication technologies for the Internet of Things. This
standard shares 2.4 GHz band with WLAN and Bluetooth
devices, which number has been drastically increased in the past
decade. This paper presents analysis of usage of IEEE 802.15.4
channels in ISM band.

Keywords —IEEE 802.15.4, Channel selection, ISM band,
Coexistence

[.INTRODUCTION

License-free bands represent part of the radio spectrum
which can be freely used by anyone, where the only constraint
is limited transmitting power. With the rapid increase in the
number of wireless devices which used license-free bands,
these bands almost reached the limits of their capacity in
highly urbanized environments [1]. This is especially the case
for the 2.4 GHz ISM band which is used by IEEE 802.15.1
Bluetooth devices, IEEE 802.11 Wireless LANs, IEEE
802.15.4 WPAN devices and cordless phones. IEEE 802.15.4
standard represents one of the key wireless transmission
technologies for implementation of Internet of Things (IoT).
This technology, targeted for smart devices in homes, can be
significantly affected by other types of networks in ISM band.
Term coexistence, represents the ability of devices to operate
under the presence of device which uses different wireless
standards in the same frequency band [2]. Coexistence of
these wireless standards in the ISM band can be achieved
using proactive and reactive techniques. Proactive techniques
require cooperative channel sharing and complete control of
deployed networks which is usually not the case. Also, most
radio standards are not designed to detect other network
transmissions and cooperatively share channels. Reactive
approaches are typically focused on techniques which are
used by the device itself to be able to coexist without need to
influence interfering devices.

II. IEEE 802.15.4 STANDARD

IEEE 802.15.4 standard is designed for Low Power
Wireless Personal Area Networks (LP-WPAN) and defines

'Sladana Purasevi¢ is with the Faculty of Technical Sciences
Cagak, University of Kragujevac, Svetog Save 65, Cacak 32000,
Serbia, E-mail: sladjana.djurasevic@gmail.com

Uro§ Pesovi¢ is with the Faculty of Technical Sciences Cagak,
University of Kragujevac, Svetog Save 65, Ca¢ak 32000, Serbia, E-
mail: uros.pesovic@ftn.kg.ac.rs

23

Physical (PHY) Layer and Medium Access Control (MAC)
Layer. The PHY layer is responsible for wireless transmission
and reception of packets and control of radio transceiver,
while the MAC layer provides fair and efficient access to the
wireless channel. The physical layer of the IEEE 802.15.4
standard defines several radio bands, where the 2.4 GHz ISM
band is the most commonly used worldwide. This band is
divided into sixteen IEEE 802.15.4 channels, which are
separated by 5 MHz and each channel has a bandwidth of 2
MHz and data rate of 250 kbps. The maximum transmitting
power is 0 dBm (ImW), which is much lower compared to
maximum transmitting power of 100 mW used for IEEE
802.11 networks. In order to improve coexistence IEEE
802.15.4 devices use Direct Sequence Spread Spectrum DSSS
which spreads every bit with eight chips which significantly
improve immunity on bit errors. As we can observe from
Fig.1, IEEE802.15.4 achieves the best BER (Bit Error Rate)
performance compared to the other standards which operate in
2.4 GHz band.
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Fig. 1. BER for wireless standards in 2.4 GHz ISM band [3]

MAC Layer uses CSMA/CA (Carrier Sense Medium
Access with Collision Avoidance) to achieve efficient
medium access. This technique requires the device’s PHY
layer to first check the channel state using Clear Channel
Assignment (CCA) before starting transmission of a packet.
There are three methods of performing CCA: either by
detecting IEEE 802.15.4 carrier signal (Carrier Sense — CS) or
by performing Energy Detection (ED) in the channel, or
combination of both. CCA reports a busy medium upon
detecting a signal with the modulation and spreading
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characteristics of IEEE 802.15.4 or upon detecting energy
level within the bandwidth of an IEEE 802.15.4 channel
which is above the Energy Detection (ED) threshold. Carrier
sense CCA is intended to prevent collision with IEEE
802.15.4 devices, while ED can be used to prevent collisions
with another type of networks which share the same
frequency. ED is also used by MAC during the initial
formation of the network to estimate the state of all sixteen
channels and choose the channel with the lowest energy level.

MAC layer can operate in one of two operating modes:
Non-Beacon Enabled and Beacon Enabled mode. Non-Beacon
Enabled mode is event-driven medium access mechanism,
where device attempts medium access as soon as the
transmission is requested. Prior transmission, device performs
blind backoff CSMA/CA, where it waits for a random period
of time. When this period expires, MAC requests CCA service
to ensure that the channel is free in order to start transmission.
If CCA reports a busy channel, the device shall wait for
another random period before trying to access the channel
again. If the number of unsuccessful random backoff exceeds
the maximum permissible number of retries, the packet
transmission is aborted.

Beacon Enabled mode represents scheduled medium access
mechanism in which device can initiate channel access during
the appropriate time slot intended for transmission. Using
beacon frame, the PAN coordinator announces current
channel access timetable, shown in Fig.2.

Beacon interval(BI)
Superframe duration(SD)
CFP

GTS

GTS GTS

Inactive
period

Inactive
period

son w0 m

10 12(13|14 |15

! Active portion SD‘ZBMO
. - optional components

Fig. 2. Superframe structure [4]

Active communication period, called superframe, is divided
into 16 slots, which are grouped into Contention Access
Period (CAP) and Contention Free Period (CFP). During CAP
devices are contenting for medium access using slotted
CSMA/CA mechanism. The device, which wants to start
transmission, locates a boundary of the time slot, waits for a
random period, after which it performs CCA. Backoff time is
used to prevent devices from simultaneous channel access,
which can lead to a collision of transmitted packets. CFP
provides up to seven Guaranteed Time Slots (GTS) troughs
which device can transmit time sensitive traffic. GTS is pre-
allocated to the specific devices, after device issues GTS
reservation request from PAN coordinator. If the device does
not use its GTS for the extended period, PAN Coordinator
will assign these GTS slots on another device request.
Superframe is followed by an optional inactive period in
which devices go to low-power sleep mode until the arrival of
the next beacon frame.

III. COEXISTENCE TECHNIQUES

Proactive techniques tend to prevent interference using
physical separation of networks, frequency separation and
time separation. Physical separation relies on careful network
planning in order to achieve spatial separation between
different networks. Due reduced signal strength over distance,
networks will be less influenced by one another which can
improve their coexistence. Physical separation doesn’t work
well in locations with dense wireless networks. It is only
practical, if the user has complete control of networks
deployment in certain broader area which is usually not the

case.
Channel 1

Channel 6 Channel 11

Transmitter power [dBm)]

2437

2462

Frequency [Mhz]

Fig. 3. Channel separation in 2.4 GHz ISM band [5]

Frequency separation reduces interference between two
networks by operating on different frequencies. Since ISM
band is divided into different channels by different wireless
standards, it is necessary to select channels for different types
of networks in such manner that their operating frequencies
don’t overlap. IEEE 802.11 and 802.15.4 devices operate in
fixed channels, where transmit power of IEEE 802.11 devices
is a hundred times stronger compared to 802.15.4 devices,
which can be significantly affected. In order to achieve
frequency separation, it’s necessary to exploit frequency gaps
between non-overlapping IEEE 802.11 channels in which
IEEE 802.15.4 devices can operate without interference.
These IEEE 802.15.4 channels are 15, 20, 25 and 26 for US
and 15, 16, 21 and 22 for Europe as shown by Fig.3.

TABLE I
ISM BAND CHANNELS

Wireless Non-overlapping | Channel Channel
standard channels bandwidth | separation
IEEE 802.11b 4 22 5
IEEE 802.11g 3 20 5
IEEE 802.11n 1 40 5
IEEE 802.15.1 79 1 1
IEEE 802.15.1

BLE 37 2 2
IEEE 802.15.4 16 2 5
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IEEE 802.15.1 networks operate in entire bandwidth using
the pseudorandom channel-hopping technique. Regular
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Bluetooth hops to one of the 79 channels every 625 ps, while
newer Bluetooth Low Energy hops to one of 37 channels
every 3 ms, with adaptive hopping capability to avoid
channels with interference. Due to the unpredictability of
channel hopping scheme, frequency separation is not feasible
with Bluetooth networks.

Time separation technique enables devices which operate in
different standards to send and receive data in different time
slots, in order to avoid collisions. This technique exploits low
utilization which is common for low power networks, so they
can utilize the medium for a small amount of time. In order
achieve time separation, it’s necessary to implement
centralized control of different networks. In case of intense
traffic time, separation can increase packet delays and
collisions as shown in Fig.4..

Time —»=

Fig. 4. Time separation in 2.4 GHz ISM band [6]

Proactive techniques require cooperative channel sharing
and complete control of deployed networks which is usually
not the case. Also, most radio standards aren’t designed to
detect other network transmissions and cooperatively share
channels. Thus, wireless standards need to be upgraded in
such a way that they can detect and avoid congested channels.
One of the modifications of standard was proposed in 2015.
IEEE 802.15.4¢ implements Time Slotted Channel Hopping.
Using this technique all devices operates in one channel
during certain time slot, and when that slot expires, all devices
switch to another channel where they continue
communication. Thus IEEE 802.15.4 devices can avoid using
overcrowded channels by adaptive channel hopping as shown
in papers [7-11].

IV. EXPERIMENTAL RESULTS

IEEE 802.15.4 channels are observed in 2.4 GHz ISM band
with PICDEM Z development board [12]. This board uses
MRF24J40MA [13], 2.4 GHz IEEE 802.15.4 compliant
transceiver, realized on prefabricated Printed Circuit Board
(PCB) with dipole antenna. Board is placed vertically in order
achieve omnidirectional radiation pattern of transceiver
antenna in the horizontal plane. PICDEM Z is controlled from
personal computer using Radio Utility Driver Program [14],
which logs ED data from all channels received via RS232
port. Transceiver is put into reception mode in which it
performs cyclic ED on each channel. Result of ED is RSSI
(Received Signal Strength Indicator) value which is averaged
on four received Bytes. When one channel is selected, after
expiry of oscillator stabilization time ED is performed 32
times in succession, which is equivalent to duration of
transmission of packet of maximum size of 128 Bytes.
Maximum detected ED value is then send to console output,
after which ED is performed on following channel.
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Channel state is observed in three scenarios: public building
(faculty), residential building and downtown house during the
peak traffic period: noon at public buildings and evening in

RSSI

Time 500

T v v vV

AU W W N NN
E b 1 22 23 24 25 26

44 12 13 12 15 16 17 18 19 20 2
Channel

1000 \

Fig. 5. IEEE 802.15.4 channels in public building

residential buildings. All sixteen channels are monitored for
duration of 1000 cycles where each cycle lasts 400ms.

Results for public building, presented in Fig.5, shows one
dominant IEEE 802.11 networks which occupies same
bandwidth as IEEE 802.15.4 channels 11 to 14. Also we can
observe several less influencing IEEE 802.11 networks on
other channels. Result shown that, in this case, channel 26 is
the least affected by other types of wireless transmission and
it can be used for IEEE 802.15.4 operation.

Results for residential building presented in Fig.6, shows
several dominant IEEE 802.11 networks which occupies same
bandwidth as IEEE 802.15.4 channels 13 to 23. Also we can
observe several less influencing IEEE 802.11 networks on
other channels. This is the results of number large number of
WLANS which are typically used as home LAN infrastructure
in apartments in Serbia. Result shown that, in this case, all
channels are occupied and it will be challenging task to
implement error-free operation of IEEE 802.15.4 network.
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Fig. 6. IEEE 802.15.4 channels in residential building

Results for downtown house presented in Fig.7, shows
several IEEE 802.11 networks which occupies same
bandwidth as IEEE 802.15.4 channels 22 to 23 and 12 to 15.
Interference of these networks is much smaller compared to
other two scenarios due physical separation between houses
which is dozen meters. In this scenario IEEE 802.15.4
networks can operate without interference on most channels.
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Fig. 7. IEEE 802.15.4 channels in downtown house

V. CONCLUSION

Results show that IEEE 802.15.4 networks could hardly
coexist with other types of networks in highly urbanized
environments, such as public and residential buildings. In
such scenarios it’s necessary to use advanced mechanisms
with adaptive channel hopping.
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INVESTIGATION OF LTE/LTE-R
FUNCTIONALITIES IN TRAIN RADIO

Adi Koruni' and Ivaylo Topalov?

Abstract - High-speed railways (HSRs) improve the quality of
rail services, yield and help to create socioeconomically
balanced societies. To handle increasing traffic, ensure
passenger safety, and provide real-time multimedia
information, a new communication system for HSR as well as
for conventional rail (CR) is required. In the last decade, public
networks have been evolving from Global System for Mobile
Communications (GSM) with limited capabilities, to third (3G)
and fourth-generation (4G) broad-band systems that offer
higher data rates e.g., long-term evolution (LTE). This requires
development for the railways of upgraded or new train
dispatchers and drivers terminals with LTE/LTE-R
functionalities. In this paper, the necessary functionalities in
broadband wireless access for train radio have been discussed.

Keywords = LTE, LTE-R, Dual radio, GSM-R, Functionality,
Cab Radio

I. INTRODUCTION

For high-speed railway (HSR) and conventional rail (CR) to
evolve the current Global System for Mobile Communications
(GSM) - railway (GSM-R) technology with the next-
generation railway-dedicated communication system
providing improved capacity and capability is now in EU an
upcoming task. [1] A reliable broadband communications
system is essential for different HSR and CR components,
such as train control and safety-related communications.
Since 2014, a project of the International Union of Railways
(UIC), known as the Future Railway Mobile Communication
System (FRMCS), has started to assess and shape the future
of HSR mobile communications and to identify suitable
candidate technologies to use once the currently used GSM-
R has become obsolete. HSR applications have strict
requirements for quality-of-service (QoS) measures, such as
data rate, transmission delay, and bit error rate (BER). Due
to these factors as well as a desire to use mature and low-
cost technology, HSR communications generally use off-
the-shelf technologies and add applications to meet specific
services and demands.

GSM-R [2] is a successful example, based on the GSM
standard and used on over 70,000 km of railway lines
(including over 22,000 km of HSR lines) all over the world
[3]. The GSM communications systems are being
decommissioned as the public communication market is
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evolving toward the Third Generation Partnership Project
(3GPP) long-term evolution (LTE) [4]. A new system is thus
required to fulfill HSR operational needs, with the capability
of being consistent with LTE, offering new services but still
coexisting with GSM-R for a long period. The selection of a
suitable wireless communication system for HSRs needs to
consider such issues as performance, service attributes,
frequency band, and industrial support. Compared with
third-generation (3G) systems, fourth-generation (4G)f LTE
has a simple flat architecture, high data rate, and low latency,
making it an acknowledged acceptable bearer for real-time
HSR applications. Fifth-generation (5G) systems, although
currently discussed in 3GPP, will be available only after
2020 and, therefore, are not suitable for the HSR time frame
[5]. In view of the performance and level of maturity of LTE,
LTE - railway (LTE-R) will likely be the next generation of
HSR communication systems [6], [7], and the future vision
for HSR and CR wireless technologies will thus rely on it.

II. GSM-R SYSTEM

GSM-R is essentially the same system as the GSM but
with railway-specific functionalities. It uses a specific
frequency band around 800/900 MHz, as illustrated [8].

In addition, the frequency bands 873 — 876 MHz (uplink)
and 918-921 MHz (downlink) are used as extension bands
for GSM-R on a national basis, under the name Extended
GSM-R (E-GSM-R). GSM-R is typically implemented
using dedicated base stations (BSS) close to the rail track.
The distance between two neighboring BSS is 7-15 km but
in China it is 3—5 km because redundancy coverage is used
to ensure higher availability and reliability. GSM-R has to
fulfill tight availability and performance requirements of the
HSR radio services.

III. GSM-R SERVICES

The GSM-R network serves as a data carrier for the
European Train Control System (ETCS), which is the
signaling system used for railway control. The ETCS has
three levels of operation and uses the GSM-R radio network
to send and receive information from trains. On the first
level, ETCS-1, the GSM-R is used only for voice
communications. On the other two levels, ETCS-2 and
ETCS-3, the GSM-R system is used mainly for data
transmissions. The GSM-R is very relevant to ETCS-2 and
ETCS-3, where the train travels at a speed up to 350 km/h,
and it is thus necessary to guarantee a continuous supervision
of train position and speed. When the call is lost, the train
has to automatically reduce the speed to 300 km/h (ETCS-1)
or lower [9].
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In Fig.1 [10] is summarized the future possible services
provided by LTE-R, which is based on UIC technical reports
of China Railway and ERA. It is noteworthy that broad-band
wireless access for passengers inside high-speed trains is not
provided by LTE-R because of its limited bandwidth.
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Fig.1 The LTE-R services
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> There are several challenges associated with
LTE/R.

1) HSR-specific scenarios: In the LTE standard of [11], a
channel model for HSR is resented that only includes
two scenarios, open space and tunnel, and uses a
nonfading channel model in both scenarios.

2) High mobility: High-speed trains usually run at a speed
of 350 km/h, and LTE-R is designed to support 500
km/h. The high velocity leads to a series of problems.
First, high velocity results in a non-stationary channel
because, in a short time segment, the train travels over a
large region, where the field strength change
significantly.

3) Delay spread: Delay dispersion leads to a loss of
orthogonality between the OFDM sub-carriers, and a
special type of guard interval, called the cyclic prefix
(CP), should be employed. The delay dispersion
determines the required length of LTE CP supports both
short (4.76 ms) and long (16.67 ms) CP schemes.

4) Linear coverage: In HSRs, linear coverage with
directional antennas along the rail track is used, where
the directional BS antennas orientate their main lobe
along the rail track so that it is power efficient. The
linear coverage brings some benefits, e.g. with the
known location of a train, it is possible to design
distance/ time-based beam forming algorithms with
good performance.

LTE-R CHALENGES
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V. THE FUTURE CAB RADIO
INCLUDED IN LTE-R

The Future Cab Radio generations will be based on a
packet oriented data transmission system, using or derived
from current available commercial networks. Based on its
long years of experience, in Funkwerk, they has been
developed a LTE based Cab Radio system providing
2G/3G/AG telephony and data services as well as VoLTE1
and IP-based data-services (Fig.2)[12]. It operates on an
Android based system. Due to the implementation of this
market leading operating system the sage of this device is
nearly self-explanatory. The dispatching radio is designed
for use in Rail vehicles. In the vehicle there are two
directional antennas supporting the MIMO technology
which is applied in LTE for speed increases of download and
upload data stream. The equipment was tested in Huawei’s
lab successfully in 2014. On this base a dual-mode GSM-
R/LTE Cab Radio is based on Funkwerk’s well-known
GSM-R Cab Radio family “MESA”.

Antenna 2G/3G/4G +
GPS + WIFI/BT

Digitl /O

Gigabit Ethemet

SK SK SK i1 2 SK (I

Power supply

Fig.2 LTR Cab radio

It can be operated using public available SIM cards and
is an all-in-one unit for fixed installation in vehicles. Besides
the interfaces for 2G/3G/4G network “access further
interfaces like Gigabit Ethernet, WIFI, Bluetooth”, as well
as a handset, a loudspeaker and generic I/O connection, are
available. The installation of 3rd party applications is
possible and therefore it can be smoothly integrated into an
existing or new infrastructure of systems supporting
Funkwerk MCcPTT (Mission critical Push to Talk)
application. Customer specific applications or adjustments
can be provided by Funkwerk or by 3rd parties too. The
system is designed for the support of upcoming LTE releases
and will be adapted to future services like group
communication services.

VI. LTE FEATURES FOR
SUPPORTING REQUIRED

RAILWAY FUNCTIONALITIES

Railway services demands specific functionalities to
train radio systems. For instance, GSM standard was
enhanced with the Advanced Speech Call Items (ASCI)
functionalities. Proposed LTE features and mechanisms to
implement the railway functionalities are shown in Table 1.
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TABLE I
PROPOSED LTE FEATURES TO SUPPORT GSM-R
RAILWAY FUNCTIONALITIES
GSM-R LTE Feature
Functionality
Voice Group Call LTE IMS based VoIP
Service (VoLTE) + IMS
(VGCS) based Push to talk Over
Cellular (PoC) +
Enhanced Multimedia

Broadcast Multicast

Service (eMBMS

VoLTE + PoC
eMBMS: IP multicast

Voice Broadcast and/or

Calls (VBS)

of voice and video services

Priority and Pre- Access Class  Barring
emption mechanisms + Policy

(eMLPP) Control Rules + QoS

mechanisms (ARP).

Functional Session Initiation Protocol
Addressing (FN) (SIP) Addressing

Location Localization Services in
Depending LTE (Release 10)
Addressing

(LDA, eLDA)

Railway Emergency and critical
Emergency Calls | safety voice services
(REC, over IMS in LTE.

e-REC)

IMS based PoC + Access
Class Barring

Fast Calls Set-up

Data  Exchange IMS based SMS Service

(SMS, Shunting)

The IP Multimedia Subsystem (IMS) is enhanced-
services architecture for delivering any service, reaching any
customer regardless of how they connect to the network [13].
The main drawback is the fact that it is far from ready for
deployment. The Session Initiation Protocol (SIP) is a
protocol that facilitates the formation, modification and
execution of communication sessions between individual or
multiple participants. Locating call recipients and talking
with them on their different user agents is accomplished
using a SIP address [14]. The Push to Talk Over Celular
(PoC) deployed into an IMS Service Delivery Platform can
be an efficient way to provide the VGCS functionality in
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LTE standard while fulfilling railway services delay
requirements. However, Voice Group Call Services (VGCS)
is radio cell based in contradiction to PoC functionalities
(Mandoc [15]).

VII. TOP CHALLENGES OF LTE

In this section, main technical challenges of LTE for
supporting railway functionalities with their specific QoS
requirements are described:

» Voice service provision over IP LTE
networks

GSM-R functionality for delivering voice services is
considered a key core functionality for railway operation.
The voice service provision in the LTE standard is a major
challenge that must be carefully assessed and analyzed.
Regarding the technological solutions for delivering voice
over LTE, the solutions based on using the IP Multimedia
Subsystem (IMS), the hybrid voice over LTE via Generic
Access (VOLGA) solution and the CSFB solution are the
most promising ones [16].

»> Handover in LTE

LTE standard support hard handover mechanisms, which
reduces the complexity of the LTE network architecture.
However, the hard-handover (HHO) mechanism does not
guarantee any data packet losing in handover process. LTE
HHO must fulfill the railway service QoS and RAMS
requirements, especially in high speed scenarios. It is
necessary that the HHO mechanisms supported in LTE,
lossless and seamless, minimize the packet loss or avoid it
completely with fast connection and re-association time.

» Quality of service mechanisms and access
control in LTE networks

Service prioritization, the ability to preempt users, and
Quality of Service are all crucial to a future railway
communication system. In railway environments, LTE must
assure the delivery of data and voice packets while meeting
a combination of delay, jitter, dropped call rate or data error
rate, handover interruption time, maximum call setup time
and maximum/guaranteed bit rate requirements.

» Network performance in high speed
environments
The impact of high speed in LTE performance and
capacity should be assessed carefully. The most important
issues that should be evaluated are:
—  The Doppler shift effect in LTE downlink and
uplink channel performance.
—  The effect of high speed in resource scheduling.
—  Handover mechanisms in LTE.

» Service RAMS requirements

The described in [17] RAMS requirements
Availability (interval availability), Regular Maintenance,
Down Time, Corrective Maintenance, Preventive
Maintenance, Maintenance Window, Mean Time to
Restore (MTTR), Preventive Maintenance, RAM
Program, Service Failure, System Lifecycle and Up Time
has to be defined before implementation of LTE-R cap
radio into HSR networks.
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Viil. DUAL-MODE GSM-R/LTE CAB

RADIO

The dual mode cab radio (Fig.3) is not limited to
provide video / voice communication over LTE, it also
supports voice communication between GSM-R network
and LTE network. Since the bandwidth demands are
increasing in the transport fields the dual mode cab radio will
be one better choice for all Railway and Public Transport
operators in the future.

» APPLICATION SCENARIOS:

e Real-Time Video communication over LTE between
train driver and the dispatcher terminals, and
maintenance staffs with handhelds.

e  Voice communication over LTE between train driver
and the dispatcher terminals, and maintenance staffs
with handhelds.

e  Voice communication between GSM-R network and
LTE network

LTR Anlenina

Central unit

Fig.3 Dual-mode GSM-R/LTE Cab Radio Overview

CONCLUSION

In this paper, the top challenges for the LTE system to
become the future railway communication system are
identified and discussed. These are related to the LTE
mechanisms and features to implement the required railway
functionalities, LTE  technical requirements, the
convergence to an all IP network, spectrum harmonization,
network deployment considerations and LTE capabilities to
meet the service RAMS requirements.
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Enabling Adaptivity in IoT-based Smart Grid Architecture

Nenad Petrovié¢ and Porde Kocié!

Abstract —The increasing usage of electric power in recent years
has led to evolution of the existing electric grid infrastructure
towards Smart Grid architecture. In this paper, we explore how
state-of-art information and communication technologies can be
combined to enable adaptivity within the Smart Grid relying on
affordable IoT devices. As outcome, we propose an architecture
and present some implementation and evaluation aspects.

Keywords — 10T, Smart Grid, Edge Computing, semantic
technology, data analysis.

I. INTRODUCTION

In the previous century, the usage of electrical power has
been one of the main key-enablers of rapid technological
progress [1]. However, the demand for electrical energy of
today’s consumers is becoming much higher, while, on the
other side, the availability of non-renewable resources is
limited, pushing the traditional energy distribution systems to
their limits [1-4]. In such conditions, the quality of the
transferred power is dramatically affected that could lead to
serious problems and even catastrophic results. Moreover, a
constant pressure for switching to renewable, sustainable and
cheaper energy resources exists. Therefore, there is a need for
evolution of the existing energy distribution systems and
increase of their flexibility while making them adaptable.

In recent years, a lot of effort is being put in process of
transformation of the existing energy distribution systems,
relying on state-of-the-art information and communication
technologies, towards the so-called Smart Grid infrastructure.
Smart Grid is defined as a next generation power grid,
implemented as a two-way cyber-physical system with
embedded computational intelligence, leveraging the collected
information in order to provide clean, safe, secure, reliable,
resilient, efficient, economic and sustainable electrical energy
to end-users [1-5]. One of its main characteristics is the ability
to detect the events that occur anywhere in the grid and react
by adopting the corresponding strategy in order to respond the
changing demands or recover itself in case of anomalies, in near
real-time.

In this paper, it is examined how the synergy of cutting-edge
information and communication technologies and paradigms
can enable adaptivity within Smart Grid relying on Internet of
Things (IoT) devices. As an outcome, we propose an
architecture leveraging the mentioned concepts and present
proof-of-concept implementation with some evaluation
aspects.

II. BACKGROUND AND RELATED WORK

"Nenad Petrovi¢ and Dorde Koci¢ are with the Faculty of Electronic
Engineering at University of Nis, Aleksandra Medvedeva 14, 18000
Nis. Serbia. E-mail: nenad.petrovic@elfak.ni.ac.rs
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Architecture model: In literature, many descriptions of Smart
Grid infrastructure components and architecture model exist [3-
5]. However, some common elements are identified and we
summarize them as follows in Table I.

TABLE I
SMART GRID COMPONENTS AND THEIR ROLES

Component Role

Energy Power generation, transmission and

subsystem distribution

Communication | Usage of wired and wireless

layer communication technology to enable
information exchange between
components

Metering Devices recording electrical and non-

devices electrical measurement values

Computational | Knowledge extraction from the

intelligence collected data and decisioning

Applications Various software used by operators or

and services consumers providing visualization,
monitoring and/or control

Internet of Things (loT): 1T refers to a system of
interconnected devices used in everyday life, residing in our
environment with goal to perform the automation of a particular
domain — from healthcare and home appliances to military
systems. These devices are equipped with different kinds of
sensors and modules enabling them to collect certain type of
information. Moreover, they can be equipped with actuators in
order to be able to affect the environment as a response. In most
cases, their processing power is quite limited and they often
need to communicate with other devices (or servers) in order to
achieve their goal. For communication, a variety of
technologies is used, both short- (such as Bluetooth) and long-
range (Wi-Fi, 4G). It is identified that [oT has great potential in
Smart Grid applications, as measurement and actuation devices
have to be distributed throughout residential and industrial
objects in order to collect the necessary data and provide the
response to the events that have occurred. IoT devices perfectly
fit that purpose, considering their small size, affordability and
connectivity [2].

Data analysis: In Smart Grids, it is necessary to analyze the
enormous amount of data acquired by IoT and metering devices
to extract knowledge and meaningful patterns in order to detect
or predict occurrence of particular events within the
environment and react accordingly. For that purpose, various
data mining and machine learning techniques are leveraged. In
most of the existing work, the focus of their application is on
anomaly detection and load forecasting [3]. In these use cases,
clustering, classification and regression are widely used, acting
on various measurements beside electrical signals
temperature, weather, rainfall and location data [3-7]. Anomaly
detection is of particular importance in this context, as it
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provides the ability of discovering failures and malfunctions,
so Smart Grid can respond to fix them, making them self-
healing. In [4], a clustering algorithm together with association
rule discovery was applied in order to detect anomalous events,
such as overcurrent. On the other side, to optimize the demand
scheduling, the accurate energy usage pattern of the consumers
is essential. For that reason, the demand forecasting plays an
important role. In [6] and [7], regression based on support
vector machines was used for load forecasting.

Edge computing: Acquiring the data coming from IoT
devices and their sensors is of utmost importance for monitoring
and decisioning in Smart Grids. However, in this case, the
traditional Cloud computing approach does not give satisfactory
results, as offloading the enormous amount of data generated by
IoT devices equipped with a variety of sensors to the Cloud for
processing would introduce huge latency. On the other side, as
Smart Grids grows, the number of connected IoT devices
increases, introducing delay even further. As Smart Grid has to
act to the environment changes and events in near real-time,
such delay is intolerable [8, 9]. The idea of Edge computing is
to move the computation and data processing closer to data
sources, in order to enable faster response time [8]. For example,
in [9], it has been shown that Smart Grid system monitoring
performance can be increased up to 10 times by moving the
computation closer to the location where the data was generated.

Semantic technology: The role of semantic technology is to
encode the meaning of data separately from its content and
application code. This way, it is enabled that both machines and
people can understand the data, exchange it and perform
reasoning. In context of semantic technologies, ontologies are
used to describe the shared conceptualization of a particular
domain. Semantic descriptions are stored within the triple
stores. RDF is often used for the representation of semantic data
within triple stores. It consists of classes, their properties and
relationships expressed in forms of triplets (subject, predicate,
object). SPARQL is a language used for querying the RDF
semantic triple stores. By executing queries against the triple
store, it is possible to retrieve the results that can be further used
by reasoning mechanisms in order to infer new knowledge
based on the existing facts. In [oT systems, semantic technology
is used for various purposes. It is widely adopted in cases when
it is needed to achieve interoperability of heterogeneous devices
[10]. In [11], a lightweight semantic framework was used for
semantic annotation of the results obtained by computer vision
algorithms in order to enable reasoning about the events that
occurred within IoT-based video surveillance system and act
accordingly. In this paper, we want to adapt the similar approach
to [11] within Smart Grid architecture.

Domain-specific language (DSL): It is a programming
language specialized for solving problems from a particular
application domain. If the considered problem belongs to target
domain, that problem is solved more conveniently than using
general purpose programming languages. Their notation could
be textual or visual (within modeling tools). Domain-specific
languages are being adopted in IoT systems in order to decrease
cognitive load introduced by the device heterogeneity and
complexity of the underlying infrastructure. The domain-
specific language scripts are further automatically translated to
lower-level device-specific commands. For example, in [12],
EDL domain specific language is used to describe the
experiments carried out using robotic IoT devices. In context of
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Smart Grids, visual tools based on domain-specific languages
would enable much more convenient control and management
for operators. This way, the implementation of complex
scenarios is enabled by eliminating the need to deal with in-
depth implementation details of the involved devices.

I1I. IMPLEMENTATION OVERVIEW

In this section, we propose Smart Grid architecture putting
together the previously described technologies and present
several aspects of system implementation.

System  architecture and working principles: The
measurement of electrical quantities is performed by smart
devices, referred to as Smart Meters. They can either be
microcontrollers, low-power single-board computers (such as
Raspberry Pi) or even smartphones (as in our case). The
advantage of using smartphones is the availability of built-in
sensors and inputs (such as audio jack). Moreover, their
rechargeable batteries and wireless mobile network availability
give the ability to use smartphone devices conveniently even in
less accessible areas. After that, the collected data is analyzed
relying on data mining and machine learning techniques. The
obtained results are semantically annotated, so the semantic
reasoning can be performed against them in order to draw
conclusion about the events that occurred. According to these
results the corresponding actions are taken in order to adapt the
Smart Grid to current consumption demands. The adaptation
plan can be specified by operators, using a visual modeling tool
utilizing a domain-specific notation. Finally, the device-
specific commands are generated in order to respond to the
changes detected in Smart Grid. The illustration of working
principle is given in Fig. 1.

A

- ADAPTATION
SMART GRID
(OPERATORS

PLAN

L, ‘
N L
> :
S "
~ it > 9 (D
!» - ENSOR DATA DATA ANALYSIS SEMANTIC REASONING AND  REGULATION AND

KNOWLEDGE BASE ™ 0/ (o CONTROL

]

SMART METERS

GENERATION

GRID CONSUMERS

Fig. 1. Overview of automated adaptation process in Smart Grid

Android-based Smart meters: In [13], we have presented a
method for acquiring electric measurement utilizing affordable
Android-based devices. Voltage and current signals are
acquired via voltage and current transformers from the power
grid and both converted into voltage signals, which are then
scaled down further to audio signal levels using variable
resistors. After that signal goes directly into the devices 3.5 mm
audio jack. Since many Android based devices support stereo
microphone input, it makes them an ideal two-channel
measuring platform for power signals. Sound card of the device
performs analog to digital (A/D) conversion, so the data can be
further processed by standard digital signal processing
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methods, such as FFT-based algorithms. Moreover, it is useful
to also record other data coming from device, such as
temperature, timestamp and location. The collected
measurements are sent to Edge server, via MQTT (Message
Queuing Telemetry Transport)!, a lightweight, publish-
subscribe-based ISO-standard messaging protocol, working on
top of TCP/IP. The messages are sent as JSON-encoded string.
The smart measurement system is illustrated in Fig. 2.

EDGE SERVER

Fig. 2. Android based smart measurement

Data analysis mechanisms: For implementation of data
analysis mechanisms, we rely on TensorFlow? for Python, an
open-source library used for machine learning. We decide to
use it, as it supports execution on GPU. Two mechanisms are
implemented: 1) anomaly detection based on classification 2)
load forecasting based on regression. In the first case, the
training data contains voltage and frequency measurements
with label (ok/anomaly), while in the second case it consists of
average daily consumption (dependent variable) and average
temperature (independent variable).

Semantic framework: A domain ontology (illustrated in Fig.
3) is defined in order to semantically annotate the results
obtained during the process of data analysis. This way, it is
possible to draw conclusion about the events that occurred by
executing SPARQL queries and interpreting their results.
Different types of events are considered: device failure, voltage
anomaly, idle state of the consumer device etc. Moreover, for
each of the events, it can be defined which are possible actions
that could be taken in order to react to detected events, such as
voltage regulation, turning off the device, switching the device
to power saving mode.

affects
ra ng/

generates
range/\ domain
domai ir\ /

Event

Fridge triggers

domai Power saving
/\ subClassOf
range\ /

Action

/‘suhclassof
\

subClassOf _subClassOf

sub@ wtage regulation

Failure Idle Voltage anomaly

subClassOf

Consumér
Heater e
subClassof — deyice

subClassOf

Air conditioner Turn off

Fig.3. Domain ontology describing control within Smart Grid

Visual modelling tool for grid operators: It was developed
using Node-RED? as a basis. It is an intuitive and extendable
framework that is used for wiring together IoT devices, APIs
and online services in novel ways, providing a browser-based
editor with drag-and-drop user interface using the wide range of
modeling elements (nodes). The domain-specific notation
within the tool is described by a metamodel shown in Fig. 4. A
model of a modeling language which defines the structure and
constraints for a family of models. In this paper, it is used to

! http://mqtt.org/

2 https://www.tensorflow.org
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define a set of actions that need to be taken over the target
devices in order to adapt Smart Grid to the environment changes
when pre-defined environment conditions (related to the change
that occurs) are satisfied. The conditions could be either some
specific events or relational expressions with respect to a given

pre-defined threshold.

Adaptation rule
+name: String

Action

+name: String
+targetDeviceld: String

Condition
+statement: String

Relational

+attribute: String
+threshold: String

EventOccurence

+eventName: String

Fig. 4. Adaptation plan metamodel given in UML notation

Reasoning and command generation: It is performed
according to the algorithm shown in Listing I as pseudo-code.
Each condition from the adaptation plan is translated to
SPARQL query and executed against the semantic knowledge
base. If it returns results, then the corresponding code is
generated and appended to the command script.

LISTING I
CODE GENERATION ALGORITHM

Input: sensor measurements, adaptation plan
Output: commands
Steps:
. Retrieve all the adaptation rules from the adaptation plan;
. Analyze sensor data;
. Semantically annotate results;
. For each of the adaptation rules
If(condition is true)
then generate command targeting adaptation_rule.targetDeviceld;
. end for each
.end

IV. EVALUATION AND RESULTS

In this section, we present experimental results achieved
utilizing the described framework from two different
perspectives. First, we consider the accuracy of anomaly
detection and load forecasting mechanisms. Moreover, the
adaptability responsiveness of the implemented system is
analyzed considering the processing time necessary for each
step. The evaluation was performed on a server equipped with
AMD Ryzen 7 1700X octa-core CPU running at 3.80GHz,
64GB of DDR4 RAM and NVIDIA Quadro P2000 GPU with
4GB of VRAM.

In Table II and Table III, the achieved results using the
presented approach for anomaly detection and load forecasting
implemented using TensorFlow are given. As it can be noticed

3 https://nodered.org/
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observing the achieved results, both data analysis mechanisms
have satisfactory performance in cases of different training/test
set ratios, performing better in case of larger training sets.

TABLE II
ANOMALY DETECTION RESULTS

Training set size Test set size Correct/Test
size [%]

75 150 89,93

100 150 92,58

125 150 95,17

TABLE II1
LOAD FORECASTING RESULTS

Training set size Test set size Relative error
[%]

75 150 13,51

100 150 12,89

125 150 12,21

In Table IV, an overview of the achieved processing times
for data analysis and code generation are shown for various
cases of adaptation plan length (in number of rules) and
consumer devices involved. Each rule targets a distinct device,
while data analysis was performed for measurements collected
during 300 seconds. For data analysis, the processing times for
anomaly detection considering both the CPU and GPU
execution are provided (70% training, 30% test set). According
to the results, the time spent for data analysis increases with
larger number of devices involved, as more devices generate
larger amount of data. Moreover, the time needed for code
generation also increases, as number of SPARQL queries that
will be executed during the code generation process depends on
number of adaptation rules involved. Another observation is
that the code generation time for the same number of rules may
vary, as it depends on number of adaptation rule conditions that
are true, so the commands will be generated only then, as in the
second and third case shown in Table I'V. Finally, the execution
of anomaly detection is up to 3 times faster when executed on
GPU, instead of CPU, while the speed-up increases with
amount of data, which is beneficial when adaptivity has to be
performed in near real-time for huge number of devices.

TABLE IV
PROCESSING TIME OVERVIEW

Number | Data analysis | Data analysis Code

of rules (CPU) [s] (GPU) [s] generation[s]
1 1,74 0,93 1,62

2 2,68 1,06 2,44

2 2,64 1,09 1,91

3 3,71 1,24 3,08

V. CONCLUSION AND FUTURE WORK

In this paper, the enabler technologies for enabling adaptivity
in IoT-based Smart Grid architecture were discussed and some
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implementation and evaluation aspects presented. It can be
concluded that IoT-based technology has huge potential in this
use case. While the achieved results in case of anomaly
detection are comparable to a similar solution [4], the load
forecasting performs slightly worse compared to [6, 7]. It can
be concluded that more data was needed for training in case of
load forecasting. However, our plan is to further work on the
implementation, considering the adoption on Big Data
technologies, evaluation on larger data sets, optimization of
real-time performance, security and evaluation of various
implementation variants.
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Traffic Grooming on Designing Elastic Optical Networks

Suzana Miladi¢-Tesi¢!, Goran Markovi¢? and Valentina Radojic¢i¢?

Abstract — In the design of next generation optical networks,
the concept of elasticity has been proposed. This means optical
paths provisioning using just enough spectrum to best fit the user
demands and diverse type of services. Between adjacent optical
paths guard bands are needed and consequently a large portion
of spectrum is wasted. To further improve the resource usage,
traffic grooming technique could be applied. Grooming
technique allows the establishment of optical tunnels carrying a
several connections in a contiguous block of spectrum without
inserting guard bands in between, therefore minimizing the
spectrum usage or the number of transmitters. Solving the
grooming problem together with the routing and spectrum
allocation, as a key issue in elastic optical networks (EON), is a
highly challenging task particularly in the case of large problem
instances. In this paper we consider grooming capability at the
optical layer. Using metaheuristic approach, we solved the traffic
grooming problem with static traffic demands, therefore suitable
on designing EON. The proposed algorithm aims to minimize the
total spectrum usage while serving all traffic demands.
Significant spectrum savings are obtained compared to the non-
grooming case.

Keywords - elastic optical
metaheuristic approach

network, optical grooming,

[.INTRODUCTION

Today’s huge volume traffic demands cannot be efficiently
satisfied with traditionally deployed wavelength division
multiplexing (WDM) technology due to its coarse bandwidth
granularity and rigid spectrum allocation. Based on O-OFDM
(Optical Orthogonal Frequency Division Multiplexing)
technology, spectrum-efficient, data-rate flexible and energy-
efficient optical network architecture was analyzed in [1] to
meet different traffic granularity needs. In such a network,
flexible data rates are supported through bandwidth variable
transponders (BVT) at the network edge and the bandwidth
variable optical cross-connects (BV-OXC) in the network
core. The term flexibility or elasticity refers to the ability of a
network to dynamically adjust its resources such as the optical
bandwidth and the modulation format, according to the
requirements of each connection.

ITU (International Telecommunication Union) updated its
G.694.1 recommendation [2] to include the flexible grid
option based on a frequency slot (FS) concept. The frequency
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slot presents the minimum frequency range of an optical
signal could take. The available optical spectrum is then
divided into smaller granularity FSs and the optical
connections (flexible lightpaths) are allocated a proper
number of slots (bandwidth on demand). Unlike the current
WDM frequency channels of 100 or 50 GHz width, a FS in
EON could be of finer granularity, such as 25 GHz, 12.5 GHz
or even 6.25 GHz.

Network performances could be further improved if some
spectrum management techniques such as traffic grooming are
been applied and combined with elasticity property. Traffic
grooming enables grouping of traffic demands with the same
source into one transmitter and switching them together over
the network forming in such a way an optical tunnel with the
capacity equal to the capacity of a transmitter. In this paper,
we assumed a grooming approach to aggregate traffic directly
at the optical layer and such eliminating the O/E/O
(Optical/Electrical/Optical) conversions. Solving the traffic
grooming (TG) problem together with the routing and
spectrum allocation (RSA), namely TG-RSA is a highly
challenging task particularly in the case of large networks. We
applied the bee colony optimization (BCO) metaheuristic
approach to solve the static optical TG-RSA problem.

The paper is organized as follows. Section II describes the
optical grooming problem in EON. Section III is dedicated to
the proposed BCO metaheuristic applied to the researched
TG-RSA problem. Simulations and results to demonstrate the
benefits of optical grooming versus non-grooming case are
given and discussed in Section IV. Concluding remarks are
given in Section V.

II. OPTICAL GROOMING PROBLEM IN EON

A. Basic concept

Optical layer grooming has been considered by the research
community in case of static traffic scenario [3-5] as well as for
dynamic scenario [6, 7]. The problem was mostly solved
using ILP (Integer Linear Programming) formulations for
small size networks and using heuristic approaches for large
networks.

The benefits of grooming technique are related to spectrum
and transmitters’ savings. Transmitters’ savings arise from the
fact that grouping several same source demands leads to a
better utilization of capacity and therefore their less number.
For switching demands, guard bands are needed to avoid
interference. If a separate optical tunnel is needed to provision
each of these demands, spectrum wastage by guard bands may
occurred. Because of the orthogonality, demands starting from
the same source within the same tunnel are not separated by
guard bands and they are only needed between different
optical tunnels. Therefore, more spectrum slots could be saved
by eliminating the guard bands.
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The grooming benefits are illustrated in Fig. 1. Connections
with the same source (node a for example) are grouped since
they share some links from source to destination and guard
bands are not needed in this case. When a connection needs to
be separated from the optical tunnel at any intermediate node
(such as node b or ¢ in Fig. 1), it is dropped or switched
optically using BV-OXC and continue its way to the
destination.

BV-OXC
BV- transmitter EEE
EUEECECEEE EEECKEE mnel3

tunnel 5

Fig. 1. Optical layer grooming in EONs [3]

B. Problem statement

Optical grooming, besides the main RSA constraints,
includes the constraints related to the transmitter resources.
Hence, the main constraints configuring in optical grooming
problem are the following: 1) RSA spectrum contiguity
constraint - to establish a flexible lightpath with the capacity
of f frequency slots, the constraint assumes that / consecutive
frequency slots must be allocated to establish a flexible
lightpath, 2) RSA spectrum continuity constraint- the same
FSs must be allocated on each physical link on a chosen route
and 3) The number of groomed connections is limited by the
capacity of BVT.

We solved the static traffic grooming problem in EON
which typically appears during the network planning or
designing phase. The problem could be defined in the
following way: for a given traffic demand matrix (specified by
the number of requested FSs between network node pairs),
available FSs on network links and the capacity of
transmitters, minimize the total spectrum usage with the
assumption that all connection requests have to be satisfied in
the network by aggregating multiple optical connections with
the same source into one transmitter. By grooming the
connections that share the longest common route from the
same source node, the number of guard bands is minimized.
As a result, the spectrum gain is maximized. Spectrum gain,
H, defined in [3] has been incorporated in our model:

H=2GxX—-(Y-2Z)xW (1)
where G presents the guard band (1G on each side of the
tunnel), X refers to the common route length (number of
common links), Y refers to the length of the path that is
considered for grooming (path that has the same source node),
Z is the length of the first path placed in a tunnel with a
capacity of (W + 2G) and W is the number of FSs for the
connection request Y. These terms are going to be explained in
more detail in section III.
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For the routing subproblem, fixed-alternate routing (FAR)
method is used, which assumes that k- shortest paths are
calculated in advance for each node pair. For the frequency
allocation subproblem, the first fit (FF) policy [8] is applied
which assumes that FSs are indexed and a list of indexes of
available and used slots is maintained. The policy always
attempts to choose the lowest indexed slot from the list of
available slots and allocates it to the lightpath to serve the
connection request [8]. The objective function F is assumed as
follows:

F=min) FS,,VleL )
/

and presents the total spectrum usage (the number of occupied
frequency slots on all network links L) while FS; presents the
number of occupied slots on link /.

[II. BCO METAHEURISTIC APPLIED TO THE OPTICAL
GROOMING PROBLEM

C. BCO metaheuristic

Metaheuristics as a global search method examine solutions
produced by a heuristic algorithm and move to better ones in a
sophisticated manner [9]. BCO metaheuristic is at first
proposed by Luci¢ and Teodorovi¢ [10] to solve complex
transportation engineering problems. An overview of BCO
with its applications could be found in [11, 12]. It is a
population-based stochastic random-search technique that is
inspired by the foraging habits of natural bees looking for
nectar sources.

During the search process, bees generate and evaluate their
individual partial solutions by steps. Each step consists of two
phases: the forward and backward pass. Every bee starts with
the forward pass to discover its partial solution and after that
makes the backward pass (flies back to the hive) to evaluate
and compare the quality of its solution. Bees exchange the
information about the quality of their solutions in the hive.
The quality of the bee’s solution corresponds to the
considered objective function value. During each step, every
bee decides with a probability whether to discard the created
partial solution and become an uncommitted follower or to
continue to expand its current solution with or without
recruiting other bees. The bees have a certain level of loyalty
to their partial solutions, depending on its solution quality.
Bees that are loyal to their solutions form the set of recruiter
bees advertising their solutions, while other bees from the
colony become uncommitted followers. The sets of recruiter
bees and uncommitted followers are changed from one
backward pass to another. Each uncommitted bee accepts
previously created partial solution of the recruiter bee, but in
the next forward pass every bee is free to continue the solution
exploration independently of other bees. The best-found
solution among B created solutions in the iteration is saved.
The algorithm iterates through the pre-specified number of
iterations and the best solution obtained during all iterations is
chosen as the final solution [10-12]. Therefore, the BCO
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optimization consists of the following phases: initialization,
partial solutions generation, solutions comparison and
recruitment phase.

The initialization phase requires the input data such as: the
number of iterations /, number of demands (requests) » to be
tested in each algorithm step, number of bees B in population,
physical network topology given by the set of nodes N and set
of physical links L, set of k- shortest paths for each node pair,
guard band value, capacity of transmitters U and the traffic
demand matrix.

During each forward pass (or algorithm’s step) s =1, 2, ...,
S, every bee investigates a given number of demands chosen
from the set of all demands in a random manner. By choosing
a specific demand, bees attempt to establish a lightpath
between one real source-destination node pair in the optical
network and find the same source node demands. In each new
step the bee chooses the demands that have not been
previously tested. The exploration procedure is performed
until all traffic demands are tested during an iteration.

D. Grooming procedure

We explored the application of BCO metaheuristic while
solving the offline optical grooming problem in EON and
denoted our algorithm as BCO-TG-RSA.

The grooming procedure is incorporated in the generation
of partial solutions and contains the following steps during an
iteration:

Step 1 - For each shortest path of the randomly chosen
demand, the network is searched for the first possible
placement with the capacity (W + 2G), where W is the number
of FSs requested for a given demand. The maximum index of
the occupied FSs is determined for every route/path and the
one with lowest starting spectrum slot index is chosen to
establish the lightpath. We called this route as the referent one
and it has been denoted as Z in the Eq. 1. This connection is
the first one in a potential optical grooming tunnel.

Step 2- For every chosen demand in the previous step,
connections having the same source and their k-shortest path
routes are searched. The routes having common links (at least
one link) with the referent one, starting from the source node
are investigated for grooming (denoted as Y in the Eq. 1)
following the spectrum gain given by the Eq. 1 and
availability of frequency slots on all links of the route.
Connections where spectral gain H > 0 are groomed and
added into the tunnel with the capacity W’.

Step 3- If the spectrum gain is H = 0, only the first chosen
demands with their referent routes are placed in the network,
without grooming with some of the other requests.

IV. SIMULATIONS AND RESULTS

E. Simulation settings

To evaluate the performances of the proposed BCO-TG-
RSA grooming algorithm, simulation experiments are carried
out on two network topologies: scenario 1 and 2 (shown in
Fig. 2) with bidirectional fibers.
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The input data are: traffic demand for each (s, d) pair in
terms of FSs number was randomly generated between 1 and
M €[4, 8, 12, 16] with the uniform distribution, where M is
the maximum required capacity in number of FSs between
each node pair, guard band value G = 1, capacity of a
transmitter U = 16 FS, the number of k- shortest paths & = 3
(using Yenn’s algorithm), the number of requests tested in
each step of the algorithm » = 2 and the maximum number of
iterations / = 10. 10 different traffic scenarios are generated
randomly and simulated. The objective is to minimize the
total spectrum usage while serving all the requests. We used
the population of B = 3 bees for scenario 1 (due to small
network size) and B = 5 bees for scenario 2. All simulation
tests have been performed by running the programming code
that is implemented in Python, using PC with the processor on
2.71 GHz and installed RAM of 8 GB.

-
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Fig. 2. Network topologies used for simulations

F. Results

After performing extensive simulations, it could be stated
that grooming technique leads to a significant spectrum
savings in case of large networks examples with complex
traffic scenarios. Considering scenario 1, spectrum savings are
within 5 %- 6 % versus non-grooming case. Note, that this is a
small network example with simple traffic scenario and
therefore grooming benefits cannot be fully expressed. Due to
space limit, we presented in more detail the results for
scenario 2 where grooming benefits are significantly higher.

Fig. 3 (a) shows the total spectrum usage (occupied
frequency slots on all network links) of the grooming and
non-grooming case for scenario 2. Different values of M are
chosen in order to study the relationship between grooming
efficiency and service granularity. It could be seen that optical
grooming with the objective of minimizing the total spectrum
usage achieves significant 5 %- 20 % of spectrum savings
compared to the non-grooming case. Therefore, it is highly
recommended to be applied in the design of EON.

We also analyzed the relation between spectrum savings
and traffic granularity. The results of maximal and average
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spectrum savings relative to non-grooming case are shown in
Fig. 3 (b). The highest spectrum savings are obtained when M
= 4- average 19.72 %. The lowest spectrum savings are
obtained when M was set to be 16- average 4.8 %. This leads
to a conclusion that spectrum savings decrease as the traffic
granularity grows. The obtained results show that spectrum
savings are mostly achieved for small traffic demands. The
reason is that grooming opportunities are higher in this region
and unused transmitter capacities are easier to be exploited.
Also, it should be noted that grooming benefits increase as the
transmitter’s capacity increase as well as the guard band size.
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Fig. 3. a) Total spectrum usage and b) spectrum savings for
different values of M

The simulations showed that, the greater number of bees
does not necessarily lead to the improvement of the solution
quality and that solution quality does not change significantly.
Our experiences show that the population of B = 5 bees is
enough to obtain high-quality solution within acceptable
computational time with tens of seconds. Also, we performed
simulations for higher number of iterations (/ = 20, 30, 50) but
due to the solution improvement and its repeating in
iterations, we assumed / = 10. Therefore, the algorithm is able
to find the same solution quality within the smaller number of
iterations.

V. CONCLUSION

In light of the above, we believe that optical grooming has
great potential for spectrum savings for future elastic optical
networks and hence its designing. Our results show that
optical grooming achieves significant spectrum savings
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compared to the non-grooming scenario, especially for small
traffic demands granularity and for complex networks and
traffic scenarios. Therefore, the algorithm such as the one we
proposed is highly recommended for solving the complex
grooming RSA problem in such networks. To the best of our
knowledge, it is the first application of BCO method to the
TG-RSA problem.
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MAC-layer Protocol for UWB-Based Single-Tag Indoor Localization
System

Milica Jovanovic!, Igor Stojanovic!, Sandra Djosic! and Goran Lj. Djordjevic!

Abstract — In this paper we present a MAC-layer protocol for
UWB-based indoor localization system composed of a set of fixed
anchor nodes and single mobile tag. The protocol we propose
solves the problem of delivering ranging data from the mobile
tag to the location server through the multi-hop sink-tree
network of anchor nodes. The proposal regulates the process of
network formation and employs a TDMA scheme wherein each
anchor node is statically assigned a time slot for ranging and
data forwarding, thereby avoiding collisions and improving
system scalability.

Keywords — ultra-wide band, indoor localization, medium
access control, sink-tree network.

[.INTRODUCTION

Accurate location information is essential for the location-
based services in many context-aware applications [1].
Among variety of localization technologies, the ultra-wide
band (UWB) localization is considered to be the most
promising radio-based localization technology available
today, which offers the potential of achieving a centimetre
level localization accuracy even in indoor multipath
environments [2][3]. To modulate the information, the UWB
uses ultra-short pulses with duration of less than 1 ns, which
are transmitted over a large bandwidth in the frequency range
from 3.1 GHz to 10.6 GHz [4][5]. The most important
characteristic of UWB is large bandwidth in comparison with
prevalent narrowband systems (e.g., Wi-Fi, and Bluetooth
LE). Due to the inverse relationship between the time-of-flight
(TOF) estimation error and signal bandwidth, the distance
between two UWB transceivers can be measured with a high
precision with excellent immunity against multipath fading
[6].

In this paper, we consider a simple yet practical application
scenario of single person localization in a multi-room indoor
environment. The application setup includes a number of
battery powered fixed anchor nodes distributed throughout the
area of interest, a mobile tag node carried by a person to be
localized, and a centralized location server. The tag
periodically performs UWB ranging with surrounding anchors
and sends the ranging data to the location server. Although
UWB signal can penetrate one wall, it usually cannot
propagate through multiple walls, so the full coverage of the
entire localization space (e.g., typical residential apartment) is
not possible. Therefore, the delivery of ranging data is the
main problem with this set up because of limited range of
UWB communication in the indoor environment. In order to

! with the Faculty of Electronic Engineering at University of Nis,
Aleksandra Medvedeva 14, 18000 Nis, Serbia, e-mail:
{milica.jovanovic, igor.stojanovic, sandra.djosic,
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solve this problem, we propose a MAClayer protocol that
enables the tag to deliver ranging data to the location server
through anchor nodes organized in a multi-hop sink-tree
network.

Regarding MAC design for UWB indoor localization
systems, several proposals have been presented in the recent
past. An analysis of scalability of different MAC schemes in
terms of tag density was presented in [7]. In [8] a WiFi-UWB
MAC protocol is presented, in which the time difference of
arrival (TDoA) based UWB indoor localization system is
deployed on top of a WiFi ad-hoc mesh network. In order to
allow simultaneous localization of multiple tags, and avoid
collisions between UWB messages, the protocol adopts a
TDMA approach with on-demand slot assignment. In contrast
to previous works, our proposal is a pure UWB MAC protocol
adapted to time-of-flight (ToF) based UWB localization and
highly optimized for single-tag application scenarios with low
to moderate location update rate requirements.

The rest of the paper is organized as follows. Section II
explains the UWB-based localization, and a commonly used
ranging method. Section III introduces new UWB-based
single-tag indoor localization system, and describes its
architecture. Section IV presents the proposed MAC protocol
design. Section V discusses some key aspects of the proposed
localization system and indicates potential directions for
future research.

II. UWB-BASED LOCALIZATION

Indoor localization system typically consists of a set of
reference nodes, so called anchors, placed at fixed locations in
the area of interest, and a tag node carried by the person or
attached to the object that needs to be localized. The UWB
localization process involves two phases: (i) the ranging
phase, during which the distances between the tag node and
individual anchors are measured, and (i7) the localization
phase, during which the current position of the tag is
calculated through a multilateration algorithm by using
distances from the ranging phase.

The distance between two UWB nodes is commonly
estimated by carrying out the alternative double-sided two-
way ranging (AltDS-TWR) method [9]. As shown in Fig.1,
AltDS-TWR is a time-of-flight based method, which requires
exchanging of three messages (Poll, Response, and Final)
between an initiator (node A) and a responder (node B).
During the message exchange, nodes 4 and B take timestamps
(t1, ... tg) of receive and send events on the physical layer
using their respective local clocks. The timestamps are then
used to calculate the time of flight (Ty,f), and therefore the
distance between nodes A and B.
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Fig. 1. Asymmetric double sided two-way ranging method

The time of flight is calculated by substituting measured
round-trip  times (T}, ,Tro ) and reply times
(Trepiyas Trepiyp) into the formula (1). Note that the distance
is calculated by the responder node B after it receives Tj,
and Ty.¢pyy4 from the initiator node A.
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Although UWB is not a new technology, its widespread
adaptation has recently been accelerated by the
commercialization of the IEEE 802.15.4-compliant UWB
transceivers, such as DW1000 [10]. The DW1000 transceiver
provides high precision UWB ranging and high data rate
communications up to 6.8 Mbps. The DW1000
implementation of AItDS-TWR takes about 5ms with
ranging precision of 10 cm indoors.

I1I. PROPOSED UWB-BASED INDOOR
LOCALIZATION SYSTEM

A. System Overview

The proposed UWB localization system aims to enable
localization and tracking of a walking person in a complex
multi-room indoor environment. The system is composed of
multiple battery powered UWB nodes, including: a) a set of N
static anchor nodes placed at fixed and known positions in the
localization environment, and b) single mobile tag node
carried by the person to be localized. Distances between the
tag and anchor nodes are estimated through AltDS-TWR
method, with anchor nodes acting as the initiators (node A4 in
Fig. 1), and tag node as a responder (node B). The estimated
distances are collected by the tag, and then sent to the location
server (LS), which executes the localization algorithm to
obtain the estimated location of the tag.

The choice of using TOF localization approach requires a
specific MAC protocol design. First, in order to save the
energy, the protocol should organize ranging operations in a
way to minimize the idle listening of UWB nodes. Second, the
protocol has to provide a mechanism for delivering the
ranging data through the anchor nodes in cases when the
location server is out of range of the tag node. Finally, the
protocol needs to allow system installation with minimal setup
and effort.
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B. Network Architecture

The logical organization of the UWB-based localization
system is shown in Fig. 2. In the proposed localization system,
one of anchor nodes plays a role of network coordinator (C).
In addition to participating in UWB ranging with the tag (T),
like any other anchor node, the coordinator also serves as a
gateway between the UWB network and the location server
(LS), and provides the synchronization service for the entire
UWB network. The remaining anchors are referred to as
peripheral anchors (P). Each anchor is preassigned a unique
identifier (ID) in range 0 to N — 1. The anchors are organized
in a time-synchronized multi-hop network of sink-tree
topology rooted at the coordinator node. Each peripheral
anchor has its parent node in the tree. The level number (L) of
a peripheral anchor is one greater than the level number of its
parent. The level number of the coordinator node is L = 0.
The depth of a sink-tree, L, is defined as the maximum
level number in the network.

Fig.2. Sink-tree network of depth L,,,, = 3. Notice: C —
coordinator node, P — peripheral anchor, T — tag, and LS — location
server.

The parent-child relationship between nodes is used for
both time synchronization and routing of ranging data from
the tag to the coordinator node. A network-wide
synchronisation is achieved through distribution of sync
beacons. The coordinator node periodically broadcast a sync
beacon to all its children. After receiving the sync beacon
from its parent node, a peripheral anchor adjusts its local
clock and rebroadcasts the beacon to its children. Due to its
mobility, the tag node does not have a permanent parent node.
Instead, it chooses one of anchors in the radio range as its
temporal synchronization parent. After it stops receiving the
sync beacons, the tag chooses a new synchronization parent.

Periodically, the tag initiates a ranging process, which
includes performing ranging operations with all anchors in
succession. For each successfully completed ranging
operation, the tag calculates the distance to the corresponding
anchor. At the end of the anging process, the tag formulates a
report message containing the ranging data and sends it to one
of neighboring anchors. Note that the tag is the only data
source, while the coordinator node is the only data sink in the
network. The peripheral anchors never generate their own
data, but they only serve as relay nodes for forwarding
ranging data. A peripheral anchor can only receive data from
the tag or from its children. After data is received, the
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peripheral anchor is obligated to send the data to its parent. In
this way, by forwarding data from upper level to lower level
nodes, the report message finally reaches the coordinator
node.

IV. MAC PROTOCOL DESIGN

In order to organize UWB nodes in the sink-tree network,
the time is divided into fixed-length periodic frames, and each
frame is composed of N time slots of equal duration. The time
slots are numbered, and each anchor owns one slot in the
frame according to its ID. A peripheral anchor or tag is
considered to be a part of the network only if it is in SYNC
state, i.e., it is time synchronized with its parent node. In the
SYNC state, anchor is active in its own time slots, and in the
slots owned by its parent, only. At the beginning of its own
time slot, anchor sends the Pol/l message containing its ID and
level number. The Poll messages play role of sync beacons. In
the parent’s slot, peripheral anchor or tag receives a Poll
message from its parent (Fig 3(a)). Peripheral anchor or tag
uses parent’s Poll message to adjust is local clock, and to set
its level number to one greater than the level number
contained in the message. After sending the Poll message in
its own slot, the anchor waits for a possible response. If the
Response message is received from the tag, the anchor
completes the ranging procedure by responding with the Final
message (Fig. 3(b)). If a data message (Data) is received from
a child node, the anchor temporary buffers the received
message (Fig. 3(c)). The buffered message will be resent by
the anchor in the first next slot owned by its parent.

Time slot
Anchor
(slot owner) | | ™ ‘
Poll
Tag/Anchor
(child of slot owner) Rx t
(a)
Time slot
Anchor
(slot owner) ‘ T Rx | i t
Poll = Resp. Final
Tag| Rx ‘ Tx Rx
t
(b)
Time slot
Anchor
(slot owner)| | ™ Rx )
Poll Data
Tag/Anchor - ‘ =
(child of slot owner) t
(©

Fig. 3. Activities in a time slot: (a) synchronization only, (b)
ranging, and (c) synchronization and data forwarding.

State diagrams of coordinator node, peripheral anchor, and
tag are shown in Fig. 4. Being the only source of sync
beacons, the coordinator node is considered to be permanently
in SYNC state (Fig. 4(a)). Any other node (i.e., peripheral
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anchor, or tag) has to follow a specific procedure to
synchronize with the coordinator, i.e. to enter the SYNC state.

The peripheral anchor begins its lifetime in NO _SYNC
state (Fig. 4(b)). In this state it keeps its UWB transceiver in
the receive mode. If no Poll message has been received for the
duration of an entire frame, the peripheral anchor turns off
UWRB transceiver, makes a pre-specified pause of T, and then
it tries again. After receiving a Poll message, the peripheral
anchor adjusts its local clock and moves to SCANNING state.
In the SCANNING state, the peripheral anchor wakes up in
every time slot during an entire frame. Among all the anchors
from which the Poll message was received, the peripheral
anchor chooses the one with the smallest level number as its
parent, and then sets its own level number accordingly. By
selecting the lowest-level neighbouring anchors for the parent
nodes, the protocol tries to construct a sink-tree of as small
depth as possible. In SYNC state, the peripheral anchors
continues to receive Poll messages from its parent, and
resynchronises its local clock with each message received. In
the case of missing Poll message, the anchor returns to
SCANNING state in order to select a new parent.

Fig. 4. State diagram: (a) coordinator, (b) peripheral anchor, and
(c) tag

The synchronization procedure for tag node is somewhat
simpler. Because there is no need to choose the lowest level
neighboring anchor as the synchronization parent, the tag
enters SYNC state as soon as a Poll message is received in
NO _SYNC state. Also, after the synchronization is lost in
SYNC state, the search for a new synchronization parent ends
once the first Poll message is received in SCANNING state.
The ranging process is implemented by RANGING state, and
can only be started if the tag is in SYNC state. At the end of
the ranging process, the tag sends the report message to the
anchor at the lowest level of all the anchors with which it
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performed the successful ranging. Also, before returning to
SYNC state, the tag selects the anchor at the smallest
measured distance as its new synchronization parent. To
prevent interference between ranging operations and
forwarding of the report message, the tag should not initiate
the new ranging process for at least L,,,, frame periods.

V. DISCUSSION AND CONCLUSION

Location update period, T is the most critical parameter of
the proposed UWB localization system because it determines
the frame period and hence the maximum system size (i.e., the
number of anchors). As already pointed out, the tag is allowed
to initiate a new ranging process only after the report message
from the previous ranging process is delivered to the location
server. The report message is forwarded in L + 1 hops, where
L is the level number of anchor to which the tag sent the
report message. The time needed for one hop depends on the
relative positions of time slots of transmitting and receiving
anchors within the frame, and it ranges from one time slot to
the entire frame period, Tr. Therefore, in the worst case, the
report message forwarding time equals (Lpq, + 1)Tp. Also,
one entire frame period is needed for the ranging process.
Hence, T, = (Lyax + 2)Tr. For example, in system with the
depth of the sink-tree of L,,,, = 3, which is set to operate
with the location update period of T, = 1s, the frame period
must be shorter then Tr = 200ms. Assuming the time slot
duration of 5ms, the system can comprise at most 40
anchors, which is sufficient for most practical use cases.

In conclusion, the single-tag restriction, which enables the
adaptation of pre-determined time slot allocation within the
frame, and sink-tree topology for data forwarding and time
synchronization, considerably simplifies the MAC protocol
design and allows obtaining significant power savings without
performance loss in terms of network scalability and location
update rate. One possible direction of further research would
be to explore opportunities to increase the location update rate
through scheduling transmissions of individual UWB nodes.
Of particular importance is also the generalization of the
protocol to the case of multi-tag localization.
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Method and Algorithm for Automatically Targeting of
Unmanned Aerial Vehicle with Vertical Landing on
Mobile Landing Site

Ilia Iliev', Georgi Stanchev? and Krume Andreev?

Abstract — The article provides a method and algorithm for
automatically targeting of unmanned aerial vehicles with a
vertical landing on a mobile landing site commensurate with its
dimensions, using GPS for civilian free use and a modified radio
navigation system for pseudo-conical scanning.

Keywords — Automatic landing of UAV; pseudo-conical
scanning; radio-navigation and radiolocation.

[.INTRODUCTION

The landing of unmanned aerial vehicles (UAVs), and in
particular those of a lower category, is carried out under the
supervision of a qualified operator. The landing site is usually
commensurate with the dimensions of the UAVs and GPS
accuracy of the GPS for civilian purposes is not sufficient to
target it directly. This is done using a differential GPS, the
cost of which is significant [1]. In patents [2,3], the landing is
conducted by a image recognition of the mobile landing site.
After the landing, a protective enclosure is erected at the end
of the landing site, which is a very precarious means of stably
restraining UAVs. A solution is also available which is based
on the automatic targeting of UAVs to the center of the
stationary landing site through a modified pseudo-scanning
method [4].

The functional scheme and operation of a vertical landing
gearless landing system on a mobile landing site in which the
present method can be implemented is described in [5]. This
article presents the method and algorithms for its realization.

II. STAGED IMPLEMENTATION OF THE AUTOMATIC
LANDING METHOD ON A MOBILE OBJECT

The landing method on a mobile object is realized by a
series of operations, whose interrelationship is also presented
in the form of algorithms (Figure 1).
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A. STAGE 1 - Positioning of the UAS over the pseudo-
conical scan zone

Block 1. Sending the UAVs command to the moving
landing site by an operator or automatically after the task has
been performed and transmitting the coordinates of the
erroneously positioning cylinder as defined in [4,5].

Block 2. The on-board communication-information module
directs the UAVs to it, driven by continually updated GPS
coordinates of the erroneously positioning cylinder.

Block 3. Intrusion of the UAVs into an area for close
communication and connection between the UAVs and the
landing site through their wireless interfaces for close
communication. If there is no communication - it cyclically
searches and continues to fly to the coordinates.

Block 4. Switch on the microwave receiver on the UAVs
and the microwave transmitter at the landing mobile site. The
transmitter, via an electronically pseudo-conical scanning
antenna mounted at the center of the landing site, radiates
continuously sequentially the four modulated signals in four
beams. The modulated signals carry the landing site
identification number, the identification code of each beam
(left, right, forward, backward), the current GPS coordinates
of the erroneously positioning cylinder, the speed and the
change of motion direction vector, based on the gyro. The
latter contributes to a faster response to the movement of the
landfill site. After this data, each beam emits a constant signal
to measure its level.

Block 5. There is a check. Are these signals accepted by
UASs? If NO continues cyclical searching + emergency
procedure. If YES, follows:

B. STAGE 2 - Signal processing and positioning of the UAS
at the center of the pseudo-conical scanning zone

Block 6. Processing of the level of signals received by
pseudo-conical scanning rays (described in Block 4) from an
information microcontroller by algorithm from [6].

The position of the UAV is determined by processing the
measured power of the received signal from the four beams of
the antenna by pseudo-conical scanning. For this purpose,
different algorithms can be used, as in the [6], the classical
conical scan method, the least mean square (LMS) estimator,
the Kalman filter (KF) based on the classical conical scan
method and others. They are adapted to pseudo-conical
scanning, the specificity of the controled object, the landing
conditions and the instrumental error in measuring the
received power.

Block 7. Targeting the UAVs to the central axis 0Z above
the landing site as a result of the data and processing in Block
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Fig. 1. Algorithm for realization of the method

5, the result of which is fed to the onboard dashboard
communication-information module. The on-board
communication-information module receives information in
which direction to move. It directs and positions just above
the center of the landing site, where the signal levels of all
four beams are equal. The gyroscope signal helps for a very
fast flight direction correction to follow the wrong positioning
cylinder and correspondingly the pseudo-conical scan range.

Block 8. Aligning speeds, turning on the altimeter and
sending a landing permission request (automatically from the
mobile station of landing site or from the operator). If no
permission is given, action is made on the plan and flies to a
landing or landing site of the mobile object or eventual
manual landing control.

C. STAGE 3 - Downgrading the UAS and landing on the site

Block 9. After receiving permission, the UAVs shall
descend downward to the center of the landing site, driven by
the data and processed pseudo-conical scan signals, in

44

accordance with Block 6 and the altimeter. Communication is
routed through proximity communication interfaces.

Block 10. Upon reaching a few centimeters above the
landing site, command is sent to turn the electro-magnetic or
electro-mechanical gripping device on the landing site,
depending on its inertia. A landing sensing sensor can also be
set up to automatically engage the landing. Successful landing
message is sent. With the UAVs landing, it must be firmly
engaged on the site, especially at higher speeds on the mobile
object. Electro-mechanical clamping can be done with two
side-clips relative to the landing site driven by micro-electric
motors.

III. ADDITIONAL REMARKS

The algorithms to perform the individual stages are
autonomous and run sequentially, each ending with an
emergency signal to the landing site if problems arise. In this
case, its movement must be stopped to ensure a safe landing
and, if necessary, stopping the movement of the object and
moving to manual control.

IV. CONCLUSION

The proposed method, based on pseudo-radio scanning in
radio navigation, is suitable for targeting and controlling the
landing of plumbing aircraft on a mobile landing site
commensurate with their gauges using civil GPS systems.
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Antenna array designing with an application for
navigation landing of unmanned flying vehicle

Ivaylo Nachev' and Ilia Iliev?

Abstract — This paper shows the examining of the design on the
four-element antenna for pseudo-conical scanning with the
application for navigation and inclusion to the landing of the
unmanned aerial vehicle.

Keywords — phased-array antenna, electronic scanning antenna,
pseudo—conical scanning, the orientation of unmanned aerial
vehicles for automatic landing.

[.INTRODUCTION

With the entry of the unmanned aerial vehicles (UAV’s) for
various applications in the recent years, simulations and
research results have emerged in scientific journals related to
the automation of the process in the exploitation of the UAV.
There are published different navigation and landing
developments. Most of them are based on - differential GPS
systems [1], pseudo-conical scanning [2], laser optical curtain
[3], and landing site image recognition [4]. Some of these
methods are designed with a big difference in landing area or
they are expensive for realization.

This paper will consider the possibility to navigate and land
ofthe UAV via a patch antenna array. As the main disadvantage
of the pseudo-conical scanning [5] which is a problem can be
the realization of the antenna and its high cost. The advantage
of patch antenna arrays is their relatively small size, weight,
and low cost. For this reason, this development can solve this
problem.

II. ANTENNA ARRAY DESIGN METHOD

An important step in designing a patch antenna is to choose
a dielectric substrate on which patches are made. The employed
substrate for the proposed design is Rogers RO4003 [6]. To
increase the bandwidth and efficiency of the antenna
“suspended substrate” is used [7], where the thickness of the
gap between the ground plane and the antenna is A=Imm. In
this method, we use the equivalent Dielectric constant (7). The
operating frequency is chosen to be fc = 10.525GHz, then
wavelength A = 28.50mm, and Ag = 22.6150mm - the
wavelength in the substrate. For calculation of the antenna
dimensions, we are using the basic algorithm like in [8].
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Step 1: Width (W) calculation: Width of the Microstrip antenna
is given by the equation:

1

(8’2“)7 = 12.2mm, % > 1

c
2fc

w (1
Where ¢ is the speed of the light ¢=3*108, &, is a dielectric
constant of the substrate, fc is operation frequency and h is the
substrate thickness.

Step 2: Effective Length ( Lcss) calculation: Length of the
microstrip radiator is given by:

=11.3mm 2)

L _ c
off 7 2fcEr

Where ¢, is an effective dielectric constant of the substrate.

Step 3. Length extension (L, ) calcualation: The actual

length is obtained by the equation (accounting for the fringing
fields):

(eefr+03)(+0.264)

Lexp = 0-412h (eepp-0.258)(%-+8)

= 0.88mm

3)

Step 4: The actual length of the Patch (L) calculation: The
actual length of the patch is given by:

L= Los+2 Loy, = 12.96mm ()

Determination of effective dielectric permittivity €

_ 0.5
fopp = 0+ 2 (14104) =158 (5)
The length of the guided wave:
Ag = —2— =22.62 (6)
Veerr '
The influence of the gap is taken into account:
_ &(h+d)

Ereq = (evmb 1.72 (7)

Where A is the thickness of the gap. The new dielectric constant
in technology with the suspended substrate is €.,,=1.72, where
the characteristics of the air are also taken into account.

In Table 1 are presented the values of one element from
the antenna array. The simulation model of the antenna
array structure is shown in Figure 1. Corporate feed
network is used, thereby scanning is available in
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azimuth and elevations. The rounded edges of the square model
of patch antenna provide circular polarization. It is important in
navigation because there is interference between the antenna
and the object sought. The antenna will not be able to detect the

subject with ordinary linear polarization.
TABLE ]
THE VALUES OBTAINED FOR THE DIMENSION OF THE ANTENNA
COMPONENTS
W [mm] Lepy [mm]
Calculated 12.2 23.96
After simulation 19.5 10.5

Fig. 1. Patch array 2x2 — simulation model

III. TRANSMISSION LINES PHASE SHIFTER

The antenna feeder uses systems of connected microstrip
lines (MS), delay lines (DL), T-junctions and quarter wave
transformers in planar realization. The designed antenna is for
realization with the pseudo-conical scanning. Pseudo-conical
scanning is a method in which the antenna beam is shifted from
its central axis. The beam has several states. Every state moves
the beam away from the beam position from the previous one.
The beam makes a whole circuit around the central axis. In our
case - by sequentially changing these states, a flying device
measure beams in different antennas states. When the signal
levels of the four beams are equal, it is assumed that, that the
device is in the center.
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The designed antenna has five states — two states in azimuth,
and two states in elevation, and one main state - the beam is the
same as the center axis of the radiation. These are accomplished
by increasing the electrical length by 90° of two patch elements
using a delay line. Each of different beam has width 18°.
Different beams are at a distance of 40°. The center of each
beam is offset at 20° from the central axis.

Figure 2 shows the block diagram of the feeder network. The
antenna is supplied on feed point, then through the system made
up of microwave elements, divided into four equal parts - 1/4
in each antenna. The control between diverse states of the
antenna beams is performed by the switches represented in the
block diagram. For this purpose, it is appropriate to use it is a
PIN switch — instead of one diode, two diodes sequentially
connected. This increase isolation. The high isolation is
necessary, because of the high operating frequency is used.
This way avoids unwanted reflections and drops in the effect of
the antenna. [9]

ant1 pin switch pin switch ant3

dl

dl mi

ant3
ml pin switch pin switch ml ank 3
Ll 7 e
dl ml dl
ml
feed

Fig. 2. Block diagram of feeder antenna network

IV. SIMULATIONS RESULT

The next figures show the results of the simulations. In Fig.
3 is displayed the return loss of each segment of the antenna.
The figure shown that each patch has a level S11 > - 15dB, for
the operation frequency. From this value follows that the
VSWR of each antenna element meets the requirement for high
antenna efficiency. Table 3 shows the S11 and VSWR of each
antenna element in the array. Figure 4 shows
the return loss on antenna array inputs, after connecting the
array and the feeder network. The figure shows that S11 = -
27.5dB. By using the formula VSWR = (1+S11) / (1-S11) [10],
we get the value VSWR = 1.07, from which it follows that the
losses in the antenna will not be bigger than Mismatch loss =
0.004dB and return power <0.10% [11].
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TABLE II
VSWR IN DIFFERENT ANTENNA STATES

"

Antenna bandwidth on feeder network inputs (S11)

S11 [dB] VSWR

First antenna -45.13 1.04
element

Second antenna -28.32 1.07
element

Third antenna -20.69 1.10
element

Fourth antenna -19.55 1.11
element

Figure 5 shows the antenna radiation pattern in case 1 whit

Gain = 12dB. To calculate the antenna coverage distance, the

gain and the

width  of

the beam plot

arc
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generally -3dB from the main peak [12]. In this case gain
GAcase;= 12 — 3 = 9dB, whit the width of the beam = 20°.
Taking the gain in each beam in scanning mode, shown in
figure 6 and 7, respectively, are shown the two options of the
antenna beam in azimuth and two in elevation. Each beam of
the antenna has the same gain as case 1. The width of each the
beam = 20°, the distance between the centers of the individual
beams is 40°. The center of each beam is offset at 20° from the
central axis.

Gain [dB]
o
T

1 I
-50 o 100 150

Theta [deq]

a0 200

Fig. 5. Radiation pattern in case 1

— Azimuth -20deg
| == = Azimuth +20deg ||

Gain [dB]
o
T

I i I T
-50 0
Theta [deg]

! I
-150 -100 200

Fig. 6. Radiation pattern - two cases in azimuth



Ohrid, North Macedonia, 27-29 June 2019

Elevation -20deg
——~Elevation +20deg

Gain [dE]

! 1
50 100 150 200

i}
Theta [deg]

Fig. 7. Radiation pattern - two cases in elevations

V. CONCLUSION

The main advantages of this proposed antenna are:
easy control with a microcontroller;

small sizes;

low cost.

This antenna can be used for various applications for
automatic landing and control of the landing of unmanned
aerial vehicles on a ground or mobile landing site. Also, this
type of antennas can be used with various applications in radio
navigation, robotics, and automation of production processes.

The designed antenna is suitable for integration into a
landing site of the UAV, whit a modified pseudo-conical
scanning method. The targeting of UAV to the landing site can
be performed on its GPS-coordinates for civilian purposes.
Because the GPS position error is very large, the beams of the
diagram of the antenna array cover the area in which the drone
is localized (a cylinder of wrong positioning). When UAV get
position in the center of the landing site, by measuring the
levels of the different antenna beams in scanning mode, the
UAV can start landing. Thus, the landing pad may have
dimensions commensurate with the gauge of the UAV.
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Strip Horn Array for X—band Operation

Nenad Popovic', Predrag Manojlovic', Ivana Radnovic' and Bojan Virijevic >

Abstract — The paper presents the computer simulation and
the measurement results of the realized strip horn antenna array
intended for operation in the X-band (9.5-10.5 GHz). The
proposed antenna is realized by placing the array of four
quarter-wavelength monopole antennas into the wide short-
circuited stripline whose strips are linearly expanding toward the
antenna aperture at an angle of 60°.

The array is fabricated with 20 mm wide and 1 mm thick
aluminum strips. The arms of the horn are 60 mm long whereas
the aperture angle is 60°. The excitation is performed through the
SMA connector pins which are placed at the quarter wavelength
(Ag/4) distance from the short-circuited strip.

Keywords — Microwaves, microwave antenna arrays, horn
antennas, strip horn.

[.INTRODUCTION

Horn antennas [1-3] represent the oldest forms of
microwave antennas (1897 - Jagadish Chandra Bose). Owing
to their simple design, low-cost fabrication and wide operating
range (typically 10:1) they are often used in various
applications: microwave telecommunications, radars, radar
weapons, automatic door systems, distance measurements,
alarm sensors, etc.

There are three basic types of horn antennas: sectoral,
pyramidal and conical. All of them are characterized by the
gradual widening of the waveguide aperture creating the
gradual transition from the characteristic impedance of the
waveguide to the impedance of the free space (around 377 Q),
thus reducing the reflection at the horn input. Excitation of
sectoral and pyramidal horns is usually realized with
rectangular waveguide with dominant wave type TE [1] (and
only one component of the electric field E,=E,cos(nx/a), [2]).
The horn antenna aperture size varies from around 1.5
wavelengths for small-sized to around 6 wavelengths for
medium-sized horns [2].

According to [2], an array with N identical elements with
identical amplitudes but each succeeding element has a 3
progressive phase lead current excitation relative to the
preceding element is referred to as a uniform array.

'Nenad Popovic, Predrag Manojlovic and Ivana Radnovic are with
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The array factor (AF) of an N-element linear array of
isotropic sources is [4]:

AF =1+ ej(kdcos@+ﬁ) + ej2(kdcos@+ﬁ) 4.

+ ej(N—l)(kdcos@+B) (1)
Equation (1) can be written as:
N
AF = Z e (=1
n=1 2

where  w=kdcosO+p
Multiplying both sides of the expression (2) by e/¥, and
after some manipulations, the array factor can be rewritten as:
. (N
sin |+
— JlN-1)/21 (2 1/1)

=

When the reference point is in the physical center of the
antenna array, (3) can be reduced to:

Nlp)

sin (7
sin (%)

To obtain the maximum of the AF of a uniform linear array
in the broadside direction, y has to be zero, i.e. =0 — namely,
all the elements must have the same phase excitation.

The normalized array factor for the four element array
(N=4) is

e/NY _ 1

AF:[efw_l

3

AF =
“)

sin[2
p = Snl2s
sm[7]
and is shown in Fig. 1.
AR, () = A2
1
05+
P
l |
-en = 1 0 m 2

Fig. 1. Graphical representation of the normalized array factor of
the 4-clement array as a function of y.
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II. DESIGN OF THE STRIP HORN ANTENNA ARRAY

The linear array [1-2] of strip horns that are fed in-phase
can be realized in two ways — as individual strip horns [5-11]
positioned along the straight line at the mutual distance of
Ao/4 or with the common reflector system with radiating
elements spaced A¢/4 apart, where A, is the free space
wavelength at the center frequency (f.=10 GHz) of the
frequency range of interest. Figures 2a and 2b display both
concepts of the design.

(b)
Fig. 2. Linear array of strip horn antennas: (a) Linear array of 4
individual horn antennas, (b) Linear array of 4 radiating elements in
the common reflector system.

The excitation of the individual radiating elements in the
array is performed through the feed network [3, 6-7] realized
in microstrip technology on the RO4003C dielectric substrate
with permittivity €=3.38, and thickness h=0.2 mm. The
microstrip lines’ widths and lengths are calculated at the
center frequency (f.=10 GHz) of the X-band. The radiating
elements — monopole antennas — are realized with the SMA
connectors’ pins. Figures 3 and 5 display the photographs of
the separate array feeding network and its integration with the
linear array of strip horn antennas, respectively.
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Fig. 3. Photograph of the microstrip feed network for the linear array
of strip horn antennas (with indicated impedances).

III. ANALYSIS AND THE SIMULATED RESULTS

In the first step, an array composed of four individual strip
horns is simulated and analyzed using the program package
WIPL-D [12]. The distance between two neighboring horns
(d) is equal to the odd number of quarter wavelengths at the
center frequency f.. In our case, this distance is chosen to be
S5ho/4. Next, the same array of radiating elements is placed
into the common reflector and simulated.

Simulated radiation patterns in x0y- plane of both models —
with individual strip horns and with the common reflector —
at the center frequency, are shown in Fig. 4. It can be seen that
the compact array model has a slightly lower gain (~17.2 dBi)
than the model with separated strip horn antennas. The 3D
radiation pattern of the compact array is displayed in Fig. 5.

Gain[dB) o0 10GHz Dist. infinity

20°

T J [ THom 4 compact
— THom 4

240°° 300°

270°

Fig. 4. Radiation patterns of the linear array of strip horn antennas in
x0y-plane: individual horns (red line) and with the common reflector
(blue line).



Ohrid, North Macedonia, 27-29 June 2019

Gain [4B] 10GHz

17.22
12.77
8.33
3.88
10.56
501
945
-13.90
-18.34
22.78

» -

Fig. 5. 3D radiation pattern of the proposed linear array of strip horn
antennas.

IV. REALIZATION AND THE MEASURED RESULTS

The realization of the complete antenna system which
consists of the metallic strip horn with the array of four
quarter-wavelength monopole antennas and the feed network
is shown in Figs. 6 (a,b).

(b)
Fig. 6. Photograph of the realized linear array of strip
horn antennas: (a) rear view, (b) front view.
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The measured reflection coefficient S;; of the realized
antenna array, Fig. 7, is less than —10 dB in about 9% of the
bandwidth around the center frequency.

THorn compact

9.5 9.75 10 10.25 10.5 10.75 n
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Fig. 7. Measured reflection coefficient S;; of the realized strip horn
antenna array.

The antenna gain measurement is performed using the gain-
comparison technique which requires two sets of
measurements. The standard gain horn antenna for operation
in the range (8.2-12.4) GHz is used as a transmitting antenna.
In the first measurement, the test antenna is used as a
receiving antenna and the received power is measured. In the
second set, the test antenna is replaced by the standard gain
horn antenna. The difference between these two sets of
measured results gives us the gain of the antenna under test,
shown in Fig. 8.

—Meas.

—Sim.

9.5 10 10.5

f[GHz]

Fig. 8. Measured and simulated gains of the realized strip horn
compact antenna array.

The discrepancies between the measured and the simulated
array gains, especially at higher frequencies of the range, can
be attributed to the insertion loss of the microstrip feed
network.
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System for Automatically Targeting of Unmanned
Aerial Vehicle with Vertical Landing on Mobile
Landing Site

Rumen Arnaudovl, Georgi Stanchev2 and Krume Andreev3

Abstract — The article provides a system for automatically
targeting of unmanned aerial vehicles with a vertical landing on a
mobile landing site commensurate with its dimensions, based on a
pseudo-conical scanning modification used to accompany radar
targets.

Keywords — Automatic landing of UAV; pseudo-conical
scanning; radio-navigation and radiolocation.

[.INTRODUCTION

The landing of unmanned aerial vehicles (UAVs), and in
particular those of a lower category, is carried out under the
supervision of a qualified operator. The landing site is usually
commensurate with the dimensions of the UAVs and GPS
accuracy of the GPS for civilian purposes is not sufficient to
target it directly. This is done using a differential GPS, the cost
of which is significant [1]. All this complicates their expected
massive application for various services in the future. For these
reasons scientists and engineers are working to automate this
process by using civil GPS data. The following are generally
accepted:

. Image processing and recognition of the landing site
combined with light signals [2];

Applying the radiolocation principle of pseudo-
conical scanning to accompany objectives [3];
. Applying the principles of lidar optic systems [4].

The solution to automatic landing problems also leads to the
next step - landing on a moving landing site. Such landing can
be on a vessel, a car and with a lot of reserves and conventions
on a train, because over it there is a power supply line, and there
are obstacles (trees, poles). At a landing site on a car moving
on a relatively straight section at approximately uniform and
low speed there would be no problems as long as there were no
big trees above the road, the crowns of which are over it. At a
landing site on a vessel, a single problem can occur if there is a
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strong water turbulence that requires much more serious
software to compensate for it. Therefore, this article proposes a
system of landing on a vessel floating in calm waters (lakes,
dams, floating rivers and a relatively calm sea).

A solution for automatic landing on a moving vehicle is
available in [5], assuming that the UAV has taken off from a
landing site that is mounted on a car, has completed a task or
mission and is back to the same landing site. It is proposed to
use a landing site that is recognizable by a video camera whose
image is processed by the droning equipment. There is no
mention of what happens if there are crowns of trees above the
road, what is the influence of the unevenness of the road, the
change of direction of movement.

Video-image processing is a perspective area of
development but with some drawbacks to this application.
Image quality is dependent on weather conditions, and software
is much more complex. If it is also applied to mobile landing
sites, the problems are much more due to the dynamics of the
incoming image. In this case, it is good to look for an alternative
solution.

II. FORMULATION OF THE TASK AND
SCHEMATIC SOLUTION

The most appropriate solution for a method and an automatic
landing system on a mobile area is the use of the radiolocation
principle to accompany targets with conical or pseudo-conical
scanning.

This is not the same situation like in the case of radar
accompanying targets. Here the object of accompaniment is
"own" and not "alien". For this reason, the principle of
radiolocation, which works with reflected signals from the
monitored "foreign object”, disappears. This makes it possible
to significantly simplify the automatic landing system, all the
more so that the whole process can be digitized. Here, the
scanning area is stationary upwards above the landing site. The
UAV moves and searches for this area on its assigned GPS
coordinates, aiming to position itself above it, level the speed
of the vehicle, and then turn on the automatic landing system
just above the landing.

With this set-up, signal processing software and hardware
implementation are made much easier and more economical.

In Fig. 1 shows the functional scheme of the system and the
setting of the individual stages of the landing.
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Fig. 1. Figure example

On board of the UAV is an on-board unit (O-BU), which
consists of an on-board control-command module (OBCCM)),
which includes all flight control and control components [6].

Control components are controllers, GPS receivers,
altimeters, gyroscopes, barometers, electric motor drivers and
others. It is also connected to the Wireless Interface for Remote
Communication 1 (RCWI) with the Mobile Station of the
landing site (MSLS). Additionally, an information
microcontroller (IMC) is installed. The information
microcontroller receives information from a microwave
receiver (MR), and through a nearby communication interface
1 (NCI) (Wi-Fi, RF or other), it is possible to connect to
another.

The pilot-in-command of the UAV guides the flights through
the mobile station at the landing site which is located on the
mobile object. He is accessing the system via a personal
computer (C). The computer (C) connects to the UAV via a
Wireless Interface for Remote Communication 2 (RCWI)
(GSM, RF or other) and continuously transmits information
about its movement and position. The directional
microcontroller (DMC) manages the positioning and landing
processes. Through a nearby communication interface 2 (NCI)
can be established a close communication with the UAV, and
by the gyroscope (G) the change in the direction of motion of
the mobile object is monitored, via the modulator (M)
transmitting data to the microwave transmitter (MWT), the
signals from which are emitted by the antenna with Electronic
Pseudo-Conical Scanning (AEPCS). The antenna is controlled
by the Directional Microcontroller (DMC). After landing, the
system also includes electromechanical or electro-magnetic
grip (EMG) for the UAV to stay stationary on the landing site
(LS).

The landing process consists of three stages: positioning over
the pseudo-conical scanning area, signal processing, and
positioning of the UAV at the center of pseudo-conical
scanning, downhill and landing on the landing site [9].

The landing method on a mobile object is realized by a series
of operations, whose interrelationship is also presented in the
form of algorithms (Figure 1).

III. A CONDITION FOR SUCCESSFUL
POSITIONING OF THE UAV OVER THE
LANDING SITE

Figure 2 shows a schematic diagram of the positioning of the
UAS over the pseudo-conical scanning antenna. In order not to
complicate the figure, only two beams ("left-right") facing each
other are pointed upwards. The other two beams ("back and
forth") are in the perpendicular plane of these two. The
geographic directions are not used here because the object is
mobile but the antenna is fixed to it and to the direction of
movement as well, which facilitates the movement of the
drones that move in the same direction and at the same speed.
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The center axis for the entire setting 0Z is in a perpendicular
upward direction and pseudo-conical scanning is performed
against it. The angle of deflection depends on the accuracy of
the GPS module used in the drones. Trough the given
maximum permissible errors for civilian purposes of GPS and
Galileo in the three coordinates (AX =2 -4 m, AY =4 m and
A Z=28m)[7, 8], the UAV can be expected to be a part of the
air space, formed by a cylinder with a radius of 8 m and a height
of 16 m. This area can be called a "wrong positioning cylinder"
[3]. To prevent a collision between the drones and the site it is
good to have the base of this zone (cylinder) a few meters above
it (for example, A Z = 8m). This determines the system's
maximum operating height H = 3, AZ = 24 m and the
coordinate Z for positioning of the drones before landing
should be 16 m above the landing site. Depending on it, the
UAV must fall somewhere in the space inside the wrong
positioning cylinder. This cylinder must be into the scanning
cone to ensure the successful capture and landing. The cone is
formed by the OM rays.

With this configuration, it is necessary to determine at what
angle the four beams pointing up should be dissolved. Figure 2
shows the angle of light dissolution o and the angle of the tip
of the inverted cone B, formed by the lower base of the wrong
positioning cylinder and the center of the landing site. It can be
seen that:

a AX
7 - t9; ora—Zarcth e
After taking into account the errors of GPS and Galileo:
a = 2arctg g
)

angle (3 must be less than 60 ° and angle o = 60 °

An additional condition is to reliably accept the signals of the
rays in the upper base of the wrong positioning cylinder, which
depends on the sensitivity of the microwave receiver (MWT).
The level of all signals is increased in the landing process and
centering direction. The angle of dissolution of the rays a is
better to be larger than the angle 3, but unlike the analog conical
scan, even if the UAV is from the outside of the beam, it will
still orient itself, where it is to fly because it receives coded
digital targeting, which is not affected by its position relative to
the axis of the beam.

IV. ADDITIONAL REMARKS
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The algorithms to perform the individual stages are
autonomous and run sequentially, each ending with an
emergency signal to the landing site if problems arise. In this
case, its movement must be stopped to ensure a safe landing
and, if necessary, stopping the movement of the object and
moving to manual control.

Fig. 2. Diffusion angle o and tip angle of the inverted cone 3 of the
pseudo-conical scanning setup

V. CONCLUSION

The article provides a system for automatically targeting
unmanned aerial vehicles with a vertical landing on a mobile
site, based on a pseudo-scanning modification used to
accompany targets with radar. By pointing up the four rays of
pseudo-scanning, a gripping and guiding zone for the
unmanned aircraft is formed. It is positioned over GPS
coordinates above this area, and landing accuracy is achieved
as a result of its pseudo-conical direction by processing the
signals emitted from the center of the site.
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Application of Vilenkin’s Additional Theorem in the
Calculations of Mutual Coupling Between Circular
Apertures on Conducting Sphere

Slavko Rup¢i¢!, Vanja Mandri¢-Radivojevi¢! and NataSa Nesi¢?

Abstract — The paper deal with an application of Vilenkin’s
additional theorem to the mutual coupling calculations within
Moment Method (MoM) between circular apertures on conducting
sphere. When calculating the mutual coupling between the
apertures one needs to calculate the vector-Legendre transforms of
basis and test functions with the domain on the aperture located at
an arbitrary position on the sphere. Clasical approach is to
numerical calculate the need terms using Euler’s formulas for
coordinate system rotation. This approach is very time consuming.
Instead, significantly accelerating the calculation is achieved by
rotation in theta direction in closed form by using of Vilekin’
additional theorem for associated Legendre functions.

Keywords — spherical antenna, circular aperture, Vilenkin’s
additional theorem, method of moments .

[.INTRODUCTION

An array of aperture antennas on the surface of a sphere is of
importance because such an array provides wide hemispherical
scan coverage with low grating lobe levels.

The mutula coupling of aperture antenna arry is determined in
this article by using the Vilenkin's theorem instead of the
classic approach to calculations such attachment significantly
shortens the calculation time. The computerized routine used is
verified by using data from the available literature as well as by
using measurements on a derived laboratory model.

II. METHOD OF ANALYSIS

The problem of determining the mutual coupling using the
moment method (MoM) in spectral domain for an array circular
apertures placed at a spherical ground plane is the problem of
calculation equivalent magnetic current placed at different
apertures (openings of  waveguide Fig.l.). The mutual
admittance is given by:
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where G (n,m,r,

r,)is a spectral domain dyadic Green’s

function for grounded spherical surface and f(n,m,ﬁ) is the

kernel of the vector-Legendre transformation. M i (r,m,m) and

I\N/[lT(r n,m) are the equivalent magnetic current and the
transposed equivalent magnetic current both placed at the i-th
and j-th opening of waveguide. This basic/test functions are
located at different apertures.

The appropriate spectral-domain Green’s function of a

multilayer spherical structure is calculated using the
G1DMULT algorithm [2].
z

waveguide 1. waveguide 2.
= Tw.0'4)
r d g
5 bl SR -
Ny | Tesd)
\ b s —
X

Fig. 1. Circular waveguides (aperture antennas) on a spherical
surface — spherical geometry

It is easy to calculate the vector-Legendre transformation of the
equivalent current of the waveguide opening located on the
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north pole (on = 0, Bam = 0). However, when calculating the
mutual coupling between the apertures, it is necessary to
determine the vector-Legendre transformation of the base and
test functions with the domain on the wavegudie aperture of the
arbitrary position in the sphere. One way is to numerically
determine the required expressions using formulas that link
global and local coordinates. The transformation process is
based on the vector-Legendre transformation of base and test
functions located on the displaced waveguide:

1

an 27 S(n,m)

M, (r,n,m) = [[E@.m.0)- M, (.6 .¢)-sin6 e a0’ dg

way

NESES

3

@

where fand ¢ are coordinates in the global coordinate system,
and @’ and @' in the local coordinate system. It is important to
know that both matrices, L-matrices and basis functions M; are

written in relation to the basis (ég,é(ﬁ,éy ) , which is the basis

of the global coordinate system. The connection between local
and global coordinates is given by the following equations:

(3a)

cos@ =—sina, sin@'cos g +cosa, cosf'

1 ' ' 3 1
cosa, sin@'cos ¢'+sina, cos @ (3b)

cotg = - -

sin@'sin ¢’
a, and S, are the su ¢- and ¢-coordinates of the center of each
waveguide in the global system.

This approach is very time consuming since for each basis/tes
function one needs to calculate a double-integral of rapidly
varying function.

A much more efficient and faster algorithm is the one in which
([6] and [7]) we have the following relationship between the
vector Legendre transformations of the basis/test function with
domain on the central apertures (6=0) and on the aperture
whose center has coordinate 6=, ¢=£,=0. Equivalent
magnetic density of the current at the aperture in the spatial
coordinates is defined by the equation:

Mk (rwuv.apertur( s 9 ¢) Vx (V Ml:1 (rwav.aperrure ’ 97 ¢))

wav aperture

4
+ V ( nav ape)tureMk wav .aperture > 05 ¢)) (4)

In the spherical coordinate system of equation (4) we can write:

~ 1 oM, AGM" GM"’ ~ 1 oMY

Mk (rmv.aperrure’6> ¢) = 9 . ¢ . -
sind 0¢ 69 sind 0¢

(%)
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Equations (4) and (5) are described with two functions M ,:1
and M} .

In addition, base and test functions can be written by using

direct inverse vector Legendre transformation as:
0

o e [ o eost A (cosd
M, (0. - M}—Z p H%M( N TR
M,
[ jmP (coso) 0P (cos 0
+ ¢[""T(°9°”Mmm o)+ O g )
(6)

By comparing the relation (5) and (6), it is apparent that the

functions M,f and M have the following form:

M ( um aperture n, m) = _Mk¢ (rwav.uperture 1, m) P"‘m‘ (COS 9) ejm¢ H
— jmé
M { ( wav.aperture > n, m) - Mk& (rwav.aperture 51, m) Pn‘m‘ (COS 9) e "

(M

Partial derivations are:

o, _
o¢

=—jmM ., (r, n,m)P" (cos@) e’ (8a)

wav.aperture?®

oM/ GPJ'"‘ (cos) ..,
aek kg (rwav.aperture > 1, m) T e’ (8b)
oMY

= jmM ,n,m) P" (cos@)e™ (s¢)

ko ( wav.aperture >

o

oMy ) 0P, (€080) g
Y. 00

Furthermore, theta and phi components of equivalent currents
can be written by the equations:

(8d)

k& ( wav aperture >

& &l [ R (cos) JjmB" (cos)
MH:"’:ZJ "%\e {{T I(H(rwuvu[rer'lm'c’n’m)_Tng)(rwavuper'lm'c"n?m) e
)
. — o]
M, = Z ;‘e"" {l:%“;sg) 10 P apernres 15 11) + WM 1 (rm,‘,“mf,_,,,,_L,,n,m)}e "
(10)
Or shorter written:
1 oM oM/
M, Z el — ko =k (11a)
me—so nml sind 0¢ 06
oM 1 oM!
M, Z Z -t k (11b)
o ngm| 00 sinf 0¢

The selected view is similar to the display of the electric field
via vector and scalar potentials. It is also important to note that
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these relationships do not depend on the coordinate system, ie
they are valid in the global and local coordinate system. It is

possible to connect the equivalent currents M kA and M Z’ and
in different coordinate systems using the following rule of
Legendre functions:

Y /i
_ing pln _ | (ntm)! | (=R, 14 N
e """ P (cost) = j Ln_m)!} k;J L"*k)!} Py (cos,,) P (cos e
(13)

or

e i“”‘”’"‘”J = ;J i s 030,07 (s e
(14)
The function P, (cos@,,) is defined in [1], and 0y, is the

angle between the global and the local coordinate system (it is
important to note the following: local coordinates have a dash

mark on the exponent's site, and the ¢ coordinate of the center
of the shifted aperture is equal to zero).

By connecting the relation (7) and (14), the terms for functions
M kA and M} with the domain on the displaced wavelength
can be determined:

M, I¢A (}’ wa\lnpm‘lu/‘('n k
" (n+m)! |(n k
=-A (cost) Z( Dl “m), (n+}k‘), Bt COIIM 751,
My (peroF)
i [+t (R,
= Bl(coss) e Z( 5 H*‘\/ = >'V! ey T COBIM oo
(15) and (16)

Furthermore, by comparing the relation (15) and (16) with the
reaction (7), the following is obtained:

M: (rwav.aperture 1, k) = _P‘ ‘ (COS 6 ) e]k¢ Mk¢5 ( wav . ape)ture’n7k)!
a7

MW( wav aperture’n k) = P‘ ‘(COSH ) e/k¢Mk05( wav ape)ture’n’k)'
(18)

Since we are interested in the theta and phi components of the
equivalent currents in the spectral domain when we write
routine for the computation of programs (programs) we define
them in terms of:

& [ [(n—k)!
Mo Cunpeneeth) = 2) V=t G+ i i

sentny (COSGh)M (1, n,m),

wav.aperture

(19)

m=—n

[r+[mr [(n—k)!P,, G
"m‘..\'lgn(m}k(co IM o (T aperiara s

-4
M Cepeneend = () ool
(20)

= Yo-

The base and test functions on the displaced waveguide are
easily determined by using the relation (5), (11) and (12).
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If the wavelength center has a ¢-coordinate different from zero,
it is easy to express the vector-Legendre transformation of base
/ test functions using the following Fourier series rule
M, (n,m) =M, (n,mye’" "7 e,
connect the vector-Legendre transformation of base / test
function of different waveguides with the same &- coordinates.
koordinatama.

It is equally possible to determine the equivalent magnetic
currents at the opening of each waveguide and calculate the

mutual coupling of the aperture antenna on the spherical
surface using equation (1).

it is possible to

III. DISCUSSION OF NUMERICAL AND
EXPERIMENTAL RESULTS

By using the above-described procedure, the calculation of
the mutual admittance of the aperture antennas on the spherical
surface of three different radii was made. The figures (Figures
2, 3, 4 and 5) also show the values of the mutual admittance
from the literature ([3] and [4]). It is noticeable to match the
results from the literature and the calculated results.
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Fig. 2. The mutual admittance of circular apertures on spherical
surfaces for different radius of spherical surface — E plane
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Fig. 3. The mutual admittance angle of circular apertures on
spherical surfaces for different radius of spherical surface — E plane
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Fig. 4. The mutual admittance of circular apertures on spherical
surfaces versus distance between apertures centars for different
radius of spherical surface — H plane
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Fig. 5. The mutual admittance angle of circular apertures on
spherical surfaces for different radius of spherical surface — H plane

Verification of the procedure and its application to the radiation
problem of the antenna aperture on the spherical surface is
made with another comparison as shown in Fig. 6. The radius
of the circular apertures is 1.905 cm, and the distance between
them is 6.35 cm.

As the reference curves, the curves for the planar case were
used according to Lit 5. It can be seen that by increasing the
spherical radius the results of the mutual coupling approach the
planar results to Lit 5.

Furthermore, a model antenna array model was created on a
aluminium spherical surface with radius of 30 cm radius.
Radius of the circular waveguides are 6 cm (Fig 7.). The mutual
coupling of the openings were measured, the first being
positioned in the north pole (=0 deg and ; = 0 deg) while
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the second in the position of 0,=56 deg and P, = 180 deg.
Figure 8. shows an excellent match between measurement
results and those obtained by simulation.

-20
-25 _T!-»:.._‘_g\‘.\\
Y S i S
G o e
.35 R ks S S
—_ - L ~.
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o M. Stes,
~ -40 < e
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o | R R AN I IR SN NS o
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50 T | sosssss r.=18cm
R r,=30cm
554 | planar - calculated [5]
1 = planar - measured [5]
) T
5,0 55 6,0 6,5 7,0 7.5
Frequency (GHz)

Fig. 6. Calculated magnitude of S21 parameter of two circular
apertures as a function of frequency for different radius of spherical
surface and also calculated and measured magnitude of S21 parameter
of two circular apertures on the planar surface — H plane [6]

Fig. 7. Photo of the developed laboratory model of aperture antenna
array: W1 - 0y=0 deg and 3; =0 deg; W2 - 0,=56 deg and 3, =
180 deg; rw= 6cm; rs=30 cm.
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Fig. 8. Calculated and measured magnitude of S21 parameter of two
circular apretures (radius=6¢cm) on spherical surfaces with radius=30
cm - E plane [6]

IV. CONCLUSION

The calculation of the mutual coupling (admittance) of the
circular aperture of the antenna located on the spherical
substrate using the moment method is considerably accelerated
by using the Additional theorem for spherical harmonics. This
Vilenkin's theorem was applied when calculating equivalent
magnetic currents at the analyzed openings. Conversion of the
coordinates and integration for returning to the spatial domain
has been omitted, which is why the acceleration of this
calculation procedure is compared with the classical procedure.
The results of this calculation are compared with the results
from available literature, and compared to the performed
laboratory model. The results show excellent agreement with
comparative results.
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Use of infrared radiometry in temperature
measurement of plant leaf

Hristo Hristov!, Kalin Dimitrov? and Stanyo Kolev?

Abstract — Through our present work we will show the
importance of infrared radiometry in conducting various plant
studies. We will look at the factors that affect temperature
measurements and their significance. We will draw conclusions
about the significance of the distance between the thermal
camera and the object of study.

Keywords — infrared radiometry, infrared thermography,
agriculture, solid angle

[.INTRODUCTION

Infrared thermography (IRT) plays an important role in
some methods of assessing the condition of different
vegetative tissues. It is a key tool in developing a non-invasive
analysis of plant metabolism. It also helps diagnose and
monitor various phytopathogenic processes. The use of
modern sensor matrices allows the thermographic images to
be produced at high resolution, allowing for early diagnosis of
plant diseases when the affected tissue is a small percentage
and tissue contamination levels are low. Infrared
thermography is used in methods to test the viability of
seedlings [1-8].

Remote sensing and thermal imaging analysis are methods
of collecting, processing and interpreting data without
physical contact between the measuring device and the object
so that it can be analyzed repeatedly and harmlessly [9-12].
All surrounding objects, thanks to their own temperature, emit
infrared (IR) radiation. Thermal imaging is performed with
detectors sensitive to a wavelength of 8 to 12um. The image
we see represents variations in the temperature of the leaves.
IR thermography is used to plan irrigation, to evaluate plant-
pathogen interactions through models of surface temperature
monitoring of the leaves and to fully monitor their interaction
with the environment [13-18]. The lack of need for contact
with the object of research makes it particularly suitable for
remote monitoring and data collection. It is also preferred as it
is as harmless as possible to plants and the environment.

IRT is used in studying plant temperature stress processes,
their adaptation, their ability to acclimate, their endurance and
survival in cold weather conditions.

Various pests and diseases hinder growth and reduce crop
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yields. They can change the temperature and water balance of
the plants. The thermophagus could be used to monitor and
create patterns of various diseases or pest infestations and
detect them before the occurrence of visible symptoms. It
works well in field conditions to locate places where culture is
more affected and therefore requires more urgent intervention
[19,20]. It also allows for the monitoring of the content of
different nutrients in crops. In this way, the processes of
fertilization and soil incorporation of the ingredients necessary
for the development of the plants are also correct and
conducted at the right time. Reducing or increasing the water
content of the soil causes a change in the leaf temperature.
Thermal images can be used to improve the irrigation mode. It
is known that the over-irrigation of different fruit crops can
reduce the content of sugar and other substances, hence the
quality of production. Lower soil moisture content than
required may result in a decrease in yield quality and quantity.
In conclusion, proper management of the limited water
resource is of utmost importance. This contributes to the
development of various specific irrigation methods.

When designing any radiometric system, detection is
essential. Important parameters are sensitivity, signal noise
ratio and visualization based on temperature differences. In
order to achieve high accuracy in measurements and
visualization, special techniques for recognition, processing,
various types of corrections and optimizations are used.

II. THEORY

The aim is to establish, record and visualize changes in the
surface temperature of the examined bodies. This information
is contained in the energy characteristics of their radiation, in
the energy characteristics of other sources found in the system
and in the characteristics of the distribution medium.

The radiometric approach is suitable for the study of the
spread of thermal radiation and its interaction with objects in
the distribution area when the preliminary specification of its
complete coherence and the absence of the effects of
interference and diffraction are not essential for the systems
under study.

When we conduct measurements in real situations from the
standpoint of physics and mathematics, it is suitable to apply
the radiometric approach. The propagation of the thermal
radiation is carried out in scattering, absorption and emitting
environment. During the establishment of the propagation
equation, we have to take into account all influencing factors
[7,10,12].

Due to the fact that the point of view is generally not
perpendicular to the emitting surface, we will use a dimension
representing the surface and angle density of the emitted flux,
that is, its radiance [11,12]
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L =(a*0 ) Qdacos 0) (1)

Since we will perform measurements in a precisely defined

frequency range, we will use the spectral density of the same
magnitude

Ly =dL/dA. 2)

To define the process, we will use the radiation energy

output of the elementary flux at a given point from the
radiating surface in the half space 2@

M =(a20),, aa. 3)

As we are interested in a certain part of the wave spectrum,
we will use the spectral density of the radiation energy output

M, = (o), fd4dz). )

When we need to do research in the infrared spectrum, we
always base Planck's law on the emission of a black body.

In nature, the bodies differ in their radiance from that of the
black body. This requires the introduction of a correction
factor called emissivity coefficient

My (2,T)= (2 T )M i, (2. T) - )

Let us consider a real radiometric system for temperature
measurements. We will monitor the interactions and energy
transformations of the radiations with atmosphere located in

the volume between the studied object and the radiometer.
The set-up is shown in principle in Fig. 1.

In the volume enclosed by the viewing angle towards the
radiometer, a radiation from the studied object enters. With

Ii Trarget

|
1<

Fig. 1. General set-up of a plant leaf radiometric investigation 1-
radiometric device; 2-solid view angle of the radiometric device; 3-
solid view angle of the plant leaf investigated; 4-essential area of the
plant leaf surface which produces radiation (target); S-radiation from

the atmosphere, hurger - distance to the target
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such studies, the scattering and absorption in the atmospheric
channel are of utmost importance. Also, the thermal radiation
of the atmosphere itself is important, as part of this radiation
is aimed at the camera and added up to the radiation of the
studied object, because their directions coincide. In the
volume between the object and the camera, it is also possible
for other radiations to enter. These are distributed in different
directions. Some of them can come from independent external
sources, others could be the result of multiple scattering of the
aerosol particles and the molecules of the different gases.
Generally, when we describe the energy interactions within a
system, we should take into account all influencing factors
and the expression will be the following

dL; [dz = —(a(‘“) + a(“))Lg + a(a)Lﬂ,,blackb‘ +

+(a/az) [LiPaq )

4r

where a(s) is a scattering coefficient of atmosphere, a(a) is
an absorption coefficient of atmosphere, and the last addend
of the formula

() az) [ Pya "
4r

®)

shows the scattering by other sources. In our case, the distance
from the object to the camera is ignorably small and the
neighbouring volumes have the same temperature, therefore
this ingredient does not exert any practical impact and can be
removed [11,12]. Due to the earlier clarification that the
distance from the studied object to the radiometer is small
enough, which creates homogeneity of the atmospheric
channel, apart from using one particular wavelength within
the spectrum (8-12pm), we also assume that the source of
radiation is isotropic, as a result of all these conditions, we can
assume that the coefficients of atmospheric scattering and
absorption are constant in relation to the space and spectrum.
In order to perform a numerical calculation of the flux
entering the radiometer aperture, we need to solve the
following expression

D, =490,7, (gt exp(— (a(s) + a(a))Z»F(Tt A A )+
+ 4,Q,7, (a(“)/(a(s) + a(a)) 1- exp(— (a(s) + a(“))Z))F(Tt A An)
(€))

where Ar is the area of the receiving part of the antenna, Qr is
the spatial angle of view. The last multiplier in the two
addends is the value obtained after the integration of the
spectral radiance of a black body at a given temperature in the
range of A/ to A2.

We can see that the flow is formed by two main
components, the radiation from the object and the radiation
from the atmosphere.
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III. NUMERICAL INVESTIGATION

The aim is to establish, record and visualize changes in the
surface temperature of the examined bodies. This information
is contained in the energy characteristics of their radiation, in
the energy characteristics of other sources found in the system
and in the characteristics of the distribution medium [10,14].

Let us look at a specific example of radiometric
investigation for plant leaf, using the theory written above.
Spatial viewing angle of the radiometric sensor is fixed. We
will see how changing the distance from the radiometric
device to the investigated object will affect the heat flows in
the system.

For the simulation process we choose the following
parameters:

Ta=295K, Tt=293K, A1=8um, 1.2=12um, €=0,98, catm=0,96,
a® =0,03km™ 4@ = 0 4fm=t 2, = 6.103sr

A, =8107m? 1, =1
Using Scilab we calculate the values of (9) for different
distances [17]. Part of the results are shown in the following

Table 1.

TABLEI
PART OF SIMULATION DATA
No | hwrgedm] | @t [W],T=293K | ®a [W],T=295K
1 0.25 1.40752E-05 1.43632E-09
2 0.5 1.40737E-05 2.87249E-09
3 0.75 1.40722E-05 4.30851E-09
4 1 1.40707E-05 5.74436E-09
5 1.25 1.40692E-05 7.18007E-09
6 1.5 1.40676E-05 8.61562E-09
7 1.75 1.40661E-05 1.0051E-08
8 2 1.40646E-05 1.14863E-08
9 2.25 1.40631E-05 1.29213E-08
10 2.5 1.40616E-05 1.43563E-08

It is very important to compare the flow coming from the
target with the flow coming from the atmosphere and how
they change with the change of the distance from the camera
to the investigated object.

IV. CONCLUSION

Clearly, as the distance in these near-boundaries increases,
the flow of the site slowly decreases and the flow from the
atmosphere increases smoothly. This is explained by the
increase in the radiant volume and shows in practice the
increase in the atmospheric channel losses. As the distance
increases, the flow of the atmosphere increases much faster
than the decrease in the flow from the site but is thousands of
times less than it. The linearity in the change in flow values
indicates that atmospheric scatter and absorption coefficients
are space and spectral constants for the given conditions. At

64

these distances from the radiometric apparatus to the object,
the horizontal profiles of the atmospheric scattering and
absorption coefficients remain unchanged.

Tracking the proper development of crops requires
research to be carried out in their natural environment, in the
field or in the greenhouse. This will allow for any deviations
that may indicate a problem, to seek the cause immediately
and to react as quickly as possible. Recently used infrared
thermography remote sensing techniques provide more
accurate data for the characterization of plant parameters.
They can cover huge areas over a long period of time. The
reflectivity of plants depends on the properties of their leaves
and their orientation and structure. The amount of energy
reflected for a particular wavelength depends on the color of
the leaves, their geometry, the composition of the cells and the
amount of water in them. These several factors determine the
infrared characteristics of the plants. There are big differences
and sharp boundaries in these properties. Their study and
knowledge makes it possible to improve the methods for
remote monitoring and, respectively, to improve the
management of plant processes. Technological advances in
the manufacture of radiometric detectors give additional
impetus to the use of thermography as an indispensable tool in
the monitoring, diagnostics and management of plant cultures.
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VHF Chebyshev Low Pass Filter with Lumped Elements

Veljko Crnadak' and Sinia Tasi¢*

Abstract — In this paper, the practical design of the VHF
Chebyshev low pass filter with lumped elements is presented.
The magnitude response of the filter is approximated with the
Chebyshev polynomial of the 9" order, resulting in a ladder
network, consisting of five series inductors and four shunt
capacitors. The passband ripple of the filter is 0.02 dB and the
cutoff frequency is 220 MHz. The ladder network, with the ideal
reactive elements, is then converted to the real low pass filter
with the real lossy reactive elements, which is then simulated in
3D EM simulator. The values of the S;; and S,; parameters of
the simulated filter are then being compared, to the values of the
same S-parameters of the produced filter, in order to test the
design process. The low pass filter is designed to have minimal
insertion loss and maximal return loss, for the frequency range
from 150 MHz to 200 MHz. Purpose of the filter is to reduce or
eliminate harmonics, at the output of a high-power amplifier

Keywords — capacitor, Chebyshev, coil, filter, inductor, low
pass, lumped, VHF.

L. INTRODUCTION

The magnitude square of the Chebyshev low pass filter
transfer function of the Nth order is,

— Ho
- 272Xy’
1+¢ TN(wc)

IH(jw)I? (1)

where H, is the dc attenuation, ¢ is the ripple magnitude, w, is
the cutoff frequency and Ty (wi) is the Chebyshev polynomial

of the Nth order,

T (5) =

The Chebyshev response, shown in Fig. 1, oscillates in the
Ho

1+e2’
stopband it approaches zero at infinity. The Chebyshev low

pass filter is also known as all pole filter, because the transfer
function has zeros only at infinity [1]. The poles of the

cos[N cos™? (wﬂ)],o <w< w,

)
cosh[N cosh™! ( )],w > w,

13}
We

passband between the two values, H, and while in the
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transfer function are all on the left half of the s-plane, and are
given with the following expression,

S = we(op +jw) . k=1,2,...,N, 3)
where
L g (1 . Qk-Dm
oy = Smh[zv sinh (g)] sin=——=—, 4)
and
Ho :
Hyl{1+£
.rlvc Il
Fig. 1. The Chebyshev low pass response of the 6™ order [1].
_ 1.1 (l) (k-1
Wy = cosh[N sinh " ] cos v 5)

II. DESIGN THEORY

Our objective is to design a low pass Chebyshev filter that
has a passband ripple of A = 10log(1 + £2) = 0.02 dB, the
cutoff frequency of f, =220 MHz and an insertion loss at
f =300 MHz of at least L = 35 dB. Number of reactive
elements in the filter is determined from the following
inequality,

1 [1001L—g
cosh™t To0TA, 6
cosh‘l(L) (
fe

From the inequality (6), we learn that the filter has to be of
the 9th order at least. Because the source and the load
resistance are of 50 Q each, Fig. 2, the dc attenuation of the
filter is Hy, = 1. Before determining the values of the ideal
reactive elements of the circuit in Fig. 2, we must obtain the
values of the elements of the Chebyshev low pass prototype.
The values of the prototype inductances are, g, = gog =
0.9021,g; = g, = 1.88 and gs = 1.972, the values of the
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prototype capacitances are, g, = gg = 1.4518 and g, = g¢ =
1.7053, and the values of the prototype resistances are,
Jo = g10 = 1. The values of the prototype elements were
obtained using the recursion formulas [2].

The actual values of the filter inductances are,

Lk=%1k=1)2139 (7)
and the actual values of the filter capacitances are,
_ 92k _
Cy, = Rowc'k =1,2, ()

where Ry = 50 Q and w, = 27 f,.

We see from the formula (7), that there are three different
inductances in the filter, as it is shown in Fig. 2, L; = 32.63
nH, L, = 68.0026 nH and L; = 71.3123 nH.

We see from the expression (8), that there are two different
capacitances in the filter, as it is shown in Fig. 2, C; =
21.0056 pF and C, = 24.6733 pF.

Ly |78 0o% EORET a1 base edsdebrn
PORT N wo " o o
P . 0=L1 02 0=12 =T o8
23500t - - LaLioH LaL2 oH L=L3sH Loz LaLl

ey -

Fig. 2. The schematic of the low pass filter circuit.

During the filter realization, all the inductors were designed
with the help of formula [3],

_0.3947r2N2
T or+10l

; ©))

where 7 is the coil radius in cm, [ is the coil length in cm, N is
the number of turns and L is the inductance in pH.

| |
[N

7

24

15.5 15.5

52.5

Fig. 3. The schematic of a coil, with the inductance L.

Every ideal inductor in Fig. 2, with the inductance L,, was
substituted with the coil in Fig. 3, with the inductance Ly, in
order to realize the filter. The coil in Fig. 3, has three turns
and was designed as a copper strip of thickness t = 2 mm, of
radius v = 10 mm, of length [ =52.5 mm and of width
w = 6 mm. The inductance of a coil in Fig. 3, according to
formula (9), is L, = 57.6585 nH.

67

The ideal inductor in Fig. 2, with the inductance Lz, was
substituted with the coil in Fig. 4, with the inductance Lg, in
order to realize the filter. The coil in Fig. 4, has three turns
and was designed as a copper strip of thickness t = 2 mm, of
radius v = 10 mm, of length ! = 44.3 mm and of width
w =5 mm. The inductance of a coil in Fig. 4, according to
formula (9), is Ly = 66.5291 nH.

o

—

\
R

24

13.1 13.1

44.3

Fig. 4. The schematic of a coil, with the inductance Lp.

Every ideal inductor in Fig. 2, with the inductance L;, was
substituted with the coil in Fig. 5, with the inductance L., in
order to realize the filter. The coil in Fig. 5, has two turns and
was designed as a copper strip of thickness t = 2 mm, of
radius ¥ =9 mm, of length ! = 30.45 mm and of width
w = 6 mm. The inductance of a coil in Fig. 5, according to
formula (9), is L = 33.1144 nH. All the dimensions in Figs.
3,4 and 5 are in mm.

AN

)

7

2

12.225

30.45

Fig. 5. The schematic of a coil, with the inductance L.

In Fig. 6, looking from left to right, we can see the
substitutions for the ideal capacitors C; and C, from Fig. 2.
Every ideal capacitor C;, in Fig. 2, was substituted with the
parallel connection of two capacitors, Fig. 6, with the
equivalent capacitance of C{ = 19.2281 pF. Every ideal
capacitor C,, in Fig. 2, was substituted with the parallel
connection of two capacitors, Fig. 6, with the equivalent
capacitance of C, = 20.9374 pF.

200 (mm)

Fig. 6. The isometric view of the model of the VHF low pass filter in
3D EM simulator
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III. SIMULATION AND MEASUREMENT RESULTS

A. Simulation

Being aware of the criteria that our filter has to meet, the
return loss, —20log|S; |, larger than 20 dB, and the insertion
loss, —201og|S,,|, smaller than 0.1 dB, for the frequency
range from 150 MHz to 200 MHz, we were able to direct the
process of 3D EM simulation towards satisfying the above-
mentioned conditions and obtaining the final dimensions of
the filter, shown in Fig. 6. Frequencies below 150 MHz are of
no interest to us because they were reduced or eliminated by
previous filtering stages of the system. The inductors
dimensions were firstly determined through the application of
formula (9) and were later corrected through 3D EM
simulation. The capacitors dimensions were firstly obtained
through the application of a well-known formula for the
capacitance of parallel-plate capacitors:

C = o= (10)
where &, is the vacuum permittivity, &. is the relative
permittivity of the dielectric, S is the area of the plates, and d
is the distance between the plates. In our case dielectric is
Teflon, so &. = 2.1. The capacitors dimensions were later
corrected through 3D EM simulation. As we can see from Fig.
7, capacitors in a parallel connection that form equivalent
capacitor Cj, share the same copper plate (colored in red), of
the dimensions 45 mm X 46.2 mm X 2 mm, that is surrounded
by Teflon in an aluminum housing. In Fig. 7, Teflon is
colored in yellow and aluminum is colored in blue.

19 rem)
Fig. 7. The model of the capacitors C; and C; in 3D EM simulator.

As we can see from Fig. 7, capacitors in a parallel
connection that form equivalent capacitor C;, share the same

Fig. 8. The produced VHF low pass filter.

copper plate (colored in red), of the dimensions 45 mm x 50.8
mm x 2 mm, that is surrounded by Teflon in an aluminum
housing. The distance d between the plates, for capacitors in a
parallel connection that form both C{ and (3, is the same and
equal to 5.45 mm. The photograph of the produced filter is
given in Fig. 8.

Because of the edge effect, the capacitances C{ and C, were
calculated using the Method of Moments. The inductors and
the capacitors are placed in the aluminum casing, filled with
air. The length of the casing is 404.2 mm, the height of the
casing is 51.4 mm and the width of the casing is 65 mm. All
the dimensions in Fig. 9 are in mm.

100,70 9580 55

S350

Fig. 9. The schematic of the lateral dimensions of the VHF low pass
filter.

The filter uses two 7/16-connectors.

B. Simulated and measured results

As we can see from Fig. 10, the return loss is larger than
21 dB in the frequency range from 150 MHz to 200 MHz,
which is satisfactory. Unfortunately, the insertion loss exceeds
0.1 dB, in the same frequency range, due to losses in
conductors and dielectric. The highest insertion loss in the
frequency range of interest is 0.16 dB.

— 821 measured
—=-521 simulated
— 511 measured
==-511 simulated

fsa}
- \‘ b3
-30 s A
{ Y
‘I‘ II‘ \‘,F :ll
1
401 T i
\'F
oo 150 20 250
frequency (MHz)
Fig. 10. Comparison of simulated and measured magnitudes of S,

and 511.

200

100+

Degrees
=

-100-

150 300 750

—20?00
frequency (MHz)

Fig. 11. Comparison of simulated and measured phase angle of S,;.
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Fig. 12. Comparison of simulated and measured group delay.
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Fig. 13. Comparison of simulated and measured magnitudes of S,
and 511 .

—measured phase of $21
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Fig. 14. Comparison of simulated and measured phase angle of S,

=521 measured
===521 si
— 511 measured
==-511 simulated

1500 2000
frequency (MHz)

500 1000 2500 3000
Fig. 15. Comparison of simulated and measured magnitudes of S,

and Sq1.

It can be seen from Fig. 11, that the phase response of the
filter is nonlinear, which has for a consequence a nonconstant
group delay, as it is shown in Fig. 12.

These are all the typical traits of a Chebyshev low pass
filter. Ideally, the filter is a lossless two-port network, which

means that the zeros of the reflection coefficient are located at
. 2k—-1 .
the frequencies, f = f, cos? ZN)n, that is f, =0, 75.24

MHz, 141.41 MHz, 190.52 MHz, and 216.66 MHz. We can
see from Fig. 13, that there are five zeros of the reflection
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]—measun’.'d phase of $21
==-simulated phase of 821

200

Degrees

I}
=200

1300 2000 2500
frequency (MHz)

500 1000 3000

Fig. 16. Comparison of simulated and measured phase angle of S,;.

coefficient and they are located around above-mentioned
frequencies, which is the sign of good filter design. The
insertion loss at 300 MHz is 42.01 dB, as it is shown in Fig.
13. Nonlinearity of the filter phase response only increases
with frequency, as can be seen in Figs. 14 and 16. Real filters
have re-entry modes that limit the high-frequency capability
of the filter [4]. It can be seen in Figs. 13 and 15, that higher
frequency signals can appear at the output of the filter.

IV. CONCLUSION

In this paper, we have thoroughly explained the theory
behind and the design of the VHF Chebyshev low pass filter
with lumped elements. Our primary objective was to design
the low pass filter that can be used for high power
applications, more precisely at the output of a high power
amplifier, where it would reduce or eliminate harmonics. In
such an application, the nonlinearity of the phase response is
not important, the only thing that matters is that the transition
between passband and stopband be sharp enough, so for that
reason, the Chebyshev low pass response was chosen. The
bulky dimensions of the filter are a consequence of the
purpose for which the filter was built. The goals regarding the
level of the return loss in the passband and the level of the
insertion loss in the stopband were met. Only the level of the
insertion loss in the passband has exceeded the projected
value by a small margin, at the first place because of the
losses introduced by real inductors, and at the second place
because of the losses introduced by Teflon.
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Throughput Performance of MU-MIMO-OFDM with
Optimal Pair-wise Algorithm under Imperfect CSI

Aleksandra Panajotovi¢', Nikola Sekulovi¢? and Daniela Milovi¢®

Abstract — In this paper, a multiuser multiple-input multiple-
output orthogonal frequency division multiplexing (MU-MIMO-
OFDM) system with zero-forcing beamforming (ZFBF)
precoding applying optimal pair-wise semi-orthogonal user
selection (SUS) algorithm is considered. The knowledge of
perfect channel state information at transmitter (CSIT) is
required to exploit full benefit of that system, but it is the ideal
case. We analyse real scenario in which an imperfect CSIT
affects throughput performance of system compliant with IEEE
802.11ac. Extensive simulation results are presented to support
our analysis.

Keywords — CSI, IEEE 802.11ac, MU-MIMO-OFDM, User
scheduling algorithm, ZFBF.

I.INTRODUCTION

To satisfy demands of broadband wireless communication
market for channel capacity, higher and higher from day to
day, Wi-Fi standard IEEE 802.11ac suggests multiple-input
multiple-output orthogonal frequency division multiplexing
(MU-MIMO-OFDM) as technique enabling speeds ranging
from 500 Mbps up to several Gbps [1]. In order to achieve
those speeds it is necessary to tackle with beamforming
(precoding), user selection and power allocation.

Beamforming increases performance of wireless network
focusing signal towards selected user and reduces in that way
multi-access interferences. Capacity achieving precoding
technique is dirty paper coding (DPC) [2]. Although optimal,
DPC is impractical because of a tremendous computational
complexity at both side (transmit and receive) even for
moderate number of users. Therefore, more practical linear
(zero-forcing beamforming (ZFBF) and block diagonalization
(BD)) or nonlinear (Tomlinson-Harashima) precoding
techniques should be applied [3, 4].

To materialize the huge potential that MU-MIMO brings, in
addition to precoding, access point (AP) has to select a group
of users which should be served in that time slot. The optimal
schedule is found by exhaustive search, i.e. achieved sum rate
is evaluated for all combination of users and the user
combination providing the maximal sum rate is scheduled.
However, in the case when number of the users, N, is large,
exhaustive search cannot be used any longer, since the size of
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M (N .
search space,Z( j becomes  prohibitively large.
=1\ !

Therefore, design of suboptimal user selection algorithm is
very important issue. Semi-orthogonal user selection (SUS)
algorithm in combination with ZFBF gives performance
reasonably close to that of DPC under practical value of N,
[5]. Modification of that algorithm to be applicable in IEEE
802.11ac system is presented in [6-8] as generalized
multicarrier SUS (GMSUS) algorithm. In order to realize
better performance than one achieved with GMSUS
algorithm, in [9] authors propose the optimal pair-wise SUS
algorithm.

To achieve benefit arising from precoding and user
selection it is required to know channel state information at
transmitter (CSIT). Unfortunately, in practice CSIT is
imperfect. Its quality depends on quantization effects and/or
delays. Imperfect CSIT, besides precoder design and selection
of user group, also influences on link adaptation (transmission
mode selection) causing throughput and error performance
drops. In [10], authors present general framework to evaluate
the performance of various linear multicarrier MU-MIMO
schemas taking into account the accuracy of the channel
information feedback to the AP.

In this paper we investigate how imperfect CSIT, expressed
in number of bits using in quantization process of channel
information, influences on MU-MIMO system performance.
We suppose that ZFBF precoding technique is applied, since
it cancels both inter- and intra-user interferences. According
to results presented in [9], we choose the optimal pair-wise
SUS as algorithm for user selection.

This introduction ends with notational remarks. Vector and
matrices are denoted by lower- and upper-case bold letters,
respectively, while scalars are represented with non-bold
letters. (-)" and (-)" denote transpose and complex transpose,
correspondingly, D (x) is a (block) diagonal matrix with x at

its main diagonal, |Q| is the cardinality of subset O, I, is
L x L identity matrix, ||a|| represents the Euclidian norm of a

vector a4, and R and C are the set of real and complex
numbers, respectively.

Il. SYSTEM MODEL

We consider the downlink of MU-MIMO-OFDM system
with N7 transmit antennas at AP and N, users each equipped
with N (N> Ng) receive antennas. The system operates over
N. OFDM subcarriers, out of which N, are used to transmit
data, while rest of them correspond to pilots and guard band.
In downlink scenario with large number of users, the AP
serves users with favourable channel conditions. At the given
scheduling period AP conveys information to a subset
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Q:{ul,...,

receiving L, spatial streams. Following inequality should be

u‘g‘}, Qc N,, of selected physical users with

4

23 L <N,
i=1

be MIMO propagation channel between AP and u-th user
over g-th subcarrier. Singular value decomposition (SVD)

applied on H, [¢]results into

satisfied ,, . Let H, [¢gleC™™, i=1N,,

H, [¢]=U, [¢]Z, [q]V, [4].

U, [g]=[u,.[q].-u, ., [q]] e C
v. la]= [V”"l [a]- Vi, [qﬂ e C""r are unitary matrices
containing the left and the right singular vectors of H, [4]
and Elﬁ [q] = D(Glll,l [Q],...,

matrix which elements on the main diagonal are singular
values of H,[g]. In order to eliminate inter-user

interference, ZFBF post-processing is applied at receiver, so
now the equivalent channel matrix corresponding to selected
spatial streams of u;-th user on g-th subcarrier is defined as

H,[4]=0,[4]0, [4]Z, [4]V. [4]=Z, [4]V, [4] - ()

o))

where and

o, v, [4])e R is a diagonal

where U, [¢] e C""" contains left singular vectors

Ny XLu,

associated to L, spatial streams. Similar, X, [¢]eC

contains singular values, while V, [¢] e C""" contains right

singular vectors associated to L, spatial streams.

In order to eliminate intra-user interferences  post-
processing at transmitter have to be performed as
X[a]=Wo[q]Py’ [a]s, [4], ®)

where

W, [g] = | w, [g].-

matrix

[4].....

T
S, [q]:[ST [q]...sTH[q]} eC"" being the
s el

vector which contains the information symbols sent to
selected users.

mgw[ﬂ}ecW”% is  ZFBF

on subcarrier

q,

precoding
P P ‘[q])eRLQXLQ is power allocation
o

Pyla]=D(P,

¢
matrix and

Due to limited feedback, channel between AP
and selected physical users can be modelled as
Holg]=Ho[q]-Z, [a]E, ], where
) Al gr T
HQ[‘]]—[H, [¢]--H w [Q]] Furthermore,

H, [¢]2

v, [4].

[q]V{f’[q], where \A/:[ [¢]is quantized version

of ie. \7 [q]=V, [¢]-E,[¢] and
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T
E, [q]=|: " q]-- EM‘Q‘ [q]:| e C"™ is global quantisation
noise matrix. Now, for ZFBF precoding, precoding matrix is

defined as WQ[q]=Flg[Q](ﬂQ[q]':'g[q])_l

following equation for the signal at the output (after
postprocessing) of selected user

y, [a]=P[d]s, [a]+Z, [4]E, [4]
19

XZW

It yields to

4)

[alP*[4]s,, [a]+, [4].

whereq, [¢] ~ CN(O ol ) The second term in Eq. (4)

represent interference leakage due to imperfect CSI.

I11. OPTIMAL PAIR-WISE SUS ALGORITHM

The optimal scheduled user group can be found through
exhaustive search. Such approach is not acceptable when
number of users is large, especially when mutliantenna users
should be served. Therefore, design of user scheduling
algorithm is important issue in MU-MIMO systems. In [9],
authors present the optimal pair-wise SUS algorithm and
show its advantage over other SUS-based algorithms for small
and medium SNR. The steps of the optimal pair-wise SUS
algorithm are:

Step 1: Initialization

®)

(6)

Step 2: Determine the degrees of orthogonality, 5, ,,
between all spatial stream pairs [ = p:

1A, Lq1R, [p]

=220 AlE © A !
= 7 [ | !

where h,[¢] represents Ith row of matrix H, [¢].

Step 3: Find the pair P; from Q, , with the smallest degree
of orthogonality

P ={lpj= arg maxp, . ®)

1,peQ; 4

Step 4: Select i-th spatial strem to be eliminated as follows

n(i) arg min Z"h [q]" 9)
0, :{me H|m¢n(z’)}, (10)
i+l (11)
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If |O,,|> N, goto Step 3.

Step 5: Apply exhaustive search, i.e. calculate the realized
throughput for all combination of spatial streams selected in
Step 4 and find the combination providing maximal
throughput.

0,, = arg maxT(S). (12)

Sc0,

In IEEE 802.11ac system, only finite set of transmission
modes, which represents a combination of modulation type
and coding rate (MCS), is available [8]. Subsequent to
selection of the group of users, fast link adaptation (FLA)
carries out a procedure to allocate MCS to users in order to
maximize system throughput satisfying in the same time
predetermined quality of service (QoS) constraints. Usually,
QoS constraint is in the form of an outage probability of target
packet error rate (PER,). Since system packet error rate (PER)
depends on many parameters (allocated MCS, the received
SNR, packet length and channel realization), derivation and
evaluation of analytical expression for PER is almost
impossible. Therefore, there are a look-up table which maps
all those parameters onto a single link quality metrics (LQM)
which is then associated to PER value. In this paper, LQM
known as effective SNR (SNRgs) is used [11]. Namely, the
optimal MCS for particular conditions in the channel is
determined using SNRgg.

Effective SNR is a function of received SNR of /-th spatial
stream associated to physical user »; which can be expressed
as [10]

P, 1[Q]
Vi l4]= s : (13)
[R, [a]],, +[ Ry, [4]],
in environment with limited feedback, where
B o]
R, - £. e, [ S, e, fwl )|

<E, [¢]Z! [4]

and R [¢]=0"]4] I, - 1t is obvious that incomplete CSIT

influence on MCS selection reflecting that influence also on
throughput and error.

IVV. NUMERICAL RESULTS

In order to show influence of imperfect CSIT on throughput
performance of MU-MIMO-OFDM system with optimal pair-
wise SUS scheduling algorithm, this section presents the
simulation results obtained using parameters from IEEE
802.11ac standard. System operates at 5.25GHz carrier
frequency with bandwidth of 20MHz that is divided into N, =
64 subcarriers out of which N, = 52 are used to carry data
while the rest correspond to pilot signals and guard intervals.
The AP has Ny = 4 transmit antennas, while all users are
equipped with N = 2 receive antennas. Channel profile B and
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E from [12] is used in the simulations testbed to generate a
space-time-frequency-selective fading channel. The values of
parameters for FLA are taken from Table 1 in [9].
Homogenous scenario in which all users sitting on
circumference centered at AP and all experiencing the same
average SNR is supposed.

Figures 1 and 2 present the system throughput as a function
of average received SNR for MU-MIMO-OFDM in B channel
characterizing environment with little-to-moderate frequency
selectivity. System throughput is evaluated for different
degree of CSIT, i.e. for different number of bits used in
quantization process of channel information [13]. That
quantized value of estimated channel is fed back to transmitter
and further used in beamforming, user selection and FLA. If
we analyse results from these two figures, we can conclude
that using seven bits in quantization provides enough quality
of CSIT, so difference in throughput realized for perfect CSIT
and one achieved for seven bits is negligible, even for high
SNR. In addition, it is obvious that throughput performance
for low SNR is independent on quality of CSIT. So, in that
region small number of bits should be used in quantization
process of channel information. Even results for 6 bits are not
presented here, it is useful to emphasize that evaluated
throughput results for that case is not close enough to
throughput curve for perfect CSIT. Therefore, quantization
with 7 bits remains as the best possible solution. Comparison
these results with ones presented in [10] show that somehow
optimal pair-wise SUS algorithm is a bit more resistant to
imperfect CSIT than other SUS-based algorithms.

In addition, It can clearly be seen from those two figures
that having more users in the system leads to higher
throughput provoked by multiuser diversity that a larger
number of users brings along.

350
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200

1504 N, =3, B channel

---- 5hits
—o—7 bits
——9 bits
— perfect CSIT

Throughput [Mbps]

100

50

25
SNR [dB]

30 35 40

Fig. 1. Throughput for different degree of CSIT for N, = 3 users
and B channel

Figure 3 represents throughput of MU-MIMO-OFDM
system with imperfect CSIT operating in E channel, i.e.
environment with moderate-to-large frequency selectivity.
System in such environment is sensitive to imperfect CSIT,
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especially for high SNR, when throughput starts to decrease
for small number of bits used in quantization process.
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Fig. 2. Throughput for different degree of CSIT for N, =10 users

and B channel
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Fig. 3. Throughput for different degree of CSIT for N, =3 users

and E channel

V. CONCLUSION

This paper has presented study of the influence of limited
feedback on throughput performance of MU-MIMO-OFDM
system complaint with IEEE 802.11ac standard. According to
the previously published results which pointed out advantage
of optimal pair-wise SUS algorithm over other SUS-based
counterparts, that scheduling algorithm has been used.

Numerical results have shown that the most accurate
quantisation level which hardly affects system performance
with respect to that achieved under a perfect CSIT is given in
the form of using 7 bits for quantization. Noticeable
throughput degradation has been evident for using 5 bits to
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quantize channel information, especially for system operating
in E channel.
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Techniques for eliminating fading for FSO systems

Vladimir Saso', Borivoje Milosevic®, Srdjan Jovkovic’

Abstract — Paper deals with the implementation of a new
technology for the transmission of multimedia content FSO -
Free Space Optics, optical wireless transmission. FSO — Optical
wireless transmission has this feature to be implemented
everywhere quickly, either in terms of flow, or in terms of
realization speed. With the convergence of microwaves, optics
and network technologies, the expansion of telecommunication
networks over wireless links, mostly to remote locations, is
becoming a very affordable option for many organizations,
medium and large enterprises, as well as cable operators. Optics
in a free space, also known as Optical Wireless or Lasercom
(Laser Communication), is a technology that reappears using
modulated optical rays for establishing short, medium or long
range wireless transmission. Traditional linear combinational
techniques will be used for fading elimination, that is the
Selective Combining (SC) technique, which is based on the
selection of a branch in which there is the largest ratio of the
mean power of the signal and the noise power, assuming that the
power of the noise in all branches is the same; a technique based
on equalizing the phases in all branches of the receiver, equal to
gain and signal combining from all branches (EGC - Equal Gain
Combining) and the so called MRC (Maximum Ratio
Combining) technique where phase equalization is performed as
well as greater evaluation of stronger diversity signals with the
subsequent addition of signals from all branches.

Keywords — FSO, Diversity, SC, EGC, MRC, SNR, BER.

I. INTRODUCTION

Mobile communications have been developing rapidly in
recent years, as well as wireless channel models that are used
to describe different effects. Laser wave propagation is a very
complex phenomenon. If a sufficiently small wavelength of
laser waves is assumed, their propagation obtains the form of
the expansion of optical beams. Geometric optics separates
several basic phenomena of expansion such as diffraction,
scattering, transmission, reflection, refraction, and absorption.
Diffraction is the bending of waves around an obstacle whose
dimensions are significantly larger than the wavelength,
which allows the duplication of waves to the receiver even
though there is no optical visibility with the transmitter. This
effect is also known as the effect of shadow or shadowing.
Scattering occurs when the laser wave encounters obstacles
whose dimensions are comparable to the wavelength of the
laser waves. This is a phenomenon similar to diffraction,
except that the laser wave is dispersed in several directions.
Therefore, this effect is difficult to predict. Transmission
occurs when a laser wave hits an obstacle that is somewhat
transparent to the laser wave. This mechanism allows the
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existence of laser signals inside buildings. Reflection occurs
when a laser wave hits an object that is significantly larger
than the wavelength of the incident wave. The reflected wave
can increase or decrease the signal at the mobile station. In the
center where there are many reflected waves, the receiving
signal at one point is usually variable.

These factors, in combination with the others atmospheric
turbulences, are responsible for the difference between the
transmission and the reception power of the signal. Since
there is optical visibility between the receiver and the
transmitter, then the component of the signal that crosses this
line is far more intense than the components obtained by
scattering and therefore it can be described by Rician's
distribution. Rician fading occurs when several low-power
signals (different reflections) on the receiving antenna, are
accompanied by a strong signal (direct wave) -LOS (Line Of
Sight propagation conditions). Signal distributions will be
observed, also in cases when a signal that can be described by
Gamma Gamma distribution and Lognormal distribution is
present. The coefficients of signal weakening in the free space
environment will be calculated, the SNR and BER will be
expressed, and the methods will be proposed to improve the
characteristics of the system.

Due to the different refractive index of the atmosphere, the
paths of laser wave propagation are curved. As a result, the
coverage area is usually higher. The signal strength changes
due to the variable refractive index. As there is often no direct
visibility between the transmitter and the mobile station, the
received signal is the sum of the signals resulting from the
above described phenomena. Because of this, the receiving
signal is often time and spatial-varying.

II. DIVERSITY TECHNIQUES

Traditional linear combinational techniques will be used,
that is the selective combining (SC) technique, which is based
on the selection of a branch in which there is the largest ratio
of the mean power of the signal and the noise power,
assuming that the power of the noise in all branches is the
same; a technique based on equalizing the phases in all
branches of the receiver, equal to gain and signal combining
from all branches (EGC - Equal Gain Combining) and the so
called MRC (Maximum Ratio Combining) technique where
phase equalization is performed as well as greater evaluation
of stronger diversity signals with the subsequent addition of
signals from all branches.

Statistical analysis of these processes, as can be seen in the
paper, requires the development of mathematical models, their
processing, and solution proposal by application of a very
complicated mathematical apparatus, so that the basic goal of
this paper, based on the obtained results of statistical analysis
of the signals in the environment.
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A. MRC - Maximum Ratio Combining

MRC combiners use a linear combination of signals from
coherent branches to maximize the output: signal to noise
ratio SNR. MRC is the optimum linear multi-system signal
combining diversity technique, which provides statistically
best results in limiting fading effects. The signal in each of the
branching branches is multiplied by an appropriate weight
factor, equalizing the phases of all the signals, and with the
greater contribution, the branches with the more favorable
SNR ratio are taken, Fig. 1. This results in a higher strength
signal having a higher weight in, but it is therefore necessary
to measure SNR ratio in all branches, which makes this
technique a cost-effective set.

output

Propagation
channel

1

MRC

Fig. 1. MRC Combining

The following figure shows the SNR relationship
depending on the number of receiving antennas, using the
MRC technique, Fig. 2.

Maximum Ratio Combining

T T . ——= T
SNR in dB=1
SNRindB=2| {
SNRin dB=3
SNRin dB=4
SNR in dB=5|

SNR, dB

4 . . . . L L L
4 5 6 7

Number of receive antenna

Fig. 2. MRC Combining
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B. EGC - Equal Gain Combining

In practice, such a scheme is useful for modulation
techniques that have the same symbols energy (e.g., M-PSK)
because the output signal is a linear combination of all the
diversity branches, where those are in phase and are taken
with the same weight. This kind of combination reduces the
complexity of the receiver. When applying the EGC signal
combining technique, the signal phase change over
compensation is performed in all the different branches, so the
signals are summed up. Unlike MRC techniques, all addends
have the same weight factor, so no SNR measurement and
estimation in all the different branches is required, making
this technique simpler and cheaper for practical
implementation. Prices are somewhat worse in relation to the
case of MRC technique. In the simulation model of the EGC
receiver, the reception signal is determined as the sum of the
signals from the receiving antennas, whereby the phase
compensation of the signal at the diversity branches was
performed, Fig. 3.

Qutput

TX

2

EGC

Fig. 3. EGC Combining

The following figure shows the SNR relationship
depending on the number of receiving antennas, using the
EGC technique, Fig. 4.

Equal Gain Combining
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Fig. 4. EGC Combining
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C. SC - Selection Combining

SC combining means that in each given time period the
signal will be received from the branch to which the signal /
noise ratio SNR is greatest, Fig. 5. SC is the simplest and most
commonly used combination signaling technology in a
diversity systems based on the choice of branch with currently
the most favorable SNR ratio. The SC receiver estimates the
current SNR value in all branches and choose the one with the
best SNR relationship. In the simulation model of the SC
receiver, after the equalization of the received signal with the
known complex channel parameter, the receiver selects the
branch with the best relation SNR.

Tx

output

N
Propagation >

channel

SC

Fig. 5. SC Combining

The following figure shows the SNR relationship
depending on the number of receiving antennas, using the SC
technique, Fig. 6.

Selection Combining
: : T T T T
SNR in dB=1
SNRin dB=2 | |
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SNR in dB=4
SNR in dB=5 | 7

SNR, dB

Number of receive antenna

Fig. 6. SC Combining

The analysis of the aforementioned various techniques
shows that the best results are achieved by the MRC
combining technique which for even a smaller number of

76

receiving antennas offers a very favorable SNR ratio, Fig. 7.

M1I§C - EGC - SC: DIVERSITY TEHNIQES Vs No. of Receiver Antennas

MRC
EGC
SC
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SNR in dB
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Number of receiver antennas
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Fig. 7. MRC, EGC, SC Comparation

III. BER ANALYSIS

When there is no spatial diversity, the turbulence effect of
the atmosphere results in a slow fading effecting for the
symbol velocity through the channel. It is realistic to predict
that the turbulent time of coherence is a great deal longer than
two symbols time so that the demodulation of the DPSK of
the programmed signal is possible. Direct detection of the
wavefront on the receiver is used and sufficiently isolated so
there is no correlation between them. BER for DPSK
modulation can be written as:

1 1
P .= E exp(—g SNR,) -

(1
SNR can be calculated:
SNR, =(RAI)" /20 )

In the case of turbulence, the independent error value per
bite is BER Pe = E [Pec] and is calculated using the Gauss-
Hamilton quadrature integration:

o 1 1
Pe = ["2exp (~2SNRe) PI(dl =
i (-Klewp (x2vZo~of)) ©)

RAI

where K = oz {xi}?zl 4)
represents zeros of the n-order Hamilton polynomial

combination and corresponding weight factor. The mean
value for BER for multi-branch system can be expressed as:
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BER = %zﬁlpei (5)

We can now calculate and present graphically the error per
bite. The figure represents the ratio of BER and normalized
function SNR = (RE [I]) 2 / 6* For M = 1, n = 20, and when
Iy, and R are normalized for ol = [5.0,2.0]. The results show
that the BER error is 10 and turbulence levels ol = 0.2 and
0.5, DPSK modulation requires an additional ~ 1dB and ~
1.5dB signal / noise ratio SNR respectively, comparing with
the use of BPSK modulation. However, the complexity
contained in adjusting the absolute phase using BPSK
modulation has to be estimated in the narrow band of SNR
amplification.With the figures in Figure 8, when a greater
number of subcarriers M = [1, 5, 10] and ol = 0.5 were taken
into account it can be concluded for the specified turbulence
level that an additional signal / noise SNR ratio is needed, of
course, to maintain the required bit error performance level.
For example, in order to maintain a BER in the range of 107,
an additional SNR ratio of ~ 6 dB to ~ 14 dB and 20 dB is
required only if M is increased from one to two.

A reasonable and very good approach to calculating BER in
FSO systems is to take into account only the weakness of the
signal that it suffers during propagation through the
atmosphere (not taking into account signal waves and thermal
processes that affect the signal, and taking into account the
movement of the optical air through the atmosphere). Then,
for BER we can write:

BER = %erfc (2%) = %erfc (\/:f) (6)

where R is the aperture of the detector, Pr is the optical power
on the detector and o is the thermal noise occurring on the
receiver. Typical configuration on the receiverisR=1A /W
and the receiver's diameter of the receiver (optic) is 13 cm, the
optical signal power on the transmitter is 10 mW for the 1 km
link spacing. The graph based on these results is shown in Fig.
8.

BER/SNR for subcarrier lo=1 R=1
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Fig. 8. BER/SNR
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IV. CONCLUSION

We have presented an expression for evaluating the SNR
and BER using DPSK for FSO system with in weak
atmospheric turbulence. We also looked into the performance
of SC, EGC and MRC spatial diversity as a possible means of
circumventing the effects of scintillation. From our results, we
found that the use of MRC spatial diversity in very weak
turbulence resulted in reduction of link margin by up to 20 dB
compared with case when no spatial diversity is used.
However, as turbulence increases, MRC start to pay off,
resulting in ~30 dB link margin with two photodetectors. But
due to randomly varying characteristic of turbulence we do
not suggest the use of SC spatial diversity with DPSK
modulation.
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Analysis of intercept events in hybrid satellite-terrestrial
relay network 1n the presence of an eavesdropper

Aleksandra Cvetkovié, Jelena Anastasov, Dejan Mili¢, Daniela Milovi¢,
and Goran Dordevié

Abstract — In this paper, we analyse the physical layer security
of hybrid satellite-terrestrial relay networks (HSTRN). The
HSTRN interconnects a satellite and destination node over
decode-and-forward relay in the presence of an eavesdropper
which tries to overhear satellite-relay communication. The
satellite-relay link as well as satellite-eavesdropper link is
subjected to shadowed-Rician fading while the terrestrial relay-
destination link is corrupted by Rician fading. According to the
existence of the line of sight component between relay and
destination, eavesdropper is ineffective in intercepting of relay-
destination transmission. Under given system scenario, we
evaluate the probability of intercept and analyse the impact of
various fading/shadowing channel conditions and other system
parameters on secrecy performance. Monte Carlo simulations
are also presented to confirm derived analytical expression.

Keywords— Decode-and-forward relay, Eavesdropper, Hybrid
satellite-terrestrial relay network, Intercept probability.

I.INTRODUCTION

The application of land-mobile satellite (LMS)
communication is widely spread for broadcasting, navigation
and rescue, in both the civil and military areas [1]. The nature
and large area of LMS systems coverage makes it vulnerable
for eavesdropping attack by illegitimate terrestrial nodes [2].
Due to the fact that the line-of-sight (LoS) links between the
satellite and terrestrial destination nodes are often blocked by
bad weather conditions or surrounding obstacles, the usage of
relay between satellites and intended users is required. Thus,
the advances in enhancing LMS communication are recently
investigated in the context of hybrid satellite-terrestrial relay
network (HSTRN) security issues.

Traditionally, cryptographic technology provides a certain
level of security transmission imposing additional system
complexity. This is beneficial when eavesdropper is
computationally limited. Alternatively, an eavesdropper with
unlimited computing power can easily decrypt cryptogram
due to the brute force attack [3] and thus increase the system’s
security risk.

Apart from upper layer cryptographic techniques, physical
layer security (PLS) can strengthen the secure wireless
transmission by exploring dynamic nature of propagation
channels [4]. The PLS of satellite-terrestrial communication
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has been widely explored in literature. In [5], secrecy outage
probability of typical wiretapped satellite communication
network is analysed. The LMS secrecy performance, where
satellite employs the spot beam technique, and both the
terrestrial user and eavesdropper [6] or eavesdroppers [7], are
equipped with multiple antennas and utilize maximal ratio
combining to receive the confidential message, is investigated.

In [8-12], a relay or even multiple relays are employed to
enhance the PLS of satellite-terrestrial communication. A
multi-antenna amplify-and-forward (AF) relay has been
adopted in [8] to increase the secrecy capacity of HSTRN in
the presence of an eavesdropper. System model in [8] refers to
the scenario where user and eavesdropper are out of exclusion
region. Authors in [9] employed both the AF and decode and
forward (DF) relay protocols to evaluate ergodic secrecy rate
in the presence of multiple eavesdropping attack. Typically,
the satellite-relay channel is modeled by shadowed-Rician
fading model [6-12], while the relay-destination link was
treated as Rayleigh fading model [8], [9], or even as Gamma-
gamma turbulence model in hybrid satellite-FSO system [10].
In addition, the PLS of HSTRN was also investigated in [11],
[12] by employing different relay selection methods.

In this paper, we derive a novel expression for intercept
probability of HSTRN. The information is transmitted to the
destination via a DF relay and an eavesdropper tries to
intercept satellite-relay signal transmission. The impact of
channel condition parameters, the relay and eavesdropper
antennas surface area ratio, and the average SNR values on
the overall system secrecy performance, is shown.
Independent Monte Carlo simulations confirm accuracy of
presented analytics.

II. PROBLEM FORMULATION

The system model we analysed in this paper is shown in the
Fig. 1. A communication between the satellite (S) and the
destination user (D) can not be performed directly but only via
DF relay (R). This refers to a real military scenario for special
security issues. For this purpose, a relay is equipped by a large
dimensional antenna and relay-destination transmission is
highly directional. An eavesdropper tries to intercept
transmitted data from the satellite to intended user. Due to the
fact that R-D communication is directed, eavesdropper (E) is
incapable of overhearing R-D transmission phase but only S-
R transmission phase. Typically, the eavesdropping attack
should be hidden and therefore we assume that eavesdropper
antenna’s dimensions are noticeable smaller.

The S-R and S-E links are subjected to shadowed-Rician
fading while the terrestrial R-D link is corrupted by Rician
fading due to the existence of LoS component.
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Fig. 1. System model

A. Satellite-terrestrial channels

The shadowed-Rician distribution was proposed in [13] for
modeling signal amplitude over LMS channel and the
probability density function (PDF) of the instantaneous signal-

to-noise ratio (SNR) at the relay/eavesdropper node,
a. L.X O.X

X)= e Flm.,L——|. (1

P (=5 Xp( Es/azj1 1( ES/JZJ M

Where *={SR,SE} denotes parameters of S-R and S-E
In Eq. (1), 1Fl(.;.;.) is the confluent
hypergeometric function [14, Eq. (9.210.1)], Es denotes the

satellite average energy and o° is variance of additive white
Gaussian noise (AWGN). The parameters ax«, f+ and d~ can be

calculated as
1 " 1 Q.
.= s =, O ——r——,
( j P o 2b,(2bm, +0,)

2b,
wherein 2b. is the average power of the multipath
components, Q- is average power of the LoS component and
m: is Nakagami-m parameter in shadowed-Rician links. For
integer values of the fading parameter ms, 1Fl(.;.;.) can be
simplified using [15, Eq. (07.20.03.0009.01)] and [15, Eq.
(05.02.06.0005.01)] and thus (1) can be rewritten as

communication.

2b.m,
2b.m, +Q,

@)

a. LS omo-1 s )
=—— _ghl° — - .3
A2y kz(;k!Em*—l—kj[Es/azj 76

Based on Eq. (3), the complementary cumulative density
function (CCDF) can be determined using [14, Eq. (3.351.2)]

)

4)
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B. Relay-user channel

We assume that relay position enables the LoS signal
component between R and D. Also, it is assumed that fading
over R-D channel follows Rician distribution. The PDF of the
instantaneous SNR at the destination node is

J , ()

where K denotes the Rician K factor (K is the ratio of the
power of the LoS component to the average power of the

(K+]);/
7rD |

-K
(K J:l)e .
7rD

K+1)

(o

p,.(7)= >
RD

scattered component), Yz = E[}/éD] is the average SNR at

the D and ly(X) is the zero-th order modified Bessel function
of the first kind [14, Eq. (8.431.1)]. By using the infinite-
series representation of ly(.) [14, Eq. (8.447.1)], the CCDF of
the instantaneous SNR can be written in the following form

52

Under the DF relay strategy, for non-identically distributed
S-R and R-D link, we can determine the CDF of y in the
following form

F, (7)

K+1
7rD

K+1 »
e 7RD Zz_

|0]0|J

(6)

C. Satellite -user subsystem

1_(1 For (7/))<1 -F (7))
)

where y, =min{7/SR, }/RD} . By substituting Eq. (4) for *=SR
and Eq. (6) into Eq. (7) we get

(7

a e—K Msg—=1 koo i Ki mSR _1
F (r)=1 = —(
“( ) ﬁSR_ésR gl:o%;:o””” mSR_l_k
k | i [ﬁsrésa K+l) ®)
x( Ok J (ﬂw‘&re} (K+1) o E/o’  Tro '7/I+j'
Pz SR E. /o’ 7rp

I1I. PROBABILITY OF INTERCEPT

According to the Shannon capacity formula, we can
evaluate the instantaneous channel capacity of the satellite-
user subsystem as

Ry =log, (1+7d)- 9)

We have already assumed a possible presence of an
eavesdropper that attempts to intercept S-R transmission.
Thus, the wiretap S-E channel capacity can be calculated as

R, =log, (1+ 7). (10)

The occurrence of interception event i.e. intercept
probability is defined as a probability that the transmission
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rate of the main link falls below the rate on the wiretap link

(secrecy rate becomes non-positive), in the following way
[16]

P =Pr[Rd -R, <o]=Pr[yd < ySE]. (11)

After some mathematical manipulations, the previous formula
becomes

Ve
=[] pa () Pse () drydy.
’ (12)

F,/d (ye) pSE (}/e)dye'

O —y 8 o'—.S

Further, by substituting Eq. (8) and Eq. (3) for *=SE in
Eq. (12) and assuming that relay-eavesdropper antenna’s
surface area ratios is denoted by 4, we get

P i aSRe—K as!; milii i Mg -1 Ki
int 2 N
P —0x Ec/ A/ 07 (o TS =it

i !
k |
x[ Mge -1 j[ Mge -1 ]( 5SR J [ﬁSR _5§R] (13)
Mg, —1—k )\ mg Bsr — O E,/o
r j Bsr —f’sw K+1 ﬁsE —Ose
O K+1) F jer [ EJo*  Tro Eyilo? ]7
X e © dy.
) ) '

7 RD
The antenna’s dimension has the influence of the received
energy thus the relay-eavesdropper antenna’s surface area
ratios is equivalent to relay-eavesdropper received power
ratio.
Applying [14, Eq. (8.310.1)] in Eq. (13), the intercept
probability can be determined in a closed-form expression as

-K msr—1 k

gl 2 e K (T4 j+r)!
Pimzl_ = P ZZ (—)
Psg é‘SRE/l/J k=0 1=0 i=0 j=0 r= it
k 1
X Mz 1 mge —1 Isr P — O
mg; —1-Kk mSE—l—r B — O E, /o

X 5SE
E. /Ao

Approximately 20 terms are needed to bound infinity
summation in Eq. (14) in order to achieve sufficient accuracy
in evaluating Pjy,.

IV. NUMERICAL RESULTS

In this section we present numerical and simulation results
for observed system. Numerical results are obtained based on
the derived analytical expression (14). The satellite links are
modeled as shadowed-Rician fading channels and utilized
parameters that define different shadowing severity levels are:
frequent heavy shadowing (b-=0.063, m.=1, Q. =8.94x107%),
average shadowing (b~=0.126, m.=10, Q.=0.835), and
infrequent light shadowing (b«= 0.158, m.= 19, Q.=1.29) [10].
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Fig. 2. Intercept probability versus the relay-eavesdropper antenna’s
surface area ratios

In Fig. 2, the intercept probability versus the ratio of relay
and eavesdropper’s antenna surface area is shown. We assume
average shadowing conditions over shadowed-Rician links
and constant satellite’s emitting power. As expected, for
higher values of parameter A, the probability of intercept
decreases and the communication between satellite and
intended user via relay is secured. Also, when signal power at
R-D link increases and/or Rician K factor increases, the
probabilities of intercept are lower.

0
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Fig. 3. Intercept probability versus the satellite emitting power for
various K factors

The intercept probability dependence on the satellite’s
emitting power is presented in the Fig. 3. The S-R link is
corrupted by light shadowing while S-E link is in heavy
shadowing. We can notice that up to some specific value of
satellite emitting power, the intercept probability is a constant
defined by the ratio A. For lower E, /o’ values, the intercept

probability depends exclusively on the S-R and S-E channel
conditions and the influence of terrestrial channel conditions
are marginal. Further amplification of the satellite’s emitting
power does not enhance the system PLS, even for favorable
R-D channel conditions.
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Intercept probability versus the average signal power on the
R-D link for different satellite emitting power is shown in Fig.
4. It is obvious that scenario with S-E link in the heavy
shadowing is beneficial for security issues. Also, we can
notice that after some specific values of the average SNR,
7ro » the intercept probability tends to irreducible floor. Thus,
a further variation of the system parameters don’t affect
security risk. In addition, the impact of satellite emitting
power is more pronounced for lower-to-medium ., values

showing higher impact of satellite-terrestrial links.

1SR link - light shadowing —o—E, /6°=0 dB
] SE link - light shadowi
10° Ik —w—, ' gt ladowing - _— Es /6*=10 dB
E \©\@ ~x% 5
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Fig. 4. Intercept probability versus the relay-destination average
signal power under different shadowing conditions

In overall, the independent Monte Carlo simulations
showed good agreement with analytical results presented in
Figs. 2., 3. and 4.

V. CONCLUSION

In this paper, the probability of intercept of HSTRN with
the DF relay in the presence of an eavesdropping attack is
analyzed. Analytical expression for intercept probability is
derived for integer fading parameter value of shadowed LoS
component over satellite channels. The obtained results are in
excellent agreement with the simulation results which were
performed independently.

We showed that employment of dimensionally larger
antenna at the relay brings benefits in the system PLS.
Strengthen domination of LoS component at the R-D link also
enhances the overall system performance. Lower intercept
probability values are obtained when the wiretapped S-E link
is in heavy shadowing, as expected.
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Extreme Learning Machines for Wireless Channel
Prediction in Microcell and Picocell Environments

Nikola Sekulovi¢!, Milo§ Stojanovi¢?, Aleksandra Panajotovi¢® and Milo§ Bandur*

Abstract — In this paper, examination of possibility and
effectiveness of extreme learning machines (ELM) application to
predict wireless channel conditions for single-input single-output
(SISO) systems in microcellular and picocellular environments is
carried out. Normalized mean squared error (NMSE) and time
consumption are wused as performance indicators. The
experimental results on measured values for signal-to-noise ratio
(SNR) show high accuracy of the ELM prediction model and short
execution time.

Keywords — Channel prediction, Extreme learning machines,
Microcellular environment, Picocellular environment.

[.INTRODUCTION

Knowledge of information about state of wireless channel is
increasingly important. The reason of that trend lies in demands
for high-data services and limited wireless spectrum.
Unfortunately, a state of wireless channel changes very
quickly, so channel state obtained by channel estimation can
become outdated due to delay caused by processing and
feedback phases. The system performance enhancement can be
achieved using channel prediction based on channel states in
previous moments rather than using channel estimation [1].

In the open technical literature, there are several papers
dealing with channel states prediction. Autoregressive (AR)
model, support vector machine (SVM), discrete wavelet
transform (DWT) method in combination with AR and linear
regression (LR) algorithm (DWT-AR-LR) and echo state
network (ESN) are widely explored in [2]-[6].

Extreme learning machine (ELM) is a learning algorithm for
feedforward artificial neural networks with one hidden layer.
Compared with traditional artificial neural networks, ELM may
achieve better generalization performance for regression and
classification cases. ELM tends to minimize training error with
the smallest norm of weights. In addition, ELM has faster
learning speed, i.e. significantly low computational time
required for training (up to thousands of times) [7]-[9]. It
increases training speed by randomly assigning weights and
biases in the hidden layer, instead of iteratively adjusting its
parameters by gradient based methods.
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In this paper, the effectiveness of prediction scheme based
on ELM is explored for microcellular and picocellular
environments. Data sets used for training and testing contain
measured signal-to-noise ratio (SNR) samples for scenarios
described in details in [10]. Performance metrics used for
analysis of the approach proposed is normalized mean squared
error (NMSE) and time consumption.

The rest of the paper is organized as follows. Section II
provides brief description of ELM. Section III describes
communication scenario, data sets and ELM-based prediction
algorithm. Experimental evaluation is presented in Section IV,
while Section V concludes the paper.

II. EXTREME LEARNING MACHINES

Let’s denote N training samples as (X;, yj), j=1,....N, where
X; = [xj1, X2, ..., xu]7 € R" represents the j-th n-dimensional
training instance and y; = [yj1, yj2, ... » Yim]| € R™ represents the
Jj-th target value of the dimension m. ELM has the unified
solutions for regression, binary and multiclass classification. In
the case of regression, which is of interest for problem
considered in this paper, it holds that m=1 [7]. Generally, the
output of a standard single hidden layer feedforward network
(SLEN) with L hidden neurons and activation function A(x) is
defined as

L

D Bhwx, +b)=f,, j

i=l1

1,...,N, 1

where w; = [wii, Wi, ... , wil, i=1,...,L, is the weight vector
connecting the i-th hidden neuron and all input neurons, f; =
[Bi1, Bi2s ... » Bim]” represents the weight vector connecting the i—
th hidden neuron and all the output neurons, and b; is the
threshold of the i—th hidden neuron. According to ELM theory,
w; and b; can be randomly and independently assigned a priori,
i.e. without considering the input data [8].
The SLFEN defined with (1) has approximation capabilities

f[_Yi

. L . .
with zero error means Zi:l =0, i.e., there exist B;, w;

and b; such that

L
> Bh(wx,+b)=y, j=1...N. )
i=1

The previous equation can be expressed in matrix form
resulting in

3
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with
h(w,x, +b)) h(w,x,+b,)
H= : : @)
h(wx, +b) h(w, X, +b,) Nl
ﬁIT
B=|: ) )]
T
L dLxm
and
vl |
Y=|: (6)
T
yN ANxm

The matrix H represents the hidden layer output matrix of the
neural network where the i-th column of H represents the i—th
hidden neuron’s output vector in regard to inputs Xi, Xo, ..., Xy.
The output weights can be analytically determined by finding
the unique smallest norm least-squares solution of the linear
system described by (3). In order to improve the performance,
the constrained optimization problem can be formed for ELM,
as shown in [7]:

o 1 2 1¢ 2
Minimize: L, :E"ﬂ" +C§z]"&-w "
=

Subjectto: h(x,;)f = ij —E_,/.T,j =1,...N @)

where §, = [fj,,...,cfjm JT is the training error vector of the m

output nodes with respect to the training sample x;, while C
represents tradeoff parameter between model complexity and

allowed errors E_, ; during training. Based on Karush-Kuhn-

Tucker (KKT) theorem, the optimization problem previously
defined is equivalent of solving the dual optimization problem

1 ] N N m
L, = 5"'3"2 +CEZ"E» I =224, (hx)B -y, +&), (8)
j=1 j=1i=l
where ; = [ajl s O ]T are Lagrange multipliers.

After solving (8) based on KKT conditions, which can be
found in detail in [7], the following solution is obtained:

ﬂ:(%+HTHji H'Y 9)

and the function of ELM is:

F=hx)f = h(x)(%+ HHJ HY.  (10)

&3

III. APPLICATION OF ELM FOR WIRELESS
CHANNEL PREDICTION

A. Channel Description

The efficiency of the proposed machine learning technique
for SNR prediction in wireless communication system
employing a single transmit antenna and a single receive
antenna is investigated. Namely, single-input single-output
(SISO) channel in two different environments is considered:

1) B channel model represents a microcell environment
where distance between mobile station (MS) and base station
(BS) is in the order of 30 m. It assumes indoor-to-outdoor
propagation with BS located outside and indoor environment
usually consisted of several small offices.

2) E channel model refers to indoor-to-indoor scenario. It
represents a picocell environment in modern open office with
windows metallically shielded.

B. Data Sets

Data sets used for analysis in this work contain SNR channel
values obtained based on measurement campaigns described in
details in [10]. A series of SNR samples

x(k)=x(kT), k=1,N, from [10], are used for network

training and testing. Parameter 7" denotes sampling interval and
parameter N is the total number of samples.

C. Prediction Algorithm

In general, for a given training set with N instances of n
features, the sigmoid activation function g(x) and L hidden
neurons number, the ELM algorithm for regression can be
summarized as follows:

Training procedure

(a) Assign random input weights w; and biases b;, i = 1,..., L;
(b) Compute the hidden layer output matrix H using (4);

(c) Compute the output weights f using (9);

Testing procedure
(a) Compute the hidden layer output vector A(x) for current
instance from the test set using (4);
(b) Compute the output f{(x) according to (10) using the f
obtained in step (c) of the training.

IV. EXPERIMENTAL EVALUATION

In this section of the work, the accuracy of the ELM network
for the time series prediction of SNR in the SISO system is
evaluated using NMSE as a prediction error metrics. NMSE is
defined as
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an

Data sets containing the measured instantaneous SNR values at
the receiver side for the case when SNR at the transmitter side
is 20 dB for both B and E channel model are used to test the
proposed method. Analysis is carried out using N=4000
samples. The data sets are divided into two equal sets for
training and testing (N,=N.=2000). It is determined by
simulation that there is no need to use more than 3 neurons in
the input layer. Sigmoid function is used as activation. For the
tests, the ELM is implemented in MATLAB. As an illustrative
example, Fig. 1 shows target signal and prediction curve for the
case of E channel.
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. 1. Target signal and prediction curve for E channel
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Fig. 2. NMSE versus number of hidden neurons

The NMSE is evaluated for both training and test set, with
training and test times, measured in seconds on an Intel Core i5
computer. Results for the NMSE as a function of the number of
neurons in hidden layer are presented graphically in Fig. 2. Itis
notable that in the case of E channel, the NMSE on the test set
remains in range from 0.1 to 0.006 for the number of neurons
in hidden layer in range from 5 to 200. In the case of B channel,
for the same prediction network, the NMSE values are slightly
lower. They are in the range from 0.08 to 0.004. Furthermore,

the analysis shows that increasing number of neurons above a
certain value does not improve prediction results significantly.
We can also observe that the NMSE on the training set follows
trend of the NMSE on training set regardless of number of
hidden neurons, which implies that models are not overfitted.
The obtained values of the NMSE for all ELMs, regardless the
number of neurons in the hidden layer are within the expected
range of precision and comparable to the results obtained in
other studies [5, 6].

Table I contains training and test time in seconds for
different number of neurons in hidden layer. We can see that
training time for all 2000 instances in training set is only 0.001
seconds with 100 neurons in hidden layer, while prediction for
all 2000 instances is done in 0.06 second. With increase of
number of neurons up to 1000, these times slightly increase.
For more than 2000 neurons in hidden layer training time
increases significantly (greater than 1s), while test time
increases slightly (but it is still less than 1s). These results
demonstrate high performances in terms of training and test
speed on this data set.

TABLEI
TIME CONSUMPTION OF THE ELM MODEL

Nug}ber Training Test
neurons time (s) time (s)
5 0.001 0.0312
10 0.001 0.0312
15 0.001 0.0468
20 0.001 0.0468
50 0.001 0.0468
100 0.001 0.0625
200 0.0468 0.0625
300 0.0781 0.0625
400 0.2031 0.0625
500 0.2187 0.0756
1000 0.8437 0.1406
2000 3.6875 0.3281
3000 8.9218 0.3593
4000 16.9063 0.4843
5000 29.1719 0.5781

In order to compare the results of the ELM with other
common classification techniques, we have measured accuracy
of the Linear SVM and RBF SVM, on the same dataset. NMSE
for Linear SMV was 0.0118, while NMSE for RBF SVM
reached 0.0083. It can be noted that ELM outperforms Linear
SVM in terms of NMSE, having the similar algorithm
complexity. On the other side, ELM reaches results comparable
to the RBF SVM, while operating significantly faster during the
training and testing.

V. CONCLUSION

This paper has investigated the ELM-based prediction
scheme for SISO systems in microcellular and picocellular
environments. The effectiveness of the framework has been
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confirmed using NMSE as a performance measure along with
training and test time. Simulation results have shown that no
more than several hundred neurons in hidden layer should be
used. Further increasing the number of neurons will not result
in significant prediction accuracy gain. The NMSE of the order
of 107 and training and test time less than 0.22 and 0.08
seconds, respectively, can be expected.
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Comparative Analysis of MTP and DSDV Routing
Protocols in VANET

. 1 . 2 cgqe 3
Tsvetan Marinov ', Maria Nenova” and Georgi Iliev

Abstract -Nowadays we are witnessing the rapid development
of telecommunication technologies. The transmission speed is
constantly increasing and the routing protocols are improved.
Intelligent Transport Systems are also part of this development.
Vehicular ad-hoc network - VANET belongs to them. It is
expected to solve serious problems such as road accidents,
congestions and harmful air emissions. This report presents a
comparative analysis between two protocols Message
Transmission Protocol - MTP and Destination-Sequenced
Distance-Vector Routing - DSDV.

Keywords —1TS, VANET, routing protocols, MTP, DSDV

[.INTRODUCTION

The number of cars around the world is increasing every
day. Road accidents are constantly occurring. Congestions are
a common part of everyday life. The air is getting polluted. As
a result, many people get sick. All these problems require the
development of VANET. It is subclass of MANET (mobile ad
hoc network) network. Originally MANET was developed for
military purposes. The basic idea is that moving devices can
communicate with each other. The main purpose of VANET
is the same but here the communication will be between cars.
If vehicles can exchange information among themselves,
mentioned problems will be solved.

VANET differs from all known networks. This difference
is determined by the movement of vehicles. As a result, the
network has a dynamic topology. Architecture is varied and
depends on the geographical area. Figure 1 shows the
architecture of VANET. In general, the architecture may
include all communication equipment.

The communication is divided into four types:

The first type is In-vehicle communication. Here each
controller or computer in a vehicle can communicate with
each other following the driver and vehicle behavior.

The second is Vehicle to Vehicle communications (V2V).
The main idea is that cars can exchange information with each
other. This is a new technology that is developed for VANET.
In this area, a lot of research has been done to make the links
between cars as reliable as possible.

The third communications is Vehicle to road infrastructure
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(V2I). In these types of communications vehicles can
communicate with road infrastructure as traffic lights, base
stations and so on.

The last type of communications is Vehicle-to-broadband
cloud (V2B). This allows wireless communication of
automobiles over broadband connections such as 3G/4G. The
broadband cloud has a great resource and may include more
traffic information. It is also possible to use it for
entertainment. This way the trip will be more pleasant.

Next section describes MTP and DSDV protocols. These
protocols are selected because of their presence in the NS2-35
simulator (The MTP protocol is a modified version of Ad-hoc
On-Demand Distance Vector (AODV). NS2-35 is open source
code and allows modifying different types of protocols. This
makes it suitable for the research.

& (" INTERNET "
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Fig. 1. Architecture of VANET

II. DESCRIPTION OF MTP AND DSDV ROUTING

PROTOCOLS

A. Description of Message Transmission Protocol - MTP

This section describes shortly Message Transmission
Protocol.  Detailed description is provided in [1]. The
proposed MTP restricts unreliable connections in VANET
formed because of the high mobility of the network. During
the route detection phase, cars send routing packets. When
neighboring car accepts these packages, the speed of the
vehicle is determined in order to form a reliable route of the
package. If the vehicle moves too quickly, the neighbor
refuses to give it the message. The new algorithm of the
protocol helps to eliminate high speed vehicles, thus reducing
unreliable links and saving bandwidth [1].
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Decision making under this protocol depends on the
duration of the link connection. In this research, the duration
of the link is measured quantitatively from the time when two
cars are connected without interruption. This amount is called
LT (link time). The link time (LT) between two automobiles
can be defined as a predicted time for connection between
nodes [2]. In other words, this is the predicted time when two
nodes have an active connection without interruption. LT is
calculated using the GPS system of the nodes [3]. LT 1is
defined by the following formula:

—(ab+ed)+ J{a" +e’ )’ —(ad —be)’

LT= ]
a +c

(1
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Parameter is the relative speed of the receiving vehicle
with respect to the sending vehicle by axis X.

Parameter "b" is used to determine the distance between the
receiving vehicle from the sender along the X axis.

Parameter “c” is the speed of the receiving vehicle with
respect to the sending vehicle by axis Y.

Parameter “d” is the distance between the receiving vehicle
and the sender.

The MTP protocol is a modified version of Ad-hoc On-
Demand Distance Vector (AODV). The algorithm is added to
the MAC layer in NS-2.35 (Network Simulator) and
calculates LT. Pseudo-code of the algorithm is given in [1].

A. Description of Destination-Sequenced Distance Vector
routing-DSDV

Destination-Sequenced Distance-Vector Routing - DSDV is
a table-driven routing scheme for ad-hoc  mobile
networks based on the Bellman—Ford algorithm. It was
developed by C. Perkins and P. Bhagwat in 1994 [3]. It is one
of the basic protocols in mobile networks. The routing
algorithm of the DSDV solves the routing loop problem.
Routing information is recorded in a table. The table is
arranged according to the sequence number of the data
received. The number is generated by the destination node,
and the transmitter needs to send out the next update with this
number. Routing information is distributed between cars by
sending full dumps infrequently and smaller incremental
updates more frequently.

Upon receiving a new message, the cars use the most recent
route number. A major advantage of the DSDV is the rapid
creation of a route. The protocol is not suitable for dense
networks. If the network has a large number of cars, the
messages will be delayed due to the update of the routing
table. Nowadays DSDV is not one of the most used protocols.
In this study, the protocol was chosen for comparison because
of its presence in the NS-2.35 simulator.

III. SIMULATIONS RESEARCH OF THE PROTOCOLS

A. The Scenario

Figure 2a shows link formation under the DSDV protocol.
Figure 2b shows link formation under MTP. Car seven will
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send a data and car one should receive it. Dashed lines show
the active link and the direction of motion of the vehicles. The
selected speed is 20m/s. The speed is carefully selected to
ensure the reliability of the connection. Car 7 should send a
message to car 1. DSDV forms a road through cars 7-6-5-4-2-
1. If cars are moving in the same direction, the message will
get to car 1 without any problems. But car 2 will change its
direction of movement. As a result, the connection will be
interrupted. The DSDV will try to restore the link but without
result. After a certain time, a link will be formed through 7-6-
5-4-3-1. As a consequence of all this will get a delay in the
delivery of the message. It is also possible to lose packets.
High traffic will be generated and collisions may occur.
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Fig. 2. a. Link formation under the DSDV protocol b. Link formation
under the MTP protocol

MTP offers a solution to this problem. If the link time - LT
is calculated and compared with the time it takes for the
message to be delivered, it will be known whether it is
possible to reach the final destination. MTP calculates the LT
of the scenarios given in the study and establishes that a
reliable connection through vehicle 2 will not exist. As a
result, a route is formed through cars 7-6-5-4-3-1.

For the research done in this work NS-2.35 is used. A TCL
file has been created for the execution of the given scenario.
Initially, the file is compiled under the DSDV protocol and
then recompiled under MTP. The simulator then creates two
protocols analysis files. The channel parameters are given in
Figure 3. The IEEE 802.11p standard is used. The scenario
under consideration has a simple network topology because
cars are few in number.

The network size is 700mX700m. The vehicles are selected
to be seven in number. The Traffic Model is generated with
CBR (constant bit rate). CBR is a feature set in the NS-2.35
simulator. In this research, the sending vehicle must transmit
512 bytes per second. The average data transmission rate is
256 kbps. The transport protocol used is TCP (Transmission
Control Protocol). The cars have initial coordinates - car 0
(300, 700), car 1 (400, 700), car 2 (300, 600), car 3 (400, 600)
car 4 (400, 500), car 5 (400, 400), car 6 (400, 300). They are
set to move continuously.
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Gt_ 1 [
Gr_ 1 [
L_ 1.0 [
freq_ 2.472e8 [
bandwidth_ 11Mb [
Pt_ 0.031622777 |
CPThresh_ 10.0 [
CSThresh_ 5011872e-12 |
RXThresh_ |5.82587e-09 [
dataRate _ 11Mb [
basicRate _ 1Mb [

Fig. 3. The channel parameters

Where:

L - System Loss Factor

Freq — Channel frequency

Bandwidth — Channel bandwidth

Pt — Transmission power

CPThresh - Collision Threshold
CSThresh- Carrier Sense Power
RXThresh- Receive Power Threshold

B. Research parameters

The parameters tested for the two protocols are Packet
Delivery Ratio, Normalized MAC Load and End-to-End
Delay. After analyzing the results, we can see that the new
protocol is doing well. This is achieved by the fact that there
is no disconnection.

The Packet Delivery Ratio represents the ratio of the data
packets delivered to the destination to those generated by the
CBR sources. The PDR is calculates by following formula:

Data packet delivered to all sources
PDR = 2
Data packet send by all sources

Figure 4 shows the Packet Delivery Ratio. The figure
shows that MTP performs well with the DSDV for the given
scenario.

The Normalized MAC Load is defined as the fraction of all
control packets (routing control packets, Clear-To-Send
(CTS), Request-To-Send (RTS), Address Resolution Protocol
(ARP) requests and replies, and MAC ACKSs) over the total
number of successfully received data packets. This is the
metric for evaluating the effective utilization of the wireless
medium for data traffic. The NML is calculates by following
formula:

Number of routing packets sent
NML = _ 3)
Number of data packets delivered

Figure 5 shows Normalized MAC load. MPT has a greater
NML than DSDV. The main reason for the better performance
of MTP is that the original route will be through 7-6-5-4-3-1

cars. There will be an interruption in the DSDV because the
initial road is through 7-6-5-4-2-1.
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The average End-to-End Delay of data packets includes all
possible delays caused by buffering during routing discovery,
queuing at the interface queue, retransmission at MAC layer,
propagation, and transfer time. The End-to-End Delay is
calculates by following formula:

Y (Packet received time — packet sent time)

Delay = 4)

X(packets received by destinations)

Figure 6 shows End-to-End Delay. MTP performs better
than DSDV. The figure shows that the delay is different in
time. This is because every car is delaying the network.

IV. CONCLUSION

In this paper Message Transmission Protocol and
Description of Destination-Sequenced Distance Vector
routing protocol are described and compared. Most protocols
have a problem with the formation of a proper route due to the
high mobility of vehicles. As a result, the links are in a
continuous process of connecting and disconnecting. MTP
algorithm reduces unreliable links in VANET. The protocols
are compared using the following three parameters - Packet
Delivery Ratio, Normalized MAC Load and End-to-End
Delay. The study shows that the MTP performs better than the
DSDV.

In the scenario under consideration the cars are seven in
number. These are a few vehicles. The topology of the
network is simple. As a future work, the protocol should be
tested with more vehicles. It is possible for a large number of
vehicles and a densely populated network to get a long delay
from the LT calculation. An attempt will also be made to
improve some of the protocol parameters in selecting next
hops during route discovery phase.
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Providing tailor made managed solution by network

operator to the business customers
Zlata Radak! and Goran Markovié?

Abstract — In this paper we will describe the process of
implementing tailor made managed solution for business
customers and how this process increases the availability of the
solution for connection on the Internet, for the specific business
customer. In this paper we will present one specific enterprise
retail company and their requirements for the connecting on the
Internet. At first, business customer has to choose between some
of the predefined solutions that network operator already has in
his service portfolio. But if the business customer has specific
request, network operator need to adjust the solution in order to
fulfill this request. In this specific case, business customer request
is higher availability of the head office location. Passing through
three different solutions, we will see how availability grows.

Keywords — Business customer, Internet connection, Network
operator, Tailor made solution

[.INTRODUCTION

Traditional network operators need to rethink their current
strategies for delivering solutions for connecting business
customers to the Internet [1]. They need a new strategy and
instead of selling services from the service portfolio, they have
to think of how to sell whole packet of telecommunication
services to the specific customer and to satisfy their specific
needs more carefully. Practice has shown that if operator satisfy
customer needs more, the quality of experience (QoE) will be
better. In these competitive environment the fulfillment of
customer demands and QoE are becoming the main
differentiators for the effectiveness of telecom operators [2].
Modern network operators made a decision to listen the voice
of the customers and implement in the final product customer
requirements and experience of using different services. In this
way, operator will manage to provide to the customer
additional performance and security improvements. This is
very important in the term of customer engagement [5]. At first,
operator will perceive the business customer network.
According to this, operator will provide the best solution from
the service portfolio. After that, operator will ask business
customer about his impression of using this service. If the
specific need arises from this questionnaire, operator will try to
satisfy this need by changing existing solution to the new one
that is more adjusted to the business customer needs. In this
way, the operator develops and grows together with the
business user to whom he provides his services.

Each company has its own specific requirements concerning
networking and connecting with their central location and
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pulling data from a central server, as well as in terms of Internet
access, which must comply with certain rules and restrictions.
To satisfy these requirements company must have highly
specialized persons or whole team to deal with establishment
of service, monitoring and solving every issue. Enterprise retail
companies have large number of branches geographically
dislocated throughout the country and abroad. Because of all
these facts, managing of the telecommunication services within
the company is becoming a challenging issue. More often
business customers want to shift the responsibility for
managing telecommunication services to the service provider —
network operator [3].

The second major request concerning retail companies is
higher availability of head office location for access by the
branches. Branches have need to achieve sensitive and
permanently necessary information and to be always updated
so they could have business continuity and earn their income.

Critical issue for enterprise retail companies is also voice of
the customer measured through Quality of Experience (QoE).
In order to satisfy their customers, the company itself need to
be satisfied as a customer, concerning the telecommunication
services. Because of that, QoE is becoming crucial for
delivering good service and stay competitive.

Many retail companies are evolving and spreading their
business by opening their stores across the country even
abroad, and every competitive telecommunication operator
need to be ready to respond to all requests they have. According
to our experience with one of the biggest network operator, we
manage to signify some of the major requests that big retail
company have. Further, in this paper will be describe one
example of retail company and its needs and how the operator
is adjusting to this. As a result, one tailor made managed
solution will be created and modified for specific customer.
Moreover, in the last chapter will be pointed the importance of
measuring QoFE and its application in creating new solutions for
connection business customers to the Internet.

II. MANAGED SOLUTIONS FOR BUSINESS
CUSTOMERS

A. The advantages of managed solutions

Sometimes it is better for both, network operator and for
business customer, to have predefined business solutions for
connecting to the Internet. In this way business customers who
do not have specialized person or persons in IT field, could
easier choose suitable packet of services for their business. This
packet very often does not fully match customer requirements,
but it is the closest one to ideal packet of telecommunication
service for specific business customer.
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On the other side, some specialized enterprises like retailers,
have their own specialized team of competent persons who
know exactly what are their needs and the operator have to
adjust according to their needs. They expect from the operator
to provide and manage the solution for connecting to the
Internet and finally to change the solution if the specific need
occurs.

The leading operator has a platform that could on the
highest level provide innovative and high quality ICT services
and solutions for business customers. The service portfolio is
based on a regional multi-service network, supported by its
own optical infrastructure, modern telecommunications
equipment and modern data centers. The primary goal for the
operator is to provide a comprehensive portfolio of services to
all business customers regardless of the type of activity or size
of company. Beside all of this, it should take into account the
specific requirements of individual companies and provide
flexible services and customized business solutions [3].

In order to achieve high-quality performance of the services,
the operator provides fiber optic infrastructure at the all
customer locations, head office and branches. These services
are designed for organizations that need a reliable, highly
available and fast Internet service. Due to the increasing needs
of large companies for symmetric Internet access download and
upload, speeds in this type of services are identical. An
important feature is the SLA (Service Level Agreement), which
guarantee the required level of service availability. The optical
infrastructure provides the ability to add other services that the
operator has in its services portfolio easily by virtual local area
network (VLAN) separation. Equipment configuration and
activation of the service need to be provided by a team of
experts on the operator side, on the equipment collocated at the
customer premises. This is so called managed service.

The main advantages of managed solutions must be defined
and presented to the customer. Clearly it must be pointed out
the cost savings as the most important fact as well as the
improvements in the quality of service. Some of the main
advantages of managed solutions could be identified as
following:

1. Cutting costs: all the equipment is provided and managed
by the operator,

2. Guaranteed technical parameters: providing service

monthly subscription fee in respect of costs before the
introduction of managed services) [3]. The tendency of savings
in terms of telecommunications and the growing demands in
terms of quality leads to the development of innovative model
for connecting the large number of locations through a
Managed Layer 3 Virtual Private Network (L3VPN) with a
central location. This involves setting up the Internet
connection at the central location (head office) and create
virtual connections - tunnels (L3VPN) through the operator’s
network to all other branches. In this way, it is achieved that IT
administrator at the central location can easily and securely
access data stored on remote locations and vice versa.

As a leading regional provider of information and
communication technologies (ICT), the observed operator’s
network is able to offer to the business customers complete IT
solutions and systems for unified communications between
head office and all branches with no concern for the
connections and equipment. Specific demands of the retail
company will be explained in next chapter, but first the network
configuration will be explained and the specific requirement
will arise itself.

B. Enterprise retail network configuration

In this chapter we will present one specific enterprise retail
company and their requirements for the connecting on the
Internet. Retail company has 50 branches that are connected
with the head office through firewalls. Head office
communicates with the central servers through leased lines
(Fig. 1). It is obvious that head office represents key point of
the network, and it is necessary to protect this location as much

as possible.
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3. Dedicated technical support: the engineers in the Network
Operations Center (NOC) perform proactive monitoring of the
managed equipment that is collocated at customer premises.

4. Compatible solution: the business customer gets from the
operator managed solution that is easy to upgrade on the
existing network design,

5. Technical support 24/7/365: They integrate, install and
maintain all equipment and its configuration,

6. Business customer outsource solution for the connecting
on the Internet: This way they have to focus on their core
business [3].

Advantages and cost savings achieved through the
implementation of a managed services are both short-term
(reflected in the initial investment) and long term (lower
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At first, operator creates managed L3VPN solution for
connecting all location in star topology to the central location —
head office. Operator provides optical cable to the all locations
of the business customer in order to connect them on his
network. After that, he provides manageable equipment —
routers at all location of the business customer. Also, the
operator configures manageable routers according to the
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policies of the company and specific requests from the retail
company. After putting the equipment in the operation,
network operator documents in contract some Service Level
Agreement (SLA) parameters that will be guaranteed. Some of
these parameters related to the availability in time are
illustrated in the Tab.1.

The availability is defined on a monthly basis, representing
a percentage of the time in which the service was fully
operational. For different types of SLA, the operator guarantees
the following levels of availability [6]. Retail company chooses
the Gold SLA that has the maximal availability offered by the
operator (Tab.1).

Table 1 Availability levels according to the policy of the
observed network operator

Type of the SLA Availability (A)
Standard 98,5 %

Silver 99 %

Gold 99.5 %

To calculate the availability of a service, it is important to
define the following terms:

Billing Period (OT): represents the period in which the SLA
parameters are measured. It is expressed in hours (h). The
accounting period is the same for all three types of SLA, which
depends only on the number of days in the month, for the month
that lasts 30 days OT (h) =24x30 = 720.

Total loss of service (TTSL): Total loss of service is the total
time the service was inoperative at the level of one month. This
time is obtained when the service repair time (TTR) is
summarized for all Trouble Tickets of critical severity
(Severity 1) at the level of the month for which the billing is
performed [6].

The availability of the service is calculated using the
following formula:

TTSL=XTTR ;
A (%)= (OT-TTSL)/OT*100 (1)

Example: As an example we calculate the availability (A)
during the month that has 30 days during which there were two
critical incidents (TTID-1 and TTID-2), with the correction
times for these incidents being TTR (TTID-1) = 2h and TTR
(TTID-2) = 1h.

OT=30x24h=720
TTSL= TTR(TTID-1) + TTR(TTID-2) = 3h
A (%) = (720-3)/720%100 = 99.58

This calculation shows that requested availability level is
achieved because it is more than it is guaranteed by the contract
i.e. 99,5% (Tab.1.). But still this is much time for the presented
company, to stay without the connection to the central location
and they requested from the operator to redefine the solution
for them so they could get better performances, according to
availability, for the head office. The operator conducted a
questionnaire in a specialized team for telecommunication
services of a retail company. As a result of customer requests,
the operator suggests and implements tailor made solution with
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redundant backup wireless link on the head office location in
order to incise the level of availability.

C. Tailor made solution with redundant backup wireless link
on the head office location

Although the presented managed solution is very reliable and
well designed, the business customer still needs an additional
level of security in the form of a separate and completely
redundant link. Since the configuration of network equipment
is not a focus of the operation of the retail company, it is also
necessary to have equipment that will be preconfigured by
transferring all services from the primary to the backup link if
an interruption occurs. Bearing in mind that large amounts of
data are transmitted in 24/7 working time and the backup link
should have guaranteed quality and symmetric flow. In order to
provide a backup link, it is suggested for an operator that an
additional Internet link be provided to the user through another
access technology, in this case of wireless technology, which
would be connected to another optical hub of the operator [6].
Its realization is shown in Fig. 2.
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Fig. 2. Managed solution for connecting to the Internet with
wireless backup link for head office [6]

D. QoE as a voice of the customer

The retail company that we observe in this paper every year
confronts IT budgets that are increasingly limited. It is
requested from IT department to meet the needs of companies
that are more specific and to cut the budget. At other side
demands for higher availability is constantly growing,
demanding as much secure connection as possible. In this
specific case, cloud services are imposed as a logical step
forward.

Cloud services for the business customer mean the rental of
IT and communications infrastructure and services from the
network operator. This service excludes making capital
investments in their own infrastructure, software and human
resources. This is becoming more profitable and more common
business model of companies and organizations around the
world. They are best suited for companies that have a need for
implementation of new IT services. Services are flexible and
formed towards the specific needs [3].
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The network operator conducted the survey and according to
the answers find out about the future growth of the retail
business customer, as well as budget cuts. According to this
new findings, operator is on one side faced with need of the
customer for more reliable head office location, and at the other
side requests for virtualization and reduction of costs.
According to this findings, network operator has to propose the
improvement of the existing solution and more suitable tailor
made managed solution for the customer.

E. Tailor made managed solution for connecting remote
locations through L3VPN with virtualized central location in
the operator’s Data Center

Retail business company needs maximal reliability and
availability of the head office location. By choosing predefined
managed solution they get the availability of 99,5%. The
second, tailor made managed solution with redundant backup
link increases the availability, because when main link is not
operational, they have a redundant wireless link and the same
percentage of availability as the mail link. But, specific demand
is placed to the operator to cut the cost and increase the
availability at the same time.

The specific requirement is maximal availability of head
office location. Also, it is very important to constantly run
updates so branches have business continuity and earn their
income. At the head office the server through a special
application keeps track of the state of the warehouses, current
prices and updated information as soon as changes occur.
Current and accurate information are necessary at each branch
office location and at any time. In order to achieve higher
availability of head office location network operator takes into
consideration to install one or more back-up links. The
introduction of multiple optical links from different operators
has proven to be an unjustified costly solution. Suggested
solution by the expert presales team is to take a central server
with all applications and data and virtualize it in operator’s data
center (Fig. 3) [3]. This solution achieves uptime reaches the
number 99,999% and this is practically maximal uptime that
could be guaranteed by the operator. Head office and branch
offices have access to this virtualized server through managed
L3VPN tunnel. All these results are exactly what the business

customer was looking for.
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Fig. 3. Managed L3VPN Solution with central location in the
operator’s Data Centar [3]
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In order to meet the customer needs, the network operator
has made tailor made managed solutions (Fig. 3). In the data
center is installed adequate virtual router with all the necessary
applications and data. This virtual machine establishes a
managed connection through L3VPN from a central location to
all remote locations (had office and branch offices) which also
have the managed equipment that was configured and
monitored by the operator’s expert team. Routers communicate
over L3VPN tunnel that is established between the central site
and all remote locations [3].

Thus configured solution ensures maximum performance for
business customer and absolute availability of virtual servers in
the data center. Also, it offers various advantages for
administrator of the business customer side. Tailor made
managed solution simplifies the work of administrator and
allows him to devote additional time improving business
applications and to introduce a new system in order to improve
sales and facilitate the work for his employees [3].

I1I. CONCLUSION

Virtualization of the head office location in the network
operator’s data center provide the maximal possible availability
of the central location and hence it is located in modernly
equipped data center, offering maximal protection. This tailor
made managed solution provides connection from the head
office of the customer to the virtual central location in the
network operator’s data center. The virtual site is also
connected to the branch offices providing them with maximum
data availability. Costs and engagement of technical resources
have not been taken into consideration in this paper. For the
next survey, it is necessary to perceive the costs and
justification of technical resources exploitation for service
improvement. The proposal is to achieve this analysis using the
Quality Function Deployment (QFD) method.
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Design of Narrow Band-Stop Recursive Filter Based on
Third Order Phase Corrector Application

.2 . v e /1 -r1 verl
Ivan Krsti¢”, Milos§ Zivkovi¢', Ivana Kosti¢' and Goran Stanci¢

Abstract —A method for design and software realization of
infinite impulse response (IIR) digital filter with one notch
frequency is presented in this paper. The proposed configuration
has parallel nature with a pure delay in one path and third order
all-pass phase corrector in another. The resulting filter fulfills
all predefined specifications i.e. for arbitrary given maximal
pass-band attenuation, band-stop boundary frequencies are
symmetrical about notch frequency. The efficiency of the
presented method is illustrated by few examples. All results are
obtained using Matlab® package.

Keywords — Notch filter, phase corrector, all-pass filters,
coupled all-pass, phase approximation.

1. INTRODUCTION

Digital narrow band-stop filters are widely used in
applications where it is necessary to eliminate particular
frequency component from input signal while the other
frequency components need to remain untouched. Typical
digital notch filters application areas include bio-medical
engineering, seismology, speech processing, transmission of
data through telephone channels, etc. The single-frequency
interference can be removed by a notch filter tuned to that
particular frequency. To remove unwanted signal components
at several frequencies, it is possible to implement proposed
filter in cascade configuration with adequately tuned their
notch frequencies. In general, notch filters could be designed
as recursive (Infinite Impulse Response-I1IR) [1-2] or as non-
recursive (Finite Impulse Response-FIR) structures [3]. In
case of FIR filters it is easy to achieve the exact linear phase
thanks to existing transfer function coefficient’s symmetry. To
achieve the given magnitude specifications FIR filter demands
significantly higher order compared to corresponding IIR
filter [4].

The transfer function of narrow band-stop recursive filter
could be determined by applying bilinear transform to the
starting analog prototype filter of second order [3], [5]. In that
case, the location of central frequency of the band-stop (notch
frequency) as well as band-stop boundary frequencies at
which attenuation reaches 3 dB value are the main parameters
for the filter design [6]. However, the given specifications
could not be achieved by this approach, i.e. boundary
frequencies of the band-stop do not exhibit symmetry about
predefined notch frequency. This deviation from an ideal
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solution is more evident in cases where the notch frequency is
far from central frequency w/2, which corresponds to
frequency Fsampling /4-

The proposed method is based on application of the third
order phase corrector i.e. all-pass filter. The main goal is to
achieve all given magnitude specifications. The realized notch
frequency will be positioned exactly at predefined location,
while at the same time cut-off edge frequencies are
symmetrical regardless the value of the notch frequency.
Practically, one wants full control of the magnitude
characteristic at three frequencies. That is the main reason the
third order polynomial is inevitable in all-pass transfer
function. The coupled all-pass structure offers convenient way
to solve the problem of filter design thanks to straightforward
dependence of filter’s magnitude and phase characteristic of
corresponding all-pass sub-filter. Problem of design of
resulting filter magnitude is easy to reformulate as the all-pass
filter phase approximation problem.

The rest of the paper is structured as follows. In the Section
II, the basic relations are derived according to which it is
possible to obtain coefficients of the phase corrector transfer
function. Comparison of the standard solution notch filter and
notch filter obtained by the proposed procedure is done in
Section III. Standard solution notch filter is realized by
parallel connection of two all-pass filters with approximately
constant phase in all pass-bands. The results of the simulation
of designed filter performance are given in Section IV along
with difference equations implemented in the Matlab® in
order to obtain output of the notch filter.

I1. PROBLEM DEFINITION

Specifications of notch filter magnitude characteristic
precisely define the location of the notch frequency w, as well
as band-stop width B,. According to this available
information it is possible to obtain band-stop lower ®; and
upper o, edge frequencies

w=0,-B,12

w=0+8B12
based on the mentioned symmetry. Given parameters uniquely
define maximal attenuation in both pass-bands a. Usually, for
attenuation at cut-off frequencies the value of 3 dB is adopted.
In this paper, the proposed method allows arbitrary positive
value for maximal attenuation in pass-bands to be chosen.
The transfer function of the narrow band-stop recursive filter
is given with

(M

@

The transfer function of a stable phase corrector of the third
order P(z) is given with

H(z)= %(z‘l +P(2)).
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in parallel with first order delay line, as it is shown in Fig. 1.
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Fig. 1. Coupled all-pass notch filter

By substituting Eq. (3), alongside with z= exp(jw), into Eq.
(2), after simple mathematical manipulations the magnitude
characteristic of the notch filter could be obtained

p, +(1+ p,)cosw+ p, cos2w

H(e’™”) |4 , . 4
| He™) 4 s | @)
From the other hand, the following relation
p, +(1+ p,)cosw+p, cos2w = )

Dy (w)cosw— D, (w)sinw
holds, where with Dr(®) and Dy, (o) are represented real and
imaginary part of the frequency response of the stable,

minimal phase filter D(z), respectively. Based on
trigonometric identities
. D
cos(arg D(e’”)) = #,
| D(e™) |
D (o) (6)
sin(arg D(e/")) = — 2
| D(e”) |
Eq. (4) could be rewritten in more compact form
| H(e") H cos(w+p(w)) | @)
where next notation is introduced
p(w)=arg D(e") =
p,sin®+ p, sin2w+ p, sin3w (8)

—arctan

1+ p, cosw+ p, cos2w+ p, cos3w

Taking into account the fact that function w+@(w) has value
equal to zero for ®=0, and value © for o=n, coefficients p;, p,
and p; of the transfer function given with (2) need to be
obtained such a way, to hold

| 0+ p(w) < & = arccos 107w [0, ,] ©
lo+p(w)-7m|Le,0e|o,., ]
in both lower and upper pass-band.

According to the Eq. (4), one could conclude that
amplification of the notch filter at frequency ®, could be zero
if the value of parameter p; is defined according to following
equation

P, =-1p;cos2m, +(1+ p,)cosm,]. (10)

Incorporating Eq. (10) in Eq. (8) after some mathematical
manipulations, expression
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D,[sin(p(w) + w)(cosw—cosw, ) +
cos(p(w) + w)sin w]+ p;[sin(p(w) + w)-

11
(cos2w—cos2w, )+ cos(p(w)+ @) sin 2w] {an
= cosw, sin(¢p(w) + w) —sinp(w)
is obtained, which give mutual dependence among

parameters p,, p; and the phase characteristic @(®). In order to
adequately obtain the values of unknown parameters p, and p;
(what would uniquely define the value of parameter p,
according to Eq. (10)), it is necessary to know exact values of
phase characteristic ¢(®) at M > 2 frequencies. Based on that
data, a system of M equations could be formed with two
unknowns. For M = 2, the system of equations has the unique
solution, while for M > 2 one is forced to find least-square
(LSE) solution. To remind a reader that magnitude of
resulting couple all-pass filter and phase of all-pass sub-filter
are mutually related. The specifications adopted for cut-off
could be written in the form
o +p(w)=¢

(12)

o +o(w)=r-¢.

Eq. (12) define the precise location of two points at phase
characteristic @(m) with coordinates (©;, &, and (®,, T—&—
®,). The system of equations generated by using Eq. (11)
applied to that two particular points leads to the unique
solution for parameters p, and p;:

D, a, a,| |singcosw,—sin(e¢—m,) (13)
ol lay, ay singcos®, —sin(e +w,)
where
a,, =sin(e + ®,)—singcos w,
a,, =sin(&+2w,)—sin&cos 2w, (14)

a,, =sin(&—w,)—singcos w,

a,, =sin(e—2w, )—sin&cos2a,.
The obtained parameters not necessarily fulfill the conditions
given by Eq. (9). From the other hand, using the software
package Wolfram Mathematica, it was numerically justified
that filter which coefficients are obtained by Egs. (13) and
(10), would met specifications given by Eq. (9) in a wide
range of maximal allowed attenuation i.e. « € [0.001, 3] dB,
for arbitrary notch frequency location from a set ®, € [0.1m,
0.97] rad and with band-stop width By, € [0.001mx, 0.17] rad.
In other words, it holds

. 201 , B
min 2010810 | cos(w+ p(@. 0]

o)l

1!
(15)

a
wel0,0)V(a,, ]

III. COMPARISON WITH STANDARD NOTCH

FILTER

The transfer function of standard digital notch IIR filter [1],
based on application of second order phase corrector is given
with:
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-1 -2
H‘,(z):l 1+k2+k1(1+k2)j +Z,2 (16)
2 l+k(l+k)z +k,z
where parameters k; and &, are given with
k, =—-cosw,,k, _I-tanB, /2 17)

l+tanB /2
The maximal band-pass attenuation has value of 3 dB.
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Fig. 2. Magnitude of proposed and standard notch filter with notch
frequency ®, =0.1w and B,=0.05%
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Fig. 3. Magnitude of proposed and standard notch filter with notch

frequency o, =0.35t and B,=0.087

Magnitude characteristics of proposed notch filters
alongside with standard solution, for different notch
frequencies are presented in the following three figures. Fig. 2
corresponds to filters with notch frequency o, =0.1m with
band-stop width B,=0.05n. Figs. 3 and 4 show results for
filters with specifications ®, =0.35x, B,,=0.0871 and ®, =0.8,
B,=0.1m, respectively. In order to facilitate comparison, all
presented filters have the same attenuation of 3 dB at
boundary frequencies.

According to the obtained results, displayed in given three
figures, one can conclude that improvement in magnitude
characteristic is more significant if the notch frequency is
close to m, or even better results for notch frequency in
vicinity of zero. That fact provides opportunity to increase
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sampling rate in order to improve filter efficiency in a simple
way. The enhancement is negligible for filters with notch
frequency which is located at central zone (about m/2). To
remind the reader that this improvement is natural, behalf to
slightly higher order of implemented filter. Standard notch
filter solution involve the second order all-pass sub-filter in
one of parallel branches, while the proposed filter apply third
order all-pass sub-filter. One more unknown filter’s
coefficient offers the opportunity to expand the system of
equations in order to fulfill the all given notch filter
specifications.

Chw =08z B =011
oo : w; :

0.95
i) : - - - - . : 3
S gab.....i....| 7 -proposed notehfilter | Ay iR
= standard notch filter
=)
@ - - -
Epas|

D?S_ ......................................................................

0.707 | | | i 1 1

] 01 0z 03 0.4 05 06

normalized frequency

Fig. 4. Magnitude of proposed and standard notch filter with notch
frequency ®, =0.8m and B,=0.1xn
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Fig. 5. Phase and phase error of proposed and standard notch filter
with notch frequency w, =0.1m and B,=0.051

Phases of the proposed and standard notch filter and
corresponding phase errors are displayed in Fig.5. Standard
filter’s phase approximates constant phase in both pass-bands,
while proposed filter’s phase approximate piecewise linear
phase. It is not possible to obtain filter with only one notch
frequency with standard solution if order of all-pass sub-filter
from one of parallel branches is higher than 2. Taking into
account the fact that constant equal to one is in one path (with
zero phase) choosing all-pass filter of order 2k for another
path will lead to resulting filter with & notch frequencies. In
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other words, it is not possible to improve magnitude
characteristic of standard filter with one notch frequency by
choosing higher order all-pass sub-filter. On the other hand
the proposed filter configuration does not have such
constraint. Increasing of order of all-pass sub-filter has to be
simply followed by increasing of delay line order. If
difference in their orders remain to be equal to 2, resulting
filter possess only one notch frequency. Choosing sub-filters
of higher order give opportunity to reduce simultaneously the
phase and magnitude error [8].

IV. SOFTWARE REALIZATION AND THE

SIMULATION RESULTS

The Matlab® software package is used for design and
realization of the proposed narrow band-stop filter. Sinusoidal
noise with amplitude 0.2, at power-line frequency £, = 50 Hz,
is superimposed on the electrocardiogram (ECG) signal s[n]
downloaded from the database MIT-BIH [7], as it is given in
Eq. (18). All available signals in MIT-BIH database are
recorded after digitalization using sampling frequency F, =
360 Hz

x[n] = s[n]+0.2sin(2znk, / F,)

0.5

(18)

1k

s[n]

L

1 1.5

x[n]

| _w,___,./\_d o -L“ | )—-«,"'“""“JLM.."‘ L

4

¥[n]

0.5

1 1.5 2 2.5

L s

3 35 4.5 5

Fig. 6. ECG signal s[n], ECG signal with added sinusoidal noise
x[n] and filtered signal at output of notch filter y[n]

Specifications of the digital filter in z domain are: ®, = 2n
F, / Fy, = 5m/18, while for band-stop width and maximal
attenuation in pass-bands are adopted By, = 0.027 and a = 1
dB, respectively. Software realization of the designed filter is
based on linear difference equation derived according to Eq.

)

3l = (n =11+ wn)),
, (19)
win]=x[n—31+ Y p,(x[n—3+i]-win—i])

In Fig. 6, ECG signal s[n] which corresponds to 100" sample
in  MIT-BIH database is shown, together with corrupted
version of this signal x[n] after addition of sinusoidal noise.
Filtered version of the signal at output of proposed notch filter
y[n] is also presented in Fig. 6. It is evident that designed
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notch filter successfully eliminated sinusoidal noise at power-
line frequency from ECG signal. In the steady state, output
signal y[n] is noise free.

V. CONCLUSION

Design and software realization of IIR digital filter with one
notch frequency is presented in this paper. The proposed filter
is realized as parallel structure with pure delay in one path and
all-pass sub-filter in another path. The existing methods for
design of notch filter do not deliver solution with cut-off
frequency symmetry about notch frequency. The proposed
filter fulfills all predefined specifications i.e. for arbitrary
given maximal pass-band attenuation, band-stop boundary
frequencies are symmetrical about notch frequency. The
efficiency of the presented method is illustrated by filtering
ECG input signal corrupted with sinusoidal noise at power-
line frequency. The proposed filter has approximately linear
phase in pass-bands and minimal order. The phase and
magnitude error of one notch filter could be further reduced
by increasing simultaneously the order of delay element and
all-pass sub-filter.
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Detection of Membrane Drying at Electrochemical
Hydrogen Compressors

Gjorgji Nusev'?, Gregor Dolanc!, Dani Juri¢i¢' and Pavle Boskoski!

Abstract — Electrochemical hydrogen pump (EHP) is capable of
extracting hydrogen from miscellaneous gases and compress it to
very high pressures. Since during its operation it does not produce
water the performance is heavily dependent on humidity of the
membrane. Online humidity estimation is performed by means of
performing electrochemical impedance spectroscopy (EIS).

Keywords — EHP, EIS, Wavelets, Impedance, DRBS.

I. INTRODUCTION

Renewable energy sources such as wind turbine farms and
solar power plants are ubiquitous in our energy systems.
Despite their indisputable positive environmental impact, their
main drawback is the intermittent power output. In many cases,
the generated energy has a significant mismatch to the demand
on the grid. For that reason the need for energy storage
installations, that are capable of storing vast amounts of energy
in times of surplus while being capable for instant on-demand
delivery is of a great importance. Currently there are two
competing technologies that are addressing these issues:
batteries and fuel cells. Our focus in this paper will be on the
latter.

Fuel cells operate on the chemical energy stored in form of
hydrogen molecules. Hydrogen is one of the most abundant
elements and has great properties of being an energy-rich gas
and highly versatile. This makes hydrogen as one of the most
suitable candidate to be used as an efficient energy storage
media [1, 2]. Compressing the hydrogen to high pressures while
maintaining high purity is a challenging process and consumes
a lot of energy. There are two general categories of hydrogen
compressors: mechanical, which uses adiabatic process and
non-mechanical, which mainly uses isothermal process for
compression.

'Gjorgji Nusev, Pavle Boskoski and Gregor Dolanc are with the
Department of system and control - Jozef Stefan Institute, Jamova
cesta 39, 1000 Ljubljana, Slovenia, E-mail: gjorgji.nusev(@ijs.si,
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Fig. 1 Basic operational concept of how EHP works. I uses an
external voltage source to efficiently pull only hydrogen protons
through the proton conductive membrane [4].

Non-mechanical compressors such as electrochemical
hydrogen pumps (EHP) uses electricity to extract hydrogen
from miscellaneous gas mixtures and compress it in order to
meet different application requirements. The lack of moving
parts makes them more efficient when compared to the
conventional mechanical compressors which are noisy, can
induce impurities and less effective [3]. The structure of EHP
is similar to that of a Proton Exchange Membrane Fuel Cells
(PEMFC). The basic principles about how EHP works are
shown in the Fig. 1.

Hydrogen molecules enter the anode side (the low pressure
side) where are oxidised to protons and electrons. The applied
voltage force the electrons through an external circuit while the
protons are driven through the membrane to the cathode side
where are recombined to form again a molecular hydrogen. As
a result of the external voltage, the pressure at the cathode side
increases with the increased number of transported hydrogen
molecules.

Despite EHP advantages, they have mainly been used as a
diagnostics test for measuring crossover in fuel cells. Strobel et
al. [5] was the first one to recognize the possibilities of the
PEM-based structure for EHP. Hao et al. [6] performed
electrochemical impedance spectroscopy (EIS) on EHP with
included internal humidifier with dead-end anode. Nguyen et
al. [7] has shown how the temperatures of the humidifier and
the temperature of the stack are influencing the performance of
the stack. From the previous reported analysis, they all address
the problem of controlling the humidity of the membrane,
which is essential for the transportation of protons through the
membrane and is tightly connected to the overall performance
of the EHP. On the other hand, shortage of humidity reduces
the proton conductance. Due to the fact that EHP does not
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produce water, when compared to the PEM fuel cells, it has to
be delivered via an external humidifier.

Online monitoring the level of humidity of the membrane by
performing direct measurements is almost impossible due to
the physical inaccessibility of the membrane. The only possible
way to perform online estimation of the humidity is by
performing an EIS. Classical way of performing EIS includes
single sine excitation signals. As a result of this the
characterisation process is often time consuming and lacks of
accuracy especially in the low frequency region, which can be
crucial and reduce the applicability for online applications.
Using stochastic excitation, for instance discrete random binary
sequence (DRBS), alleviates the aforementioned problems.
This method has successfully been tested on PEM fuel cell [8].
For the purpose of this paper two experiments were performed,
one in normal operating mode when the membrane was well
humidified and an other when EHP was operating in drying
mode. The experiments were performed in the frequency band
between 0.1 Hz and 1000 Hz.

II. WAVELET TRANSFORM FOR IMPEDANCE
CALCULATION

The conventional frequency domain signal analysis
performed with the Fourier transform, provides a detailed
picture of the frequency components present in the signal but
without any information regarding their time occurrence and
duration. Time-frequency analysis offers a solution to this
problem thus providing the information about the temporal
details as well. Typical examples are the Short-time Fourier
transform, Wigner-Ville distribution, wavelet transform etc.

Regardless of the selected method there is a theoretical
limitation on the joined time-frequency resolution. Unlike other
methods, the wavelet transform enables flexible selection of the
desired time-frequency resolution by introducing the concepts
of scaling. Wavelet transform is based on a set of specifically
designed functions called wavelets. The continuous wavelet
transform (CWT) of a square integrable function f(t) € L2(R)
is defined as [9]:

Wﬂm0=£f@%Amﬁ

where wavelet function y(z) is scaled and translated by
introducing two additional parameters u and s:
1 t—u
V.0 =7z(—)
The key parameter in CWT is the selection of the wavelet
function. EIS analysis requires information about the amplitude
and phase of the excitation and response signals. Therefore, the
CWT is performed with a complex wavelet function, in our
case the Morlet wavelet [10]:

1 [an) t?
Y(t) =n 4 (e_j“’ot - 6_7) e 2
where wo is the central frequency, whose value is linked to the
time-frequency resolution of the wavelet. The link between the
Morlet wavelet's scale parameter s and the actual frequency is
through the following relation:

1 4ms

fowo++2+ w?

The time and frequency localisation is determined through
the parameters u and s respectively. The scale parameter s acts
as a dilatation factor of the mother wavelet, which determines
the frequency region of the wavelet analysis. The translation
parameter « defines a time location where the instantaneous
phase and amplitude are estimated. More details regarding the
properties of the Morlet wavelet and the application of CWT
for EIS analysis can be found in [11, 12].

III. EXPERIMENT SETUP

An experimental environment was established in order to
perform diagnostic experiments on 5 cell EHP stack. All
connections, pipings and instrumentations are shown in Fig. 2.

Fig 2. Gas connections of the experimental setup for performing
diagnostic experiments on EHP

Current Data acquisition board

I Current
setpoint

actual
value

Analog filter board

U supply T
svDC

. subsystem: Power supply with diagnostic capabilities
b - Mubich 1 voltage "

Fig. 3. Electrical connection of the EHP for performing
electrochemical impedance spectroscopy

From the Fig. 2 mass flow controller MFC1 is used to supply
hydrogen to the stack, while MFC2 is used to supply the
“impurity”, for example nitrogen. Solenoid valve V3 is used to
deliver the hydrogen mixture to the stack directly, without
humidification, while valves V4 and V10 deliver the hydrogen
mixture to the stack through the humidifier (bubbler).
Backpressure regulator V8 controls the pressure at the low
pressure side of the stack. On the high pressure side there is a
buffer to accumulate the pumped hydrogen and back pressure
regulator V9 to control the pressure in the tank and at the high
pressure side of the stack at constant value. Mass flow

100



e
Ohrid, North Macedonia, 27-29 June 2019

controller MFC3 is used as a mass flow meter to measure the  Following this, the time needed to calculate the impedance at
output flow rate. In steady state, MFC3 reading equals the 20 different frequency points is almost 200 seconds.
hydrogen flow rate from the high pressure side of the stack. By using DRBS as excitation signal (Fig. 5) the time needed
Electrical connections on the EHP, which are essential to  for characterization is only 110 seconds, which represents 45 %
perform diagnostics, are shown in the Fig. 3. Characterization  decrease in time when compared to the classical sine wave
of the cells is performed at DC currents Inc=20 A with peak-to-  excitation method. However, the main advantage of this
peak amplitude Iac=1A by using classical single sine wave and  method would be the ability to calculate the impedance in
stochastic DRBS excitations. The perturbed current is induced  desired number of frequency points. In Fig. 6 is shown the
using programmable digital electric load (Rigol DL3031A) comparison between the impedances calculated using sine
with excitation frequencies starting from 0.1 Hzup to 1000 Hz.  wave and DRBS excitation signals. From the figure it can be
The voltage response of the cells together with the current are  concluded that the impedance calculated using DRBS is almost
sampled with sampling frequency f==50 kHz using 16-bit data  the same as the impedance calculated using classical single sine
acquisition card (NI USB 6215). Before DAQ signals are low  wave. The only difference would be in the low frequency
pass filtered at f=10.8 kHz. region (at 0.1 Hz). The reason for this behaviour is due to the
All controllable variables are kept constant during the small changes in the operating point caused by stack
process of characterization. Due to the fact that we were not  temperature fluctuation.
able to directly measure and to give a precise quantification of

the humidity level of the membrane, the first experiment was 20.6
performed at nominal conditions with the humidifier (bubbler) A | - [
and the second experiment was performed when the humidifier =4 | ] _
was turned off. E 103 ‘ ! |
U 196 |
19.4|
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. o =~ 1A AIA ﬂﬂ rip'iﬂlp“"ﬂu"r ™A pa poap
In order to perform EIS, operating condition of the EHP must il “u‘ | | | W | | ‘ [ |
fulfil the linearity conditions, which are tightly connected to the g ool ! i :
amplitude of the excitation signal. Therefore, the excitation = 108 M I Ll | RIRIR . -
amplitude must be small enough in order to operate within the £ amy WON W AW NN VNG N L ALAR RS
linear region but big enough to measure its response. 0 05 1 L5 2 25 3 35 4
Before performing an EIS characterisation, the IV curve of Time [s]

the cell was first measured in order to determine the AC

amplitude at desired DC current. From the IV curve (Fig. 4) it Fig. 5. DRBS current excitation signal and the voltage response of
was decided to perform the EIS characterisation at Ipc=20 A the cell

with peak-to-peak amplitude Iac=1 A using sine wave and

DRBS excitation signals. —DRBS © Sinewave
DAi —0.1 Hz
i 0.3
0.2 ‘
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0 5 10 15 20 25 30 35 40 Fig. 6. Comparison between impedances calculated using classical
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Fig. 4. 1V curve of the 2™ cell from the HyET electrochemical

hydrogen pump In Fig. 7 is shown how the impedance changes when the cell

operates in normal operating mode and in drying mode. From
the shape of the impedances it can be concluded that drying
operation mode causes a right shift and swelling. This
behaviour is caused due to increase of the resistivity, which is
connected to the size of the water clusters within the polymer
microstructure. Dehydration of the EHP membranes leads to
narrowing of the interconnecting channels which decreases the

The impedance of the cell under a test was first calculated
using single sine wave excitation signals. It was calculated at
20 different frequency pints starting from 0.1 Hz up to 900 Hz
(5 points per decade). In order to have good calculation of the
impedance at every frequency point, at least 10 cycles are
needed in order to obtain good quality of the acquired signal.
For that reason, the excitation time at 0.1 Hz is 100 seconds.
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mobility of the protons and increases the electrical
resistance [13]. Since calculation of the impedance using
DRBS signals takes less time, it is more suitable for performing
online monitoring of the humidity of the membrane inside the
EHP.

=—Normal =— Drying

“—0.1 Hz
0.8 ///
0.6
£ 04 ;
N 0.1 Hz
&
I 0.2
0}
§99.0 Hz. k
02| £90.0 Hz
3 4 5 (] 7 8 9 10
RIZNmE

Fig. 7. Impedance of the cell at normal and drying operating
conditions

V. CONCLUSION

Monitoring the level of humidity inside the membrane is
crucial for maintaining its performances. Performing direct
measurements of the humidity of the membrane is almost
impossible due to the physical limitations. The only possible
way is by using electrochemical impedance spectroscopy.

Impedance of the EHP was measured in the frequency
interval between 0.1 Hz and 900 Hz using classical single sine
and DRBS excitation signals at two different operating modes
normal and drying. Classical way of performing EIS, which
included calculation of the impedance in 20 different frequency
points. Despite the accuracy of the calculation, classical way is
usually time consuming and lack of accuracy especially in the
low frequency region. By using stochastic excitation (DRBS)
combined with wavelet transform, the impedance can be
calculated in in desired number of frequency points. In addition
to this, the time needed for characterization, when compared to
the classical way, was decreased by almost 45 %. Therefore,
performing EIS by using DRBS excitation signals is more
adequate method for monitoring the level of humidity of the
membrane.

From the obtained impedances can be seen that drying shifts
the impedance to the right, which is directly connected to the
increase of the membrane impedance. From this we can assume
that by monitoring how the impedance is shifting it is possible
to measure the humidity of the membrane while in operating
mode.
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Algorithm Selection for Automated Audio Classification
based on Content

Ivo Draganov' and Krasimir Minchev?

Abstract — In this paper an approach for algorithm selection
for automated audio classification is proposed based on content.
Three popular algorithms for speech vs. music discrimination
are incorporated, namely the zero-crossing rate, average frame
power and 4-Hz energy modulation which prove effective at
different level depending on the content of the audio being
processed. Extensive testing is done over various musical pieces
from different countries and in different styles to evaluate the
accuracy and time consumption for each one. Then based on
registered levels and with statistics from the initial record for
particular audio recording the most proper could be switched on
for processing in a complete audio -classification system.
Obtained results re considered promising for future use on a
wider scale.

Keywords ~—  Audio  Classification, = Music  Speech
Discrimination, 4 Hz Energy Modulation, Zero-Crossing Rate,
Average Frame Power.

[.INTRODUCTION

Discrimination between speech and music signals is applied
in various areas of speech signal processing, such as Voice
Activity Detection (VAD). On this occasion, many solutions,
both in the time domain and in the frequency, have been
proposed. The most common are: 4 Hz energy modulation,
entropy modulation, spectral center, spectral flow, and zero-
crossing rate (ZCR). Less frequent are spectrum overturning,
spectral centroid, spectral flux variation and others [1, 2]. We
will look at some of them by striving to discriminate given
signals with accuracy we will seek maximum knowledge of
the content but at the same time we will discuss the
complexity of the calculations. We will focus on the
discrimination of speech and sound signals based on their
energy. The energy distribution of speech and musical signals
will be evaluated by looking at the frequency of zero-
crossings, short-term energy, and 4 Hz modulation also
considering the Minimum Energy Density (MED), Low
Energy Frames (LEF), and the Modified Low Energy Ratio
(MLER) [3].

In order to discriminate speech and musical signals,
features that are different for both classes are used. A simple
look at the waveform of a one-minute excerpt of a voice
signal, pop music, classical or opera signal shows great
differences between classes. The shape of the signal of the
speech signal shows a great difference in energy and
amplitude that none of the musical signals show. The highly
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compressed waveform of a song seems to lack dynamics,
while the classic instrumental and the opera performance have
a low amplitude peak and show great dynamic deviations.

Even if the classes are easy to identify in wave form, the
exact position of the transitions is difficult to detect. An
excerpt from pop music shows possibilities of the song
dynamics stopping abruptly when vocals appear. The
transition is difficult to be spotted [4].

The rock music samples are not the same in comparison to
the four examples described above but the most important and
interesting thing here are the changes. In all the examples
containing music the square root of RMS never goes down to
zero and does not deviate significantly from the average
value. There are many snippets in the speech signals
containing null or near null values of the frames variation and
the differences are sharp. Investigating the spectra of the four
examples reveals that all musical examples have a higher peak
at the low frequencies, although the peak occurs at different
frequencies. This peak is mostly responsible for the
fundamental frequency of vocal components. The classical
music that vocals are missing is not as sharp as the other three
examples. The speech signal has more energy in the frequency
range around 1 to 3 kHz, unlike the musical examples.

Sandars notes, "It is well known that the energy contour is
capable of separating speech from music". Discrimination of
speech from music is most likely to be based on the
differences of the continuous change in the envelope of the
energy curve. In speech signals the vocals and the consonants
are clearly distinguishable and on the other hand, the shape of
the musical signal that is more stable is also easily detectable.
Furthermore, we are aware that the speech signal has a 4 Hz
energy modulation characteristic, which coincides with the
frequency of the syllabi. Sandars uses a simple method of
discriminating speech and musical signals. He found that
using statistics calculated on the basis of a zero crossing
factor, he could reach a classification of about 90 percent. By
adding more information on the energy contour, he upgraded
the accuracy to 98% [5].

In this paper we are investigating wide range of sound
recordings differing in content which may utilize a proper
algorithm for discrimination of music vs. speech with higher
reliability and in the same time in some cases with reduced
computational complexity based on three audio metrics — the
ZCR, average frame power (FPOW) and 4 Hz energy
modulation (4Hz). In Section II the selected metrics are
described. Then, experimental results follow in Section III
with discussion on the overall performance of the tested
implementations. A conclusion is made in Section I'V.



Ohrid, North Macedonia, 27-29 June 2019

II. MEASURES USED

The first method we select for discriminating speech from
music signals is the zero-crossing rate (ZCR). The frequency
of zero crossings is a simple method of describing the content
based on its most energetically pronounced frequency. We
observe the definition of zero crossing frequency in the next
expression [1]:

Zn = Ym=—c |sgn[x(m)]-sgn[x(m-1)] | w(n-m), (1)
where:

sgnfxm)]=1, x(n)>0, 2)

sgnfx(m)]=-1, x(n)<0. 3)

And w(n) is the window comprising of N number of frames:

W= 1/2N, 0<n<N-1,
W = 0, otherwise.

“
(&)

The short-term energy method is a little more complicated
than the above-mentioned, but it's simpler to apply than
finding the 4Hz measure. Given that the amplitude of the non-
intuitive segments is noticeably lower than those of the speech
segments, the short-term energy of the speech signals reflects
the amplitude dispersion. By observing a speech signal, we
can notice that the peak of the signal amplitude is noticeable
as well as the fundamental frequency in the speech parts of the
signal. This suggests that simple time processing techniques
could derive useful information about signal characteristics.
Most short-term processing techniques that derive features
from the time domain Q[n] can be represented mathematically
as [6]:

Qn = Ym=—c TIX(m)jw(n-m). (6)

T is the transposed matrix, which may be linear or non-
linear, x(m) represents the information sequence, and w(n-m)
represents a time-limited window sequence. The energy of a
discreet signal is defined by the expression:

E; = Yme—w S2(m), (7
where E, is the total energy and s(m) is the discreet signal. For
the calculation of Short-Term Energy, the signal is considered
in short frames, whose size is usually between 10 and 30ms. It
is necessary to take all samples in a frame from the signal
from m = 0 to m = N-1, where N is the length of the frame.
Then:

-1

m=-—oo S N1

m=—co S

E; z(m)+

2(m)+ Ym=-co 2 (m). (8)
The samples value’s are zero outside the frame. Therefore:
E; = Ym=o S*(m).

)

From (9) it could be estimated that the total energy of a
frame for the signal from O to N-1 samples. The short-term
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energy is defined as the sum of the squares of the samples in a
frame according to:
e(n) = oo [sa(m)]2. (10)

After splitting in frames and windows, the N-th frame of the
signal becomes s(m).w(n-m) and therefore Eq. (10) becomes:

e(n) = Ym=-w [s(M).w(n-m)]?, an
where w(n) is represented with a window function of limited
duration, and n is the offset of the frame in number of
samples. This shift may be as small as one sample or as large
as one full frame.

The most complex for realization of the three methods is
4Hz modulation [7]. This method implies better
discrimination and a higher rate of success than the previous
two methods, but its implementation goes through more
stages. First it is needed to derive MEL coefficients. Pre-
emphasis is introduces, then the signal spectrum is re-
emphasized and the constant component is removed. A low-
order digital filter (most commonly a first order FIR filter) is
attached to the input x() so it is aligned in its spectrum:

H(z)=1-az7', 0.9<a<l. (12)

Then follows splitting in frames and the spectral analysis is
performed on them. This is because human speech does not
change much over time and can be treated as a quasi-static

process. Very popular frame length is 20-30ms. Hamming
window weighting of each frame takes place according to:

y(m)=x(n)w(n), (13)
W(n)=0. 54—0.4600s(%). (14)

Every frame undergoes Discrete Fourier transform:
X()= SN=dyme " 0<mieN-1, (15)

A set of triangular band-pass filters that simulate the
characteristics of the human ear are applied to the signal
spectrum. This process is called Mel filtering. Human hearing
perception analyzes audible spectrum of groups based on the
number of overlapping critical bands. These bands are
allocated in such a way that the frequency resolution is high in
the low frequency area and low in the high frequency area.
Mel frequency is found from linear frequency based on:

fn=2525 x log(1 +§). (16)
The energy of the filter bank is found by:
E= YR 11 XK)2 i (k) a7

and after DCT over all MEL coefficients, finding their second
derivatives and filtering the result in 40 channels with another
FIR filter, all the energies contained in them are summed
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together and the total energy is normalized with the average
energy of the frame. The modulation is characterized by the
variation of the filtered energy in dB per a second from the
whole signal.

III. EXPERIMENTAL RESULTS

Experimental testing relies on a custom built database
comprising of 5 speech and 10 music recordings in non-
compressed format. Sampling frequency is 44100 Hz with
resolution of the samples of 16 bits and all being stored in
single channel wav files. The duration for all sounds captured
is 1 minute.

Table I contains the ZCR, FPOW and 4Hz values obtained
from the speech signals where speechf labels identify
recording with a female voice and speechm — a male one.

TABLE I
SPEECH SIGNALS MEASURES

higher values - as musical. Related values found for the
thresholds are tzcg = 0.0928, trpow = 0.0032, and tyr =
28.4830.

The results from full validation of the speech database are
shown in Table III.

TABLE 111
CLASSIFICATION ACCURACY OF SPEECH SIGNALS

Measure ZCR FPOW 4Hz

Threshold 0.0928 0.0032 28.4830

Classify Right Wrong Right Wrong Right Wrong

speechfl 0 1 1 0 1 0

speechm?2 1

speechf3

speechm4

===}

1
1
1
0

Uy U (N N
(=) [ ) feu)

speechm5

o|o|o|o|o

1
1
1
0 40 60 100

[y*)

Accuracy,% 80

Test set ZCR FPOW 4Hz
speechfl 0.0947 0.0018 45.5400
speechm? 0.0671 0.0034 45.3575
speechf3 0.0743 0.0036 36.4281
speechm4 0.0853 0.0035 41.4678
speechm5 0.0793 0.003 43.5407
Average 0.0801 0.0031 42.4668

In Table II the resulting values for the three parameters are
given when found over the 10 music recordings some of
which are typical folklore works from different geographical

locations.

TABLE II
MUSIC SIGNALS MEASURES

Test set ZCR FPOW 4Hz
Rock 0.1971 0.0024 0.6245
Jazz 0.0971 0.0016 13.8121
Latino 0.2086 0.0035 0.5937
Folk 0.0899 0.0067 5.4985
Hindi 0.0916 0.0056 5.6968
Nordic 0.1083 0.0023 2.5773
African 0.0888 0.000837 64.8428
Chinese 0.0421 0.0036 25.4098
Russian 0.0612 0.0038 14.1327
Classic 0.0688 0.0029 11.7992
Average 0.1053 0.0033 14.4987

In order to discriminate speech and music signals based on
these methods using full validation, we must use the average
values for all files of a given type - musical or speech signals,
and by them to calculate a threshold to use. To compute the
threshold of a method, we collect the two average values of
the musical and speech signals and divide them into two, and
thus we get the threshold that will discriminate against the
signals. For the zero crossing frequency, the values below the
threshold, i.e. the signals with a lower frequency of zero
crossings, will be defined as speech signals and those with
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Let's take a look at the data in the second and third columns
referring to the ZCR method. We determine the accuracy of
the validation against the correct classification of the speech
signal due to the threshold of the different methods that are
used according to the method described above. After the
classification of all speech files for the zero crossing
frequency method, we obtain accuracy of 80% at full
validation. Taking into account the simplicity of this method,
its accuracy is very satisfactory. We continue with the
examination of the fourth and fifth columns where the short-
term energy method is described. When it is classified after all
the speech files, we obtain the accuracy of the 40% full
validation, which is an unsatisfactory result. The following
method is observed in columns six and seven, where the
dispersion method of 4 Hz modulation energy is described.
For it, we get 100% validation accuracy, which is the highest
possible result we are looking for. By comparing the three
methods, we can categorically define the 4Hz modulation
energy method as the best method for determining speech
signals, given its complexity compared to the other two
methods, the result is expected. But the simplest method - the
frequency of zero crossings is more effective for determining
speech signals than the more sophisticated method - the short-
term energy method.

The first wrong classification we notice for the ZCR
method in the first female voice record. Given the simplicity
of the method, it is not the most reliable classifier since the
values of the source data do not differ dramatically from the
wrong classification and may be due to the low energy in this
record and the presence of more consonant letters or silence
mixed with some noise. Let's look at the short-term energy
method, and we see that all but one values are very close. We
see that wrong classification is in both female and male
speech records. Their values are so close that we can not
identify features that are clear and suggest an increase or
decrease in energy to a subsequent misclassification. These
close values may be due to the peripheral devices used, the
non-isolated environment, etc. So the accuracy of the short-
term energy method is unsatisfactory for end-user
applications.

The most effective and accurate method that end-user can
use is the dispersion of 4 Hz modulation energy. Depending
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on the priority, if it is the accuracy and not time consumption,
the best and most appropriate is this method.

The classification accuracy for the music signals is
presented in Table IV.

TABLE IV
PAGE LAYOUT DESCRIPTION

ZCR FPOW 4Hz

Measures

Threshold 0.0928 0.0032 28.4830

Classify Right | Wrong | Right | Wrong | Right | Wrong

Rock 1 0 0 1 1

Jazz

Latino

Folk

Hindi

Nordic

African

Chinese

Russian
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After the necessary calculations for all the music signals for
the zero crossing method, we get the accuracy of the full
validation of 40%. The accuracy of this method of
recognizing musical signals is not satisfactory. Some of the
errors that are introduced in classifying using this method may
be due to the type of music used. We observe a proper
classification for rock, jazz, etc., while in classical, Russian,
Chinese music, etc., we observe a wrong classification, which
may be due to the instruments and pauses contained in a
certain type of music. For example, classical and Chinese
music is experiencing energy accumulation at low and high
frequencies, as are the moments of silence caused by
instruments used in this type of music such as string, wind,
keyboard instruments - flute, violin, piano.

The next method that we are looking at is the short-term
energy method for it after the classification of all the music
files we get the accuracy of the full validation 50%. The
accuracy of this method for recognizing a musical signal is
better than the accuracy of the zero crossing frequency
method and its accuracy of speech recognition but is still
unsatisfactory and the use of this method is not very reliable.

After the classification of all music files with 4Hz method,
modulation energy has a 90% accuracy of full validation. The
only error that has been made is with African music, yet this
method is the closest to the maximum accuracy we are
looking for. By comparing the three methods, we can
conclude that the method of 4 Hz modulation energy
dispersion is the most reliable method for recognizing musical
signals. But this time for the classification of musical signals,
the short-term energy method is more applicable than the zero
crossing frequency method. Observing Table IV we can see
that the wrong classification, which is present in the 4Hz
method, is not correctly classified in the other two methods.

In Fig. 1 the overall performance is given for the three
algorithms of classifying the test audio content into speech
and music with the complete variability in different styles.

mm speech B music
100
an
&0
ZCR FPOW 4He
Fig. 1. Overall accuracy of classification for the three tested
algorithms

IV. CONCLUSION

The best and most accurate method that most satisfies the
discriminatory condition and can be used by an end user in an
objective environment with publicly available and relatively
cheap peripherals for speech and music discrimination is the
4Hz method. The following method, which certifies the
discrimination condition to some extent and can be used is the
method of the zero crossing rate, although it is not very
reliable, but the calculation is much simpler, which makes it
an ideal choice if the main goal is speeding-up the process
rather than achieving accuracy close to 100%. For future
improvement of the zero crossing method and the short-term
energy method, professional peripheral devices and
soundproofing environment can be used to increase their
classification accuracy. End user use can use those along with
other methods or features to improve their performance.
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Study of Parasitic Effects in Two-Integrator Loop Gm-C
Filters If Realized with Single Stage OTAs

Boncho Nikov', Ivan Uzunov? and Marin Hristov?

Abstract — A generalized study concerning the effects of OTA
imperfections in the second order Gm-C filters based on two-
integrator loop configuration is done in the paper. Single stage
CMOS OTAs are assumed in the investigations and the most
important OTA imperfections in this case are their input
resistance and input capacitances. Most of the considered circuits
have similar properties concerning these imperfections and it is
shown that the gyrator biquad has the best behaviour.

Keywords — Gm-C filters, operational transconductance
amplifiers (OTA), imperfections, biquads.

[.INTRODUCTION

The active filters based on operational transconductance
amplifiers (OTA) and capacitors, known as Gn,-C filters, are
still widely used in analog signal processing [1,2]. The
frequency domain of their implementation is very wide — it
ranges from Hertz area [3] up to several hundreds of MHz [4,5]
and even to GHz [6]. They attract with several benefits: easy
for integration; versatile configurations satisfying different
requirements; wide frequency tuning range, covering more than
one decade when necessary [3,4,6]. These filters are known for
long time, however they are still object of investigations,
related to their extending and modifying applications and to the
use of the new technologies for their realization. The permanent
trends for reducing of the supply voltages, reduction of the
sizes, requirements for low consumed dc power, etc., change
the OTA parameters and as consequence the effects of these
parameters in filter circuit.

Most often as second order Gn-C sections (biquads) are used
the circuits belonging to the wide class of two-integrator loop
filters [1,2]. This is due basically to their versatility — for the
most of them one circuit is able to realize every transfer
function, which is achieved by applying the input signal or by
taking the output signal from different points of the circuit.
Other advantages are their abilities for realizing of high Q-
factors and for operation at high frequencies.

Usually single stage CMOS OTAs are used for design of G-
C biquads. Multistage OTAs are appropriate for realizing of
high Gus, which is achieved at the price of reduced frequency
bandwidth due to appearance of high-impedance node between
the stages [7]. OTA with high Guns are necessary for high
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frequency filters, which is in contradiction with their limited
bandwidth. Thus, it is desirable in such cases to try to design
OTAs with high Gps.

The influence of the single-stage OTA parameters on the
behavior of Gn-C sections differs in some extent compared
with multistage OTA. The major parasitic parameters of a
multistage OTA are its input and output impedances and the
frequency dependence of G, represented usually by single
pole approximation [1]. The basic parasitic parameters of
single-stage CMOS OTA are their input capacitances and their
output impedances. The frequency dependence of G, in this
case (its increasing with frequency) can be represented by one
zero [1]. However it is more appropriate to consider Gn, as
frequency independent and add a parasitic transition
capacitance to be accounted for the frequency dependence — in
fact this is C,q of the transistors in input differential pair of the
OTA. Since this capacitance is much less than the input
capacitance it has less effect.

This paper tries to compare the effects of the OTA parasitic
parameters in the most popular Gm-C biquads based on two
integrator loop configuration. The goal is to estimate how these
influences change the possibilities of the circuits for realization
of high Q-factor filters and their ability for operation in wide
frequency range. The second chapter, describes shortly the
considered circuit if ideal OTAs are used. Third chapter
considers the effect of OTA output resistances on the behavior
of'the circuits, and in the fourth chapter is discussed the changes
due to the input capacitances of the amplifier — so called excess
phase effect.

II. SHORT DESCRIPTION OF THE CONSIDERED
CIRCUITS

The filter circuits, which will be investigated here, are given
in Fig. 1. They represent most of the two-integrator loop
biquads [1,2] and their single-ended versions are shown for
simplicity. All circuits are able to realize different biquads
(low-pass, high-pass, band-pass, with complex zeros)
depending on the way of applying the input signal and taking
the output signal. The transfer functions of the circuits can be
written in the general way:

N(s) N(s)

= 1
s2+dys+do sz+—wpos+m20’ M
Qpo P

H(s) =

where MN(s) is either first or second order polynomial or a
constant, depending on the section type. The parasitic effects,
considered here, concern basically the denominator of the
transfer function and are significant at high pole Q-factor. For
this reason their influence on the numerator N(s) will be not
considered and inputs and outputs are shown in Fig. 1 for the
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case of band-pass sections — circuits, which most often require
high Q-factors.

The coefficients of the transfer function denominators and
the pole parameters are summarized in Table 1. In all formulas
a is ratio of identically marked g,s, while & differs in Fig. 1(a)
and Fig. 1(d):

_9m3, p _ 9ms oy p _ 9ms
a—gm,b P (@); b o, D (d). 2)

C,I

in Cz'I CII I ¢ C xI
(&) 4] 4]
Fig. 1. Two-integrator loop biquads [1]: (a), (b), (c) distributed-

feedback configurations; (d), (¢) summed-feedback configurations;
(f) Tow-Thomas Gm-C circuit; (g) gyrator band-pass biquad.

TABLE 1.
TRANSFER FUNCTION PARAMETERS OF THE BIQUADS IN FIG. 1.
d do = wp0* Opo
Fig. 1(a) Iz p Im1gma 1 b gm1 C2
Fig. l(d) C, CiC, a Im2 Cq
. g Im19 1 C
Fig. 1(b) = s - f%—z
2 1Lz a | Gme C1
Fig. 1(c) Iz Im1Gmz 19m1 Co
Fig. 1(e) C, C:C, a gmz Cy
Flg l(f) Im2 T Im3 Imi19m2 % \V Im19m2
i G €16 Ci 9mz + Gms
. 9Ims Imi19m2 VIm19mz2 |Co
Fig. 1(g) < CC — =
2 102 Im3 Cy

III. INFLUENCE OF OTA OUTPUT CONDUCTANCES

OTA output impedances consist typically of parallel
connected conductance and capacitance. The output

capacitances in the considered circuits are connected in parallel
either to the integrator capacitors C; and C» or to the input
capacitance of the same or another OTA. In the first case they
can be considered as parts of C; or Cs; in the second case their
influence should be considered together with the influence of
the OTA input capacitances. For this reason the effect of output
impedances will be considered as effect of output conductances
only. The inspection of the circuits in Fig. 1 shows that only
output conductances g,1 and gy, of OTAs g, and g affects
the circuit parameters, since they are in parallel to C; and C.
The other output conductances are in parallel to OTAs,
connected as resistors, and can be absorbed in these resistors.

After these observations the analysis can be done easily — it
is enough to replace sCi by sCi + g,1 and sC> by sC> + go2 in
the expressions for the transfer functions. Proceeding in this
way, the following expression for the transfer function of the
circuits in Fig. 1(a) and 1(d) is derived:

N(s)(1+w1/5)(1+w3/5)
(J)p 2 w

sz+s(—0+a) +w )+w +2P0 by w;
Qpo TW1TW2 JrOpoty Jw1t010;

H(s) = 3

where w1 = g,1/C) and w; = g,2/C>. The changes due to output
conductances appear in three places. It increases pole frequency
however this increase is small. Both terms which are added to
@po* are much smaller since the ratios wi/wpo and wx/wp are

w1 Jo1 Jo2 Cy

Cy (OF)
—_= =2 ’— e — T L 4
wpo  VbIm1gmzC1’ wpo  bImigmz+ Cz @)

They are significantly less than 1 if g,12 << g1 2 (well-designed
OTA) and also high-Q circuits are considered.

It seems that the multipliers 1 + wi/s and 1 + wo/s increase
the gain to infinity at very low frequencies. However they
present in the formula only because the change of the
numerator is not considered. The numerator N(s) is also
function of C; and C,. The capacitors in the numerator will
produce the same terms in a way, which will cause canceling
with the terms coming from the denominator. Therefore in the
final expression for H(s) these two multipliers will not exist.

The most important effect of the output conductances is in
the first order term in the denominator. The quantities w; and
>, which are added to w,o/Qp0, can be of the same range as
@po/ Opo and limit the maximum achievable Q-factor. If assume
(wpo/ Opo) =0, i.e. Opo — o, then the pole Q-factor is determined
by the sum w; + w, and is equal to

1
~ go1a, G021 1 - (5)

go1a
g01, o+
ymlepo 9m2aQpo

Formulas (3), (4) and (5) are derived for Fig. 1(a) and 1(d),
however they are valid for all circuits except the gyrator one
(Fig. 1(g)), if set b =1 for Fig. 1(b); b = a for Fig. 1(c) and 1(e);
and b = a = 1 for Fig. 1(f). Both quantities Op0 and Op max
determine the real pole quality factor O, according the formula

(6)

Qp max

1 1 1

Qp - Qpo

Qp max

These results can be interpreted in the following way: If Oy
is specified then exists a parameter Q) max, dependent on Q0 and
on the ratios g,1,2/gmi1,2, which limits Q,. Since Oy is ratio of
gns and of capacitors and can’t be done infinitely large, the real
0, of the circuit is always combination of Qpo and Oy mar. The
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value of O ma 1 necessary to be high if high O, is needed — it
should be of the range of O, or higher. Since O, enters in the
denominator of Q) yax, this requirement leads to hard demand
on the ratio g,1/gm1 — it should be less than 1/0,¢%.

The expressions for w, and Q, for the gyrator circuit are

2 2 2 Imidmz 1
wi = Wi, ~ wiy; Q, = [T _——— (7
P ( ) po poi @ \/ 901923 [To1, /To_Z’( )
To2 +To1

where 223 = go2 + g3, 71 = g01/Cl1, T2 = 202/ Ca, and wy is given
in the last row of Table I. The maximum pole Q, defined by
OTA output conductances only, is achieved when g,3 = 0, i.e.
when the corresponding OTA is missing (in fact this OTA is
used only for fixing the desired 0,); and when 7| = 7. Thus the
gyrator circuit has more potential for realization of high-Q
biquads.

1+ 901923
Imi19m2

IV. LIMITATIONS FROM OTA INPUT CAPACITANCES

Other parasitics, which may affect significantly the behavior
of the circuits, are OTA’s input capacitances. Those of them,
which are connected in parallel to integrator capacitors C; and
C, are not so dangerous. Usually they are smaller than C; and
C> and can be considered as parts of them. Their effect is some
deviation of the pole frequency, which can be compensated by
proper adjustment. More critical is the influence of the input
capacitances, which appear in parallel to OTAs, connected as
resistors: g4 and gms in Fig. 1(a) and g4 in Fig. 1(b), (c), (d)
and (e). They introduce parasitic capacitances Cp4 in parallel to
gm4 and Cpe in parallel to g6, which are equal correspondingly:
in Fig. 1(a): Cps = Cino + Cing, Cps = Cin1+ Cing;
in Fig 1(b), (d) and (e): Cps = Cino + Cin4;
in Fig. 1(c): Cpa=Cin1+ Cina + Cina
where Cj,x is the input capacitance of OTA gu.

The capacitances Cp4 and Cps together with g4 and giue form
parallel RC circuits. They introduce additional phase shift (so
called excess phase) in the gains of the voltage multipliers,
created with the help of g4 and gms (for example of the
multipliers g3/gms and gms/gms in Fig. 1(a)). In fact the
coefficients a and b in the formulas for d; and dj in Table I are
not frequency independent and the following formulas are valid

in (d), (8)

where ao and by are the values of these parameters according
(2) and frequencies w4 and ws are given by

ag _ bo

- 1+s/we

bo
1+5/ w4

T 1+s/w,’

in(a); b=

We = gm6/Cp6- 9

The replacement of the expressions for ¢ and b changes the
formulas for filter transfer functions in the following way:

for Fig. 1(a):

Wy = gm4—/Cp4-;

N(s)(1+s/w4)(1+5/we)

H(S) = s s w s S ; (103)
52(1+w_4)(1+w_6)+50_$(1+w_5)+w1%0(1+w_4)
. N(s)(1+s/
for Fig. 1(b):  H(s) = 57— )(S)Eu;f @) —~:  (10b)
s2( tor +SQ_pO+wp0( +w—4)
. N(s)(1+s/w4)
for Fig. 1(¢), (d) and (e): H(s) = (o)t o, (10¢)
s s SQ_pO 5o
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The terms (1 + s/w4) and (1 + s/we) appear in the denominator
and also multiply the numerator. Their effect in the
denominator of (10c) will be considered firstly. Now it is of 3
degree, i.e. the complex poles of the filter are changed and
appears a third pole, which is real. The influence of the term (1
+ s/w4) depends basically on the ratio w4/wpo. The numerical
investigation shows existence of minimal allowed value of this
ratio, at which the pole Q-factor is equal to infinity and below
this value 0, <0, i.e. the circuit is unstable. This is illustrated
in Fig. 2(a). The minimal value of w4/m is equal to Oy, which
can be proved mathematically. At (ws/wp) = QOpo the
denominator of (10c) can be written as

D(s) = (52 + wzz,o)(l + s/(a)pOon)), (11)

i.e. the complex poles are purely imaginary and the circuit is at
the boundary of stability. Of course the value of w4 in the real
circuits should be higher of the limit (= w,00y0) in order to have
reserve of stability. For example, if assume 20% allowed
increasing of O, then w4 should be not less than 60w, 178wpo
and 589w, for O, = 10, 30 and 100 correspondingly —
significantly stronger requirement than the limit w,0Qpo.

O
100

50
0
-50

‘10 R REH | A
§ \\\ Op0 =10, 30, 100
o -100 >
) B
= -1000 .
a \\\
~-10000 s

10 00 000
© e

Fig. 2. Influence of the ratio wa/wpo for the circuits in Fig. 1(c), (d)
and (e): (a) change of the pole Q-factor; (b) change of the pole
frequency; (c) extra real pole.

The other influences of w4 are negligible. Fig. 2(b) shows
that the relative variation of the frequency of the complex poles
is less than 0.1% for values of w4/wpo, for which the circuit is
stable. The extra real pole is equal to w4 as can be concluded
from Fig. 2(c) and it will cancel with the zero introduced by the
multiplier (1 + s/w4) in the numerator.

The considerations above are valid also for the circuit in
Fig. 2(a) when w4 = ws. Then identical multipliers (1 + s/w4)
appear in the numerator and denominator of (10a), they cancel
themselves and the denominator of (10a) becomes the same as
those of (10c). When w4 and ws differ, the studying of the
transfer function can be done numerically, calculating the poles
at different values of w4 and ws. Elaborating in this way it is
found out for moderate ratios w4/wes between 0.5 and 2 that the
instability is defined from ws only and the limit is we/@p0 = Opo.
Which is interesting, this limit doesn’t depend on w4. The other
influences are insufficient as in the previous case: the frequency
of the complex pole pair is stable and two real pole appears,
which are far from the complex poles.
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The variations of Q and of the pole frequency of the circuit
in Fig. 1(b) from the parasitic frequency are illustrated in Fig.
3. The Q-factor also increases at low @i, however it is not so
much and the circuit stays stable even for values of w4
unrealistically close to wpo. The change of the pole frequency
also is small. The extra real pole, which also appears in this
circuit, is far from the pole frequency for w4 > 10w, (normal
values of w4) and its effect can be neglected.

]
150
100

10 100 100@wme 1 10 100
(a) (b

Fig. 3. Influence of parasitic frequency w4 = gma/Cpa in Fig. 1(b):
(a) variation of pole Q-factor; (b) variation of pole frequency.

10()0‘_,%,(0;”0

Generally, the excess phase due to parasitic capacitances in
parallel to OTAs, connected as resistors in Figs. 1 (a) to (e),
causes the effect, known in the two-integrator loop biquads
with other types of amplifiers [1]: increasing of the pole Q-
factor, which may bring even to instability of the circuit. In the
considered case the reason is the input capacitances of some
OTAs. This effect limits the high frequency application of the
circuits. High pole frequencies are achieved by large Gus of
OTAs g1 and g, and small capacitances C; and C,. Large Gms
require transistors with larger sizes in single stage OTAs and as
consequence — higher input capacitances. The consideration
here shows existence of lower limit for the ratio ws/wyo. Thus,
raise of wpo leads to higher g, and gu», higher input
capacitances, lower w4 and as result — approaching the limit.

A way to compensate the effect of excess phase is to add a
proper resistor in series to one of the capacitors C; and C, — the
one which is in the loop immediately before g.4. This resistor
together with the capacitor shifts the phase of the voltage over
them in opposite direction to the phase shift, caused by g4 and
Cp4. This approach is necessary to be considered for each circuit
separately. It is applied for some circuits [8, 9] and can help
partly. Its disadvantage is different dependences of g4 and
compensating resistor from temperature, process, etc.

The last two circuits in Fig. 1 — the one in (f) and the gyrator
biquads in (g) do not suffer from excess phase. This is because
all OTA input capacitances in these circuits are in parallel to
integrator capacitors and there is no place, where an extra phase
shift can arise. This superior property of both circuits is only
when they are realized with single stage CMOS OTAs. For
example one of the first papers concerning the excess phase and
its compensation is about gyrator circuit [8], of course when
gyrator amplifiers are realized in different way.

V. CONCLUSION

A generalized consideration of Gn,-C biquads based on two
integrator loop configuration is done concerning the influence
of OTA output resistances and input capacitance. These OTA
imperfections have the most negative impact on the circuit
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behavior when OTAs are single-stage CMOS. The effects of
both types of imperfections are considered separately — an
approximate approach, however it allows more clear
characterizations of the influences.

The OTA output resistances reduce pole Q in all circuits. In
the most of the circuits except the gyrator biquad Q is defined
by ratio between Gns of some OTAs and the output resistances
additionally reduce it. The gyrator circuit is an exception of this
rule and its Q can be defined only from the output resistances
of the OTAs in the gyrator, which makes the gyrator able to
realize higher Q.

OTA input capacitances, when they are in parallel to
amplifiers connected as resistors, change the phases of some
voltages in the circuit, which causes intolerable increasing of Q
and even instability. The effect is more visible when the circuit
is intended for operation at higher frequencies. Again the
gyrator is an exclusion — it doesn’t suffer from this
disadvantage.
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Using object recognition benefits in a system for fire
detection in the nature

Maria Pavlova'

Abstract — The subject of fire recognition is quite popular and
many studies discus it. This paper presents a research on a fire
recognition field. A camera mounted on the unmanned aerial
vehicles (UAV) records videos of the surrounding environment.
The method of recognising fire captured on the videos, part of this
research, aims to reduce time needed to detect fire. The method
assisted by OpenCYV library capabilities recognises fire event. The
results are described in this paper.

Keywords — Object recognition, OpenCV, Fire recognition,
Machine learning.

[.INTRODUCTION

Fire in a building or in the nature is a problem of very high
concern. To find a way to prevent a fire is a task of significant
importance. For the matters of the indoor fires there are already
different fire preventions systems. These systems proof to be
highly efficient in buildings and another indoor facilities.

The problem of detecting fire in the outdoors is quite
complex. An efficient fire detection requires more advanced
technologies such as neuro networks, object recognition and, in
addition, unmanned aerial vehicles (UAV).

This paper presents the results of a research in the area of fire
recognition in inaccessible locations. For the purposes of the
research is used UAV with a small lightweight digital camera
mounted on it. The camera records video clips of the
surrounding environment and then transfers them to a remote
workstation, running fire recognition software.

Nowadays, different object recognition algorithms are
available for any purpose. One of them is Machine learning
with feature object recognition used in the current research. For
the purpose of the research, Python wrapper is used to
encapsulate the C/C++ code, thus increasing overall
performance. Additional benefit is that the wrapper can be used
in any Python module and OpenCV library as such, and
OpenCV opens a large spectrum of possibilities in the Machine
Learning.

Video cameras and computer vision methods are used for fire
detection in chemical factories and other high fire risk
industrial. The Deep machine learning will increase the
accuracy and reduces the costs for high level of security [8].

This paper has four contributions with following contents:
the first contribution is introduction; second contribution of this
paper is the software implementation; the third is about results

"Maria Pavlova is with the Faculty of Telecommunications at
Technical University of Sofia, 8 KI. Ohridski Blvd, Sofia 1000,
Bulgaria, E-mail: mariapavlova@tu-sofia.bg.
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and the fourth contribution is the conclusion and the
References. In each part of this paper the subject will be
explained accordingly.

II. SOFTWARE DESCRIPTION

Fire detection using infrared camera [1], [2] is a popular
decision among the building’s fire detection systems. There are
also researches, using this same camera for outdoor uses.

The solution using infrared cameras is unquestionably
reasonable, but it gives its best results in short distances. When
talking about open spaces, that’s almost never the case — often
the areas of fire are inaccessible and thus the results are usually
far from the necessary precision.

Therefor this research is aiming to offer a fire recognition
method in the outdoors with a camera, capturing the surface.
The camera is shown on fig. 1

Fig. 1. Camera mounted on UAV

The application has been written and tested on Linux
operation system. Captured video is processed by deep learning
algorithm for detecting the fire in captured video.

There are many systems based on pixel object recognition
like Pixel-to-pixel machine [4] and they have their application
in their own fields. This approach is based on Paul Viola and
Michael Jones algorithm for rapid and reliable object detection
[3]. The algorithm which is proposed by Paul Viola is improved
by Rainer Lienhart [5]. In this research the object detection
classifier is based on features technique, which is faster than
pixel system. Furthermore the complicated fire image (color,
texture) will be recognized better with feature classifier. The
algorithm allows for additional own classifiers to be created.

Basically the cascade of boosted classifiers works with haar-
like features, from now on called classifiers. It is named
cascade, because several simple classifiers (stages) are parts of
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the whole classifier. The word boosted means that every stage
of classifier is a result of another. It is possible to use one of
four supported techniques — Adaboost, Real Adaboost, Gentle
Adaboost and Logitboos. Adaboost is the technique used in this
research. As mentioned before, the classifier has more than one
classifier inside. The haar-like features are inputted data of the
main classifier and it is deeply explained in [6].

Each feature used in a separate classifier is determined by
shape, position, scale. The] feature are computed by subtracting
the sums of pixels by “integral image” in respected areas under
white and black rectangles.\[WKl] Black and white rectangles
areas, which the image is separated. In their article “Rapid
Object Detection using a Boosted Cascade of Simple Features”
authors described deeply their method [3]. They apply the
results for face detection classifier.

Base on above mentioned and the possibilities to prepare
own cascade classifier, this research present the own cascade
classifier fire detection. The algorithm use for classifier training
is shown in table 1.

TABLEI
ALGORITHM FOR PREPARING THE CASCADE CLASSIFIER

Collect the negative images

Collect or Create positive images

3 | Create a positive vector file by stitching together all
positives

4 | Train cascade classifier

DN | —

The process of creating the classifier and all related works
are presented in author’s article “Object Recognition System
Operating from Different Type Vehicles Using Raspberry and
OpenCV”. As the aim of this paper is to present the results of
this research, the algorithm steps will be mark shortly.

To create the data base of negatives images is important task
and first should be done. The data base should be at least 1000
pictures. Important requirement for the pictures: do not contain
the object of recognition. In this case the fire.

Fig. 2. Result from creation of positive vector and stitching together
all positives

Second step of this algorithm is creation of the positive data
base. It may create from one image or collection of more.
OpenCV has a powerful module opencv_createsampels [7].
With this function in terminal under Linux the script is one row:

“opencv_createsamples -img fire5038.jpg -bg bg.txt -info
info/info.lst -jpgoutput info -maxxangle 0.5 -maxyangle 0.5 -
maxzangle 0.5 -num 1300”

The result is very interesting and is shown in fig.2. We can
see that the positive image fire is covered over the background
image. The positive object is marked with red circle on the
shown figure.

After preparation is possible to do the last step to train the
cascade classifier. About cascade classifier is explaned from
Viola and Jones in “Rapid Object Detection using a Boosted
Cascade of Sample Features” [10]. In OpenCV library this is
one row of code, but behind this row has a lot of work for
devising. Create simples first and after this is possible to train
the stages. The number of stages is important. It depends of
number of created samples. One towsend and two hundred
positive samples will give opportunity around 10 stages. One
stage contain the number of stage, the number of features in
each stage and thresholds of each stage. On fig. 3 is shown stage
2 and stage 7 after cascade training.

3 stage2 -Notepad  — =

Edit Format

File Edit Format View Heip

<xml version="1.8"?><opencv_storage>
<stage?> <maxieakCount>8</maxweakCount>
<stageThr 8.84950220:
01¢/stageThreshold> <weakClassifiersy>
<> <internalhodes> 0 -1 57832
1.3098673895081411e-02</internallodes>
<leafvalues> -6.5048545598983765e-01
5.3722333908081055¢-01</leafValuesy</ >
<> <internalliodes> 0 -1 38885
3.4589149057865143e-02¢/ internallodes>

| <leafvalues> -6.2734609842300415¢-01
: 3.8767054677009583¢-01¢/ leafvaluess</ >
<> <internalhodes> 0 -1 65861
2.1076090633869171e-03</internalNodes>
<leafvalues> 2.9456029474735260e-01
-0.2957408895492554e-01¢/leafValues></ >
<> <internalliodes> 0 -1 70918
-3.5231 -03¢/internaltiod
<leafValues> 2.3727257549762726e-01
-5.9930950373077393e-01</ leafValues></ >
<> <internalliodes> 0 -1 18941
-3.4262180328369141e-02¢/ internaltiodes> +

<xml version="1.8"2><opencv_storage>
<stage2> <maxWeakCount>5¢</maxveakCount>
<stageThreshold>-1.2573951482772827¢
+00¢/stageThreshold> <weakClassifiers>
< <internaltiodes> 8 -1 61151
6.6503420472145081e-02¢/ internalliodes>
<leafvalues> -5.5862069129943848¢2-01
7.5737702846527100e-01¢/ leafValuesy</ >

<> <internallodes> @ -1 19737
9.5187267288565636e-03¢/internalliodes>
<leafvalues> -6.7516839504241943e-01
5.2384728193283081e-081¢/leafValues></ >

<> <internallodes> @ -1 67842
1.7747718375176191e-03¢/internalNodes>
<leafValues> -7.3986709117839484e-01
3.7650471925735474e-01¢/leafValues></ >
< <internallodes> @ -1 58250
9.22234930440449712-04< /internalliodes>
<leafvalues> -8.4572845697402954e-01
2.8921923041343689%¢-01¢/leafvalues></ >
> <internalNodes> @ -1 48507
6.5917876781895757¢-84</internalliodes>
<leafValues> -7.5339800119400024e-01
2.3418092727661133e-
81¢/1eafValuesy¢</_></weakClassifiersy¢/stag
e>¢/opency_storage>

<leafvalues> -8.5211586952209473e-
01 1.8934346735477448e-01¢</1eafValuesy</ >
<> <internalNodes> 8-1
53668 9.3412978458218277e-
05¢/internalNodes> <leafvalues>
|l -8.2041358047753906e-01
1.7403081059455872¢-01¢/leafValues></ >
<> <internalliodes> 0 -1 57642
6.6449 'e-03¢/internallod
<leafvalues> -5.7995575666427612e-01
2.4720560409603119e-01</leafvaluesy</ >
<> <internaltiodes> 0 -1 48020
-1.7997238785028458e-02¢/internalliodes>
<leafValues> -9.3196427822113037e-
01 1.7704226076682936e-
01¢/leafValues></ ></weakClassifiers></stag
e7>¢/opencv_storagey

Fig. 3. Stage 2 and stage 7 after Cascade Training

III. RESULTS OF SOFTWARE IMPLEMENTATION

Finally the result of all this steps is the XML file from
Classifier Training. This file is argument of function
cv2.CascadeClassifier. Implementation of this function give
result fire recognition. For this application this XML file is
named cascade training_fire.xml.

In additional one blue rectangle marks the recognized object.
For this purpose is used the function cv2.rectangle(). Its
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arguments are video or image, size and colour of the outline.

On fig. 3 is shown the screenshot of one of the videos, which
are used for test. Blue rectangle define very well the fire and
the smoke.

Fig. 3. Result from fire recognition

From another video we have also good results shown in fig.
4 and fig. 5.

Fig. 4. Positive result from fire recognition

On fig. 5 is shown very good result - the recognition of
smoke. In this moment of video the classifier works really
precise. That means that the training of machine for smoke
gives very good results. From all tested pictures the smoke is
recognized completely, with only one mistake: if there is the
clouds in the picture the result will be wrong. It is shown in
fig. 7. If we take into account the application area of the system,
namely the observation of the ground surface, we may draw the
conclusion that the program recognizes smoke in 98% of the
cases.

Fig. 5. Positive result from fire recognition

To recognize the fire precisely is task with high importance,
because of people security and prevents of forest fire. It means
the accuracy should be very high. But unfortunately in the
results we have object recognition different than fire.

On fig. 6 is shown one of this negative results.

Fig. 6. Recognition of face instead of fire

The problem here is that the classifier recognize the face and
the moving of all this people give the negative result. The
problem with detection is serious and one of possible way to
resolve is present in [9]. The authors have proposed a method,
which extract the regions with movement. This regions are the
potentials places with fire.

Second problem is that the machine recognise the clouds like
smoke. This effect is shown in fig. 7.
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Fig. 7. Recognizes the clouds instead of smoke

There is one more problem on this picture — the blue
rectangle on the right side surrounds leaves instead of fire.

The last problem that was registered is that the classifier
recognized the car lights instead of fire and this bad result is
shown on fig. 8.

Fig. 8. Recognizes the car lights instead of fire
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IV. CONCLUSIONS

The results of this research show that 40 % of all tested
videos give bad results in fire recognition. In the remaining
60% of test videos the classifier recognizes the fire very well.
It’s clear that the described approach is necessary to be
improved. This will be the next aim in this research.

(9]
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Modeling of 3D Human Body for Photorealistic Avatar

Generation: A Review
Nicole Christoff!

Abstract — One of the challenges in computer graphics is the
human body modeling. The adequate design of the human shape
comes from the complexity of the anthropology itself. Numerous
methods for the 3D human figure processing tasks have been
provided for a range of identity-dependent body shapes and its
various poses. In this paper, a survey of existing methods for 3D
human body modeling is given.

Keywords — 3D body shape, Human modelling, Geometric
segmentation.

[.INTRODUCTION

The way people perceive the world around them and interact
with each other change; the current communication technology
involves the transmission of audio and visual data between
objects. This way, users can interact with others at a distance.
Undoubtedly, video communication tools such as Skype and
Viber are useful for many applications and tasks. However,
text, 2D image and voice are not sufficient enough to satisfy as
an alternative to human interaction, because there is no
personal contact between the interlocutors and there is a limited
sense of presence (sharing the same space). For the user these
facts create a feeling of incompleteness and dissatisfaction with
the communication process.

Currently, although in an ecarly stage of development,
augmented reality (AR), mixed reality (MR) and virtual reality
(VR) offer great potential to include the five human senses in
the communication process to become more meaningful and
natural to all participants.

To simulate the particular physical function in the virtual
environments, on each element is applied numerous algorithms.
More particularly, those algorithms are developed for the
human body models. Building a model involves many issues,
such as 3D body training dataset preparation, designing a
proper body model, and training the model to fit the prepared
data.

The rest of the paper is organized as follows: in Section I,
some of existing human body representations are briefly
described. Some of free available databases are presented in
Section III. In Section IV, the human body shape modeling
techniques can be found. The conclusion is given in Section V.

II. HUMAN BODY REPRESENTATION

To compare a population groups and to create an
anthropometric dataset, the anthropometric measurements can

Nicole Christoff is with the Faculty of Telecommunications at
Technical University of Sofia, 8 KI. Ohridski Blvd, Sofia 1000,
Bulgaria, E-mail: nicole.christoff@tu-sofia.bg.
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be used as a basis. ISO 7250-1 gives such list of body
measurement descriptions. A list of primary and secondary
dimension indicators is given by ISO-8559 standard Part 2 [1].
Fig. 1 represents some of the measurement landmarks that are
used by the both standards.

1 - Fore arm length
2 - Upper arm length
3 - Wrist girth

4 - Length of scye

5 - Back length

6 - Waist knee length
7 - Inside leg length
8 - Waist height

9 - Ankle girth

10 - Calf girth

11 - Thigh girth

12 - Knee girth

13 - Waist girth

14 - Front lower trunk
15 - Back lower trunk
16 - Hip girth

17 - Abdomen girth
18 - Heigh hip girth
19 - Underbust girth
20 - Chest bust girth
21 - Back width

22 - Chest bust width
23 - Upper arm girth
24 - Shoulder length

8

Fig. 1. Some of the major body measurement landmarks extracted
from ISO-7250 and ISO-8559 standards (issue from [2]).

The anthropometric measurements are used to describe the
human shape. They represent an estimation of the distances
(linear and curvilinear) between anatomical landmarks or
circumferences at particular regions of interests of the human
body. For example, in medicine, in case of difficulty in
determining the height of a patient, upper arm circumference is
used for estimation of his body mass index [3]. Body mass
index (BMI) is the ratio of the stature and the weight. The
anthropometric measurements are widely used in many
simulation systems [4].

Common anthropometric measurements include height
(stature), weight (body mass), erect sitting height, triceps
skinfold (upper arm girth), arm circumference (upper arm
girth), abdominal circumference (waist circumference), calf
circumference, knee height and elbow breadth [5].

Male (see Fig. 2) and female (see Fig. 3) bodies can be scaled
by modifying standard anthropometric dimensions. Such
examples are shown in Fig. 1 and Fig. 2, where height, weight
and erect sitting height are used to represent a range of body
sizes. Unfortunately, not all dimensions of the figures are
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adjusted, which sometimes leads to unrealistic shapes of these e  Dyna - Using over 40,000 scans of ten subjects, a dynamic
scaled figures [4]. body shape dataset is created by Pons-Moll et al. [10]. The
dataset is a physics simulation of soft tissue motions in
dynamic mesh sequences. A frame of a female subject is
illustrated in Fig. 3 d).

Fig. 2. Editing tree anthropometric parameters of a men’s body. Left
to right: average shape, with height decreased by 10 cm, weight Fig. 4. Examples, from left to right, from CAESAR database [6],
decreased by 20 kg and decreased the ratio erect sitting height SCAPE database [8], FAUST [9] and Dyna database [10].
(decreased by 5 cm) to the stature (unchanged from the initial).

IV. HUMAN BODY SHAPE MODELING

-
Q /“\)\ ‘Q Q The methods for the human body shape modeling can be
//“ \\ [ \ /,/ *—-\ Ve oY categorized into four categories: direct model acquisition,
\ / I\ / A\ / 0\ image based reconstruction, template model-based scaling and
/ / ' / / N\ / ) N statistics-based model synthesis [11].
\\ \
U AR AW y
! ‘ } s : E A. Direct model creation
': 1] (] ({t]
K \/ &; “/ \ \;’ \ \/ This method represents a construction of a human form
'\\, \;\ NS m NS \3 A\ and anatomical models via 3D scanning. 3D scanners or RGB

R scanners with Kinect are used for the object’/human model
acquisition. The huge problem with this method is the holes and

Left to right: average shape, with height increased by 10 cm, weight gl? ps n th,e Scanﬁ'ed data, duehto the Slelfjcolll tact (for exafl‘npﬁe
increased by 20 kg and increased the ratio erect sitting height the armpits). This causes the topological structure of the

(increased by 5 c¢m) to the stature (unchanged from the initial). scanped mod.el.A In the case of phase changes,fhe human will
obtain unrealistic shape. Apart from the acquisition error of the

capturing device (e.g. holes and noise in a scan), the clothes
III. DATABASES are additional difficulties for the body representation.
A good practice is meshing hands, feet and head separately

Regarding 3D body shape datasets, we can mention several  of the body [4]. They contain more details, like the hair on the
of them, freely available online [6], [7]: head.

e Civilian American and European Surface Anthropometry
Resource (CAESAR) project is the earliest research on
anthropometric surveys conducted by 3D scanners. This is
the largest commercially dataset, which contains raw 3D
colored meshes with missing regions. It contains
approximately 4000 human bodies of different shapes
(male and female bodies) [6]. An example is shown in Fig.
3 a).

e Shape Completion and Animation for PEople (SCAPE)
dataset is built by only one subject in different poses. As a
result, 71 meshes using only geometric information,
reconstructed from real data, are obtained [8]. In Fig. 3 b),
one of those registration is visualized.

e FAUST - This data set containing 300 real, high-resolution
human scans of 10 subjects in 30 poses, is created with a
common template using a texture-based registration
technique [9]. An example can be seen in Fig. 3 ¢).

Fig. 3. Editing tree anthropometric parameters of a women’s body.

Fig. 5. Example of scan of a human torso, clothed with a t shirt.
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For example, in Fig. 5 a 3D scan of human (male) torso,
clotted with a T shirt is presented. Referring the measurement
landmarks (see Fig. 1), there are 11 landmarks which we want
to obtain, but the information is missing (due to the T shirt,
which gives wrong information about the real sizes): 2 - upper
arm length, 4 - length of scye, 5 - back length, 13 - waist girth,
17 - abdomen girth, 18 - height hip girth, 19 - underbust girth,
20 - chest bust length, 21 - back width, 22 - chest bust width,
24 - shoulder length.

B. Image-based reconstruction

The image-based reconstruction, or photogrammetry is a
process for recovering the exact positions of object’s surface
points applying measurements made in multiple separated 2D
images from a set of angles. The creation of a digital human
model consists of the following steps: 3D point cloud
generation; structuring and modelling (segmentation the
relevant anthropometric information and mesh generation);
texturing and visualization [12]. The produced model often still
contains gaps (the noise and depending on the background of
the subject), but is cheap and accessible (requires a set of 2D
images).

To create a 3D representation of a human figure,
Ramakrishna et al. used 2D coordinates of anthropometric
landmarks in a 2D image. The method can work with a simple
body poses and estimates the camera using a matching
algorithm, working on the image projections. Ramakrishna et
al. propose a condition for the sum of squared limb-lengths,
computed in closed form, necessary for the creation of realistic
3D human configurations. The method is robust to missing data
[13].

C. Template model-based scaling

The template model-based scaling method is a process of
deformation of a single template human body model to obtain
an additional model. From this template model, its landmarks
(limbs) and proportions are scaled and adjusted to create new
body shapes. The first step of the template model is marking
the specific regions and identifying them with unique numbers.
After that, a correspondence of specific regions of the main
body mesh (set of vertices) is done. This process is based on
the measurement landmarks extracted from ISO-7250 and ISO-
8559 standards, illustrated in Figure 1 [2]. It is a simple method,
which generate new datasets with small resources (only one
body scan).

Ponli¢ et al. [14] propose anthropometry-based approach
can successfully segment various body-types. They utilize a
generated 3D body model to segment six specific body parts of
the human: head, torso, left and right arm, and left and right leg.
Their approach is sensitive to outliers and the quality of the 3D
reconstruction, due to the low-cost scanner that they had used.

D. Statistics-based model synthesis

A statistical shape model can be built using a set of examples
of a shape. For the training set, each shape is represented by a

set of n labelled landmark points. They are consistent from one
shape to the next one. Given a set of such labelled training
examples, they need to be aligned into a common coordinate
frame. The idea is to minimize the sum of squared distances to
the mean of the set. Then, each shape can be represented by a
2n element vector. The aligned training set forms a cloud in the
2n dimensional space. It can be considered as a sample from a
probability density