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Prognostics and Health Management of Solid Oxide
Fuel Cell Systems: Challenges, Accomplishments

and Trends

Pavle Boškoski, Boštjan Dolenc
Jožef Stefan Institute, Department of Systems and Control

Ljubljana, Slovenia
∗pavle.boskoski@ijs.si

Abstract—There are several competing technologies with po-
tential of replacing our dependence on fossil fuels. Fuel cells or
hydrogen based technologies are one of them. Although the this
technology is sufficiently mature there are still challenges that
hinder its broad applicability. Our focus is on a particular type
of fuel cells, so-called solid-oxide fuel cell (SOFC). Currently, this
type of fuel cells provide the best efficiency (fuel to electricity
conversion). Due to high temperatures of operation, the durability
of SOFCs is affected by thermal stress and material degradation.
We will focus on the current status of this technology, its main
advantages as well as the latest achievements in the field of
prognostics and health management (PHM).

Index Terms—fuel cells, hydrogen, health management

I. INTRODUCTION

Energy security is one of the main pillars of our modern so-

ciety. The projections for the EU energy consumptions foresee

a slight decrease in our energy demand, however oil will retain

its top position in the energy share of the continent. This is

predominantly due to the requirements of the transportation

sector. Since European oil reserves (excluding Russia) are

virtually nonexistent it is of great importance to reduce our

dependance on oil due to two main factors. First there is the

obvious ecological viewpoint that supports Europe’s strong

dedication towards significant reduction in green house gas

emission. Second is from a purely financial standpoint, since

oil imports amount to 15% of the overall imports by the

EU. By analysing the EU energy consumption by sectors

the three most energy demanding segments are transportation,

residential consumers and district heating systems. Addressing

the demands of these segments can significantly decrease our

dependence on imported energy.

Currently we are witnessing a substantial growth in the

installed renewable energy sources predominantly wind farms

and solar power plants. The biggest deficiency of these systems

is the intermittent nature of power generation. Therefore in

order to exploit these power sources in full while in the same

time to satisfy our demand of energy it is required to provide

means of efficient energy storage and energy diistribution

systems.

The distribution gird for electrical energy is very efficient.

It estimated losses are in the range of 5% to 8% [1]. As a

result a lot of effort is put into the development of energy

storage devices that can harness the electrical energy. When

analysing the available technologies the usual metrics involve

two properties: energy density (Wh/kg) and power density

(W/kg). On one side of the scale are batteries and fuel cells,

which have high energy density but low power density. On the

other side are super capacitors with somewhat lower energy

density but quite high power density. Our focus is on how

energy density devices i.e. batteries and fuel cells.

Currently the leading technology in batteries development is

based on Lithium. From a geo-political viewpoint, Europe is in

the same situation as it is with oil. The world’s largest deposits

of this element are in South America and China. Therefore

in long term building our society solely on Lithium based

batteries will make us highly dependent on resources that are

outside of our borders.

Unlike batteries that are energy storage devices, fuel cells

are energy conversion devices. They convert chemical energy

stored in the hydrogen fuel into electrical energy through

electrochemical combination of hydrogen and oxygen. Based

on the hydrogen source, principle of operation and oper-

ating temperature, fuel cell technology distinguishes among

SOFCs [2], low-temperature proton exchange membrane fuel

cells (PEMFCs) [3], high temperature polymer electrolyte

membranes (HT-PEMs) [4], direct methanol fuel cell (DMFC),

sulphuric acid fuel cell (SAFC), molten carbonate fuel cell

(MCFC), solid polymer fuel cell (SPFC), and alkaline fuel

cell (AFC) [5]. Regarding fuel cells there are roughly three

technology groups: low temperature PEM cells, high tem-

perature MCFC and the so-called SOFC. Unlike batteries,

that are capable of storing of electrical energy, fuel cells

use hydrogen as a fuel. Consequently, when analysing the

viability of fuel cell technology (or commonly referred to

as hydrogen technology) vs. batteries there are several points

that on first glance make the fuel cells as wrong choice. Key

among them being production, compression and distribution of

hydrogen. However making a more detailed analysis provide

a completely different story.

The SOFC technology offers very high conversion efficiency

that is close to 60%. Therefore using renewable energy sources

in the time intervals when there is an excess of energy it is

possible to produce a so called green hydrogen with very little

losses.

The second issue, compression, is usually addressed from
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the viewpoint of mechanical compression devices that are

highly inefficient in particular for low density hydrogen.

However, there are currently solutions that are based on the

concepts of electrochemical compression capable of reach-

ing 1000 bars of pressure without any moving components.

Consequently, the compression process can be performed with

efficiency of almost 80%.

The final issue is the transportation. Compared to other parts

of the world, the EU has vast and extremely well developed gas

pipeline system that is currently used for delivery of natural

gas to almost every household on the continent. There are

already examples where hydrogen is used as a supplement to

the existing natural gas. The ultimate goal is to use segments

of the pipeline as a delivery system for hydrogen to the end

users.

This analysis shows that hydrogen based technologies are

viable solution to the issues regarding the energy security.

Even more, the SOFC technology can be built without any

rare earth minerals thus completely rendering our dependence

on foreign materials. In the remaining of the paper we will

present the current state of development of the SOFC based

fuel cells, open issues regarding their exploitation and future

trends.

II. SOFC IN A NUTSHELL

Fuel cels consist of three adjacent layers: (i.) anode,

(ii.) cathode, and (iii.) electrolyte. Fig. 1 displays the basic

principles and essential components of a single SOFC. The

main purpose of the electrolyte is to transport oxygen ions

O2− from the cathode to the anode, while at the same

time preventing direct contact between anode and cathode

chambers. The ions are formed via oxygen reduction reaction

at the cathode, which is continuously fed with oxygen. On the

other side, at the anode, the O2− ions react with hydrogen

in the process of hydrogen oxidation. In addition to H2O,

two electrons and some heat are released. The electrons travel

through the external load to reach the cathode, where they

participate in oxygen reduction reaction. In addition, one of

the major advantages of the SOFC is its ability of internal

reforming of the fuel. This property allows the fuel cells to

operate not only on pure hydrogen, but on also other hydrogen-

rich fuels, such as methane.

Theoretically, the voltage of a single SOFC can reach up

to 1.2 V, depending on temperature, pressure and gas com-

position. The power output, however, is heavily conditioned

with the active area of the fuel cell. Typically, the larger

the active area of the cells, the higher the power output.

However, the limiting factor for the size of the individual

fuel cells is related to the thermo-mechanical stress induced

due to thermal expansion coefficient (TEC) mismatch of the

adjacent layers. With larger cells, temperature gradients over

the cells become larger, thus causing higher stress on the

materials, hence compromising their safe operation. Therefore,

to increase power output, a number of fuel cells is connected

in parallel to form a fuel cell stack.

H2 +O2− → H2O + 2e−

CathodeAnode
Electrolyte

Load

H2

H2, H2O

O2

O2

O2−

2e−

1
2O2 + 2e− →O2−1
2O2 + 2e− →O2−

Fig. 1: The basic principles of a SOFC and its essential

components.

Since the SOFCs operate at high temperatures, the stack is

usually enclosed in an insulated housing to reduce heat losses.

The stack then connects with a balance of plant (BOP) module,

which carries out the pre-treatment of the incoming gases.

Depending on the scale of the installation, the BOP consists of

different interconnected components, such as heat-exchangers,

blowers, fuel reformers, pipes, valves, etc.

III. PHM IN FUEL CELLS

The degradation occurring within the fuel cells inherently

impedes the efficiency of power conversion. Apart from the

fact a great deal of effort has been dedicated to the understand-

ing of SOFC degradation mechanisms [6], only a relatively

limited set of diagnostic approaches is available.

The PHM can be defined as a set of activities in which

the main perspective is to enhance the effective reliability and

availability of a product in its life-cycle conditions by detection

of current and approaching failures [7].

Fig. 2: PHM structure from [8]

Figure 2 shows basic self-contained building blocks of

an PHM system, divided in seven layers. On the lower levels

L1 the data is collected employing sensors and transducers. In

the data processing level, features that carry information about

the condition of an underlying system are extracted from the

collected data. Further up, in the condition assessment layer,

the features are evaluated in a sense that any deviation from
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the normal operation is detected. If changes in the behaviour

are detected, then the fault alarms are triggered. In the next

stage, in the diagnostic layer, the patter of the triggered alarms

are compared with known failure modes to possibly identify

the cause of the triggered alarms. Having identified the faulty

component, the prognostics layer aims to predict how the

component in question will operate in future based on the

historic data from the previous layers.

Within this framework, several passive fault detection and

identification (FDI) approaches have been proposed to con-

stantly monitor components that supply and pre-treat fuel

before entering the reaction chambers of the fuel cells. That

encompasses several analytical model-based approaches [9],

[10], black-box approaches [11] and signal processing ap-

proaches [12]. However, yet the most predominate approaches

to health assessment build on the use of electrochemical

impedance spectroscopy (EIS). Characteristic for EIS is that

applies local probing directly on the fuel cells in order to

excite all the relevant dynamic modes related to chemical

processes in the system to gain more detailed information

about condition of the cells themselves. Although it has been

around for several decades, the way it is used has not changed

much.

Conventional EIS techniques use low-amplitude sinusoidal

excitation, repeatedly performed at different frequencies, from

which then the gain and phase of the points on the Nyquist

curve are estimated. Such an approach suffers from too long

probing time that is usually required to obtain high-quality

EIS spectra. That means too long perturbation of the process in

operating mode. Particularly critical is estimation of EIS curve

at low frequencies as normally several periods of a sinusoid

are required to extract precise information.

By applying excitation over a wide range of frequencies

simultaneously, the authors in [13] showed that the same

quality of the results as in conventional EIS can be obtained at

the substantially shorter probing times (an order of magnitude).

The evaluation of EIS curve is done by post-processing of

the current and voltage signals by means of complex wavelet

transform. Apart of the much shorter probing session, addi-

tional benefit is also much better resolution of the EIS curve

obtained compared to the conventional EIS, as it is defined

by the sampling rate. Savings in required probing times can

gradually diminish when the required precision of the spectral

reconstruction at low frequencies is increasing.

The measured EIS data can then be further processed to

extract relevant information about the health status. Here,

several approaches serve as tools the EIS data have to be

interpreted either through the change of the pattern of the

EIS curve, or by interpreting changes in the parameters of the

equivalent circuit models (ECM) [14], [15] and distribution of

relaxation timess (DRTs) [16].

A. Data acquisition

A block scheme of the data acquisition system consisting

of several interconnected components is shown in Fig. 3. It

includes programmable digital load, data acquisition device, a

current probe, and controlling unit that connects the function-

ality of all the components.

Electronic
load

1 2 3 4 5 6

+ -

I

CH1 CH2CH3 CH4CH5 CH6 CH7

Current
Probe

CH1 CH2CH3 CH4CH5 CH6 CH7

Analog lowpass filter

Data acquisition card

Controling
Monitoring
Diagnostics

unit

USB

Ethernet

Internet

Fig. 3: Block scheme of the system for impedance character-

isation of electrochemical energy devices

An electronic load is connected directly in series with the

SOFC and is used to set DC current as well as to superimpose

various excitation signals. This way, the current in the system

is controlled by the load, and defined by the system operator. In

more industrial circumstances, the electronic load can be also

replaced by incorporating its functionality in power condition-

ing unit which is then connected to the electric grid. However,

by doing so, one needs to keep in mind the limitations of

connected power electronics when designing the excitation

signals. The electrical current is measured using a non-invasive

current probe which offers sufficiently high bandwidth and

does not disturb the functionality of the system. The data

acquisition hardware allows for individual cell voltages and

the output of the current probe to be measured simultaneously.

This way individual cells can be monitored at the same time

and allow for more accurate isolation of the possibly faulty

cell. Figure 4 show an excerpt from the data collected during

one probing.

Fig. 4: An example of the data collected on a single SOFC.

The electronic load and the data acquisition hardware are

connected to a computer that orchestrates the probing. First

the electronic load is triggered to superimpose the excitation

signals to the system while the the response from the cells and

current probe are logged. Furthermore, the computer allows

to design a schedule of experimental probing to facilitate

automated and regular experiments. If needed the computer

can also be used to process the data on sight, or send it to the

cloud.
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B. Data processing and feature extraction

The conventional frequency domain signal analysis per-

formed with the Fourier transform, provides a detailed picture

of the frequency components present in the signal but without

any information regarding their time occurrence and duration.

Time-frequency analysis offers a solution to this problem

thus providing the information about the temporal details as

well. Typical examples are the Short-time Fourier transform,

Wigner-Ville distribution, wavelet transform etc.

Regardless of the selected method there is a theoretical

limitation on the joined time-frequency resolution. Unlike

other methods, the wavelet transform enables flexible selection

of the desired time-frequency resolution by introducing the

concepts of scaling. Wavelet transform is based on a set of

specifically designed functions called wavelets. The continu-

ous wavelet transform (CWT) of a square integrable function

f(t) is defined [17]

Wf (s, u) =

∫ ∞

−∞
f(t)Ψ∗

u,s(t)dt (1)

where wavelet function Ψ∗
u,s(t) is scaled by s and translated

by u version of original mother wavelet Ψ(t):

Ψ∗
u,s(t) =

1

s
Ψ(

t− u

s
) (2)

The key parameter in CWT is the selection of the wavelet

function. EIS analysis requires information about the ampli-

tude and phase of the excitation and response signals, therover

a complex Morlet wavelet function is readily available [18]:

The time and frequency localisation is determined through the

parameters u and s respectively. More details regarding the

properties of the Morlet wavelet and the application of CWT

for EIS analysis can be found in [13].

4 5 6 7

Re{Z(jω)} × 10−3

0.0

0.5

1.0

1.5

−I
m
{Z

(j
ω
)}

×
1
0
−
3

Fig. 5: An example of a Nyquist curve of a single SOFC.

The voltage/current signal pairs from Fig. 4 are transformed

employing (1), devided and averaged over time to obtain

Nyquist curve show in Fig. 5.
1) Feature extraction: Observing changes in Nyquist

curves can be directly employed for detecting a change in

a system and condition monitoring. However, a more con-

cise information is required to facilitate the identification of

degradation mechanism. This can be achieved by modeling the

measured Nyquist curve in one way or another and is often

referred to as deconvolution of the EIS spectra.

Generally speaking, there are two approaches to deconvolu-

tion of the EIS spectra: (i.) ECM modeling through non-linear

optimisation (ii.) non-parametric identification of the Nyquist

curve through DRT [19]. From mathematical point of view the

above approaches are equivalent. That is, having one of the

two, one can easily derive the other one [20].

An ECM of fuel cell impedance can be described as a series

of RQ elements connected in series, as shown in Fig. 6. It has

R0

R1

Q1

R2

Q2

· · ·
· · ·

Rk

Qk

Fig. 6: General form of the ECM using RQ-elements

been shown that the degradation phenomena manifest in the

changes of the parameters of the ECM. Indirect observations

through DRT have recently been published [21]. Therefore, the

parameters of the ECM can be employed to identify ongoing

degradation mechanism.

There are several ways to estimate the parameters of any

model. For instance, having a fuel cell impedance model

structure

Z(jω) = Rs +
∑
i

Ri

τi(jω)αi + 1
(3)

one can formulate an optimisation problem

argmin
θ

c(θ)

where c(θ) denotes a loss function which describes goodness
of fit of the model with respect to measured Nyquist curve, and

the θ is a vector of model parameters. Following this approach

one obtains a point estimate of parameter values.

In order to obtain richer insight regarding the accuracy of

the estimates statistical based approaches can be employed.

The main is as follows. Given a model and data D , the

posterior distribution of the model parameters θ can be

estimated via Bayes rule as:

p(θ|D) =
p(D |θ)p(θ)∫
p(D |θ)p(θ)dθ (4)

where p(D |θ) is likelihood, p(θ) is prior, and∫
p(D |θ)p(θ)dθ is called marginal likelihood or model

evidence.

By constructing likelihood function and defining prior prob-

abilities (typically uninformative ones), the posterior of the

model parameters can be inferred employing four different ap-

proached: (i.) analytically in the case of the tractable required

mathematical operations, (ii.) employing numerical integration

techniques (iii.) through Markov chain Monte Carlo (MCMC)

simulations, (iv.) employing variational Bayes approximation.
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Fig. 7: Posterior probability density functions (PDFs) of the model parameters.

More on MCMC methods, and Bayesian inference, can be

found in [22].

In this case a sequence of three RQ elements, i ∈ {1, 2, 3},

the posterior distributions of the model parameters are shown

in Fig. 7. In particular, for each of the three RQ elements

i ∈ {1 . . . 3}, top row shows time constants τi, second row

shows resistances Ri, and third row shows their corresponding

αi exponents. The bottom row shows serial resistance. Note

that the parameters that belong to individual RQ element are

denoted with the same colour.

C. Fault diagnosis

The onset of faults typically results into a change of the

extracted feature values. The problem of reliable change

detection in selected feature is outlined in Fig. 8. The right-

hand figure shows the desired scenario i.e. the feature values

exhibit steady growth. Once the value surpasses the pre-

defined threshold an alarm is triggered. However, in the case

of incipient faults, the extracted feature values become close to

a pre-determined threshold value. Due to small variations one

can observe numerous short periods when the feature value is

higher than the threshold. This may lead to excessive rate of

false alarms, and thus reducing the confidence in the the PHM

system as a whole. This is a known problem that is usually

solved either by employing some sort of filtering approaches

or increasing the threshold values. Filtering approaches reduce

the response time of the detection system, whereas increasing

the threshold values reduces the its sensitivity. These problems

can be resolved by employing robust statistical tests.

Time Time

Alarm Alarm

FeatureFeature

Threshold

STABLE DETECTION UNSTABLE DETECTION

ON

OFF

Fig. 8: Problem with detection detection stability

A change is established by quantifying dissimilarity among

the features’ statistics in current and nominal fault-free state.
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By calculating Jensen-Rényi (JR) divergence among empirical

distributions of the features, the need for known operating

conditions and data records at various system failures is

avoided. The approach was initially developed for vibration-

based diagnostics for gears and bearings under constant and

variable operating conditions, here is adopted for change

detection in the parameters of an ECM, such as the one

presented in previous section.

To this end, the change detection algorithm builds on gener-

alised JR divergence to quantify the dissimilarity among two or

more PDFs. The JR divergence JRw
α quantifies dissimilarity

among n PDFs:

JRw
α (P1, . . . ,Pn) = Hα

(
n∑

i=1

wiPi

)
−

n∑
i=1

wiHα (Pi) ,

(5)

In (5) Hα is Rényi entropy and
∑n

i=1 wi = 1. The selection

of weights wi in (5) is in principle arbitrary. With wi selected

uniformly i.e. wi = 1/n, the divergence reaches maximal

value.

JR divergence quantifies shared information among n ran-

dom variables. If they are identical, i.e. P1 = P2 = . . . = Pn,

divergence is zero. However, if one of them deviates even

slightly, the JR divergence becomes different from zero. There-

fore, JR divergence carries information about dissimilarity

among n PDFs.

Since we are seeking a way to detect a change in the

statistics of the parameters of an ECM which were estimated in

the previous section, JR divergence offers an elegant solution.

To detect a change in the parameter, all that is needed

is a reference set where the fuel cellwas operating under

normal operation. Once the reference data is available, we

can compare the online estimates of the model parameters

with the reference ones. This is demostrated in Fig. 9. To be

more precise, Fig. 9a shows how one of the parameters in from

Fig. 7 behaved during a 600h long durability experiment of

an SOFC short stack comprising of 6 cells. During this test,

the data was collected every 6 hours. The figure was obtained

by processing the data as described above in the paper. Note

that there are three events that were intentionally triggered,

which are marked by yellow strips. It is apparent that the

selected condition monitoring parameter is affected by these

changes. After the first event, the cell recovered, however,

after the second experiment the cell remained permanently

damaged. The change detection facilitated by employing JR

divergence is shown in 9b. In this case, 10 PDFs were included

in a reference data set, and compared with a set of 10 in

an ”online” mode. The JR divergence detects a first change

in the parameter clearly, thus triggering the alarm. After this

first event the cell stabilised and returned to normal operation.

Further in the experiment, the the second event also caused

severe change in the parameter. The algorithm clearly detected

this change. However, after this second event the cell never

recovered to its original state, hence the value of JR divergence

remained at high level.

0.01

0.02

0.03

0.04

(a) Time evolution of the parameter
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(b) JR divergence based change detection

Fig. 9: Results of the proposed JRD based fault detection

approach employed on a 3000 hours SOFC run-to-failure

experiment.

D. Prognostics

Various approaches to condition monitoring have been pro-

posed with the aim to detect the onset of fault and hence

allow for the design of accommodation actions [6], [23].

However, for safety reasons and maintenance purposes, the

information of particular practical value is how long will the

system operate prior to its end of life (EOL). Relatively little

attention has been devoted to the development of algorithms

for predicting SOFC remaining useful life (RUL).

So far, some more work has been done in the area of

proton exchange membrane (PEM) fuel cells. Although PEM

and SOFC differ in many aspects, it is worth screening the

main ideas applied to PEM. For example in [24], the authors

discussed and summarised challenges related to PEM fuel cell

prognostics and RUL predictions. The authors identify the

importance of suitable health indicators for RUL prediction

and address the definition of EOL point of fuel cells.

Works related to RUL prognosis in PEM aim at modelling

temporal evolution of stack voltage, voltage related power

output, or efficiency due to degradation [24]. The most com-

mon approach is to consider voltage as state of health (SOH)

indicator and perform RUL upon evident drift in stack/cell

voltage. Such a characterisation of SOH is often justified

because voltage is directly associated with power output, and

hence the efficiency of power conversion. Relatively few works

define SOH differently, see e.g. [25]. Various empirical models

are then employed in order to predict voltage drop in future
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and estimate RUL. The employed models range from simple

ones with linear, polynomial and exponential structures [26], to

complex structures common in machine learning society [27]–

[30].

However, from the practical point of view, such approaches

become quickly unsatisfactory, especially under varying op-

erating conditions. This issue was recently addressed and

published by the authors [31]. In the afformentioned paper, the

authors propose an an estimator of stack’s internal resistance,

such as the one in Fig. 7, by employing an Unscented Kalman

filter (UKF).

1) RUL estimation: The main concept of RUL estimation

is outlined in Fig. 10. At each time moment k, when current

estimates of internal resistances become available, the model

parameters are updated. Next, the model is used in open-loop

simulations until time step k+N , when the modelled feature

crosses a pre-defined failure threshold. RUL is then simply N
number of steps multiplied by the sampling time.

The RUL plot displayed in lower part of Fig. 10 is obtained

by plotting estimated RUL distribution at each time moment k.

An example of such a plot is shown in Fig. 11. Explanation

of the Fig.is as follows. The x-axis shows running time, while

the y-axis displays the RUL distribution. True RUL is denoted

by dashed thick line and it shortens linearly in time. The blue

thick line is the estimate most probable value of RUL, while

the colored contours plot corresponding distribution. In the

beginning of the experiment, when only a little information

about the degradation is available, the predictions are poor.

With time passing, the stack degrades further and the model

incorporates this new information. Thus, model becomes more

accurate and is able to predict RUL more accurately. More

details can be found in [31].

Fig. 10: RUL prediction concept

2) Degradation modelling: In order to be able to perform

accurate RUL estimation accurate degradation models are

required. Although, degradation is a very complicated process,

sufficiently accurate RUL estimations can be achieved using

quite simple approaches.

One of such models described in [32] reads:

rd(FU, T, j) =
0.59FU + 0.74

1 + e(
T−1087
22.92 )

(
e2.64j − 1

)
. (6)

where rd is the degradation rate, FU , T and j are fuel utilisa-

tion, temperature, and current density, respectively. These are

all process variables, which can be manipulated and controlled

in order to minimise the degradation rate. Model (6) was

recently adopted for predicting how the fuel cellstack will

degrade in future [33]. The parameters, i.e. numeric values

in (6) were estimated from the data employing Bayesian

approach.

The prediction results are shown in Fig. 11. The results show

that 800 hours before the end-of-life, the model accurately

predicts the RUL. Furthermore, the variance (uncertainty) of

the predictions are decreasing as the time progresses i.e. the

model predictions are becoming more precise as we approach

the end-of-life.

IV. CONCLUSION

The presented results addressed three aspects of PHM

for SOFCs. A solution is provided regarding the feature

extraction using fractional order models of SOFCs. Based on

the statistical properties of these features a reliable change

detection algorithm is proposed. The algorithm is based on

multi-dimensional JR divergence. Finally, a computationally

efficient algorithm for RUL estimation is presented.

Taking into account the maturity level of the SOFC tech-

nology, we should be witnessing an increased number of

installations of such systems. By doing so we will become

more self-reliable in the context of energy security, since

all the raw materials required for these systems are readily

available in our region. Furthermore, the fuel cell technology,

in particular SOFC, provides an approach for local fuel pro-

duction. All these benefits makes the hydrogen technology a

viable candidate in the process of seeking alternative to our

dependence of fosill fuels.
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Comparison of Wave Digital and Circuit Models of 
Microstrip Single-Stub L-Tuners 

Biljana P. Stoši  and Nebojša S. Don ov 

Abstract – A simple wave digital models of microstrip single-
stub tuners have been presented in this paper. Advanced Design 
System (ADS) software and MATLAB/Simulink environment 
are used to design and simulate the investigated microstrip 
circuits and their models. A comparative study is carried out, the 
results of which are summarized here. The comparison of the 
simulation results of the investigated models shows that there is a 
good agreement between them. 
 

Keywords – Microstrip circuit, circuit models, wave digital 
models, single-stub tuners. 

I. INTRODUCTION 

Recently, much work has been concentrated on the 
development of wave digital (WD) approach for modeling and 
analysis of different physical systems. Research on 
application of WD structures for electromagnetic (EM) field 
simulation is reported in many literatures, e.g. Bilbao [1] and 
Russer et al. [2]. Maggioni in [3] presented an application of 
Advanced Design System (ADS) to simulations of different 
microstrip structures based on their wave digital network 
(WDN) representations. In [4], Franken et al. gave a 
framework for the automated generation of the wave digital 
structures, and the reference circuit is assumed to comprise 
arbitrary connection types. 

The concepts of WDNs have their origins in the field of 
filter design, where they are designated more specifically as 
wave digital filters [5]-[8]. 

Basically, it is important to analyze microstrip structure 
quickly, to get proper information in short time. In practice, 
many models have been in use: EM models, electric circuit 
models, etc. EM models are highly accurate, as they aim to 
model interactions in whole structure; however this makes 
them extremely complex and time consuming. Electric circuit 
models however are less complex and provide sufficient 
representation of a structure.  

The modeling of microwave structures comes with 
challenges, one of which is to obtain the wave digital model 
of the different junctions with several arms (i.e. transmission 
lines). This study is carried out to develop WD models of 
microstrip single-stub L-tuners and to compare those models 
with the other ones. Various microwave devices require the 
use of tuners in experimental verification of their 
performances.  

 

This paper describes modeling and analyzing procedures 
for microstrip circuits based on use of one-dimensional wave 
digital approach. Frequency responses are obtained by direct 
analysis of the block-based networks formed in Simulink 
toolbox of MATLAB environment. This wave-based method 
allows an accurate and efficient analysis of different 
microwave structures. 

 Amplitude-frequency responses of S21 parameter for 
different symmetrical microwave circuits are discussed in the 
previous paper [9]. In this paper, a comparative study of S21 
and S11 parameters obtained from wave digital and circuit 
models is carried out. Asymmetric microwave circuits with 
very thin conductor lines are modeled and analyzed. 

II. WAVE DIGITAL NETWORK  

Some general properties and basic aspects of the one-
dimensional wave digital approach that are of considerable 
importance, related to this work, will be discussed here 
briefly. 

In order to generate a method for construction of algorithm 
that efficiently implements microstrip structures utilizing 
cross-junction opened stubs, their layouts have to be observed. 
Fig. 1 illustrates the known configuration of considerable 
interest - a microstrip structure with cross-junction opened 
stubs; it is assumed that this structure consists only of uniform 
segments assigned from UTL1 to UTL4. 

Fig. 2 illustrates the equivalent WDN of the known 
microstrip circuit associated with Fig. 1. In accordance with 
the general method outlined in Section II in [9], this WDN is 
created. The WDN is a general resultant network, i.e. structure 

model comprises 
4

1k kt nn  unit elements, one four-port 

parallel adaptor and two two-port series adaptors. 
 

 
Fig. 1. Microstrip circuit with cross-junction opened stubs: 
symbolical representation of uniform segment connection 
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Fig. 2. Wave digital network of a planar microstrip structure with 

cross-junction opened stubs 
 

The equation set for four-port parallel adaptor, symbolically 
presented in Fig. 2, is: 

 kk AAAAAB )( 44332211 , (1) 
where the adaptor coefficients  

  n
j j

k
k

G
G

1

2 , 1, 2,3, 4k , (2) 

depend on port conductances kk RG /1 ,  with kR  being 
port resistances, and  

 
24

1k k . (3)   

According to the last equation, it is possible to eliminate one 
coefficient, i.e. 4 , in order to reduce number of adders in 
resultant wave digital network of this adaptor. In this case, the 
new equations are: 

 

3

1
444 )(

k
kk AAAB , (4) 

 )( 44 kk AABB , 3,2,1k . (5) 

III. MATLAB/SIMULINK MODEL 
IMPLEMENTATION 

MATLAB is an excellent tool for simulating structure, and 
for creating the valuable “proof of concept”. Block diagram is 
a representation of physical structure using blocks. Individual 
blocks can be put together to represent the structure in block 
diagram form. Individual blocks can be the basic blocks or 
they can be subsystems. They are considered in the text given 
below. 

Simulation of Simulink model represents a series of 
MATLAB and Simulink commands and functions which are 
used for its creation. Response is obtained directly in the time 
domain, and Fourier transformation is used for frequency 
response calculation. A major part here is formed Simulink 
model (slx-file), whereby the slx-file is run by m-file that is 
provided for initialization, response calculation and plotting. 

A correct equivalent wave-based model depends on 
structure geometry. The models represented here are upgraded 
to the previous models given in [9] in order to calculate all S-
parameters, not just S21. 

 
(a) 

 
(b) 

Fig. 3. General Simulink models of WDN from Fig. 2:  
(a) S11 and S12 parameters, and (b) S21 and S22 parameters  

 
Fig. 3 illustrates the general Simulink model formed in 

accordance with the present wave digital network shown in 
Fig. 2. As stated hereinabove in association with Fig. 2, Fig. 3 
comprises the blocks Line_1, Stub_2, Line_3 and Stub_4 
representing models of uniform segments, the block 
ADP_T1S2T3S4 representing four-port parallel adaptor, as 
well as the blocks ADP-In and ADP-Out representing two-
port series adaptors. The two-port adaptors at the ends are 
used for matching source and load resistances to the rest of the 
WDN. The two-port adaptor coefficients are 

 
)/()( 11 cscss ZRZR , (6) 

 
)/()( 33 lclcl RZRZ . (7) 

Simulink model of four-port parallel adaptor with port 4 
being dependent, depicted in Fig. 4, is formed in accordance 
with Eqs. (4)–(5). 
 

 
Fig. 4. Simulink model of four-port parallel adaptor with  

port 4 being dependent 
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IV. RESULTS AND DISCUSSION 

In radio frequency (RF) engineering, stub tuners are often 
very convenient because they are simple to implement and 
cheap to manufacture: they only require more of the same 
material used to make the transmission line. The stub can 
simply be fabricated as a part of transmision media onto the 
PCB (Printed Circuit Board) along with the rest of the circuit. 
The goal that stubs are designed to accomplish is to cancel out 
the reactive component of the load to be matched, thus they 
will only work at a specific frequency. 

 Validation of the proposed circuit modeling is 
demonstrated and discussed in this section as follows: 

 simulating the developed wave digital models, 
 extracting the model S-parameters, 
 plotting parameters. 

In order to evaluate these results, a comparison is carried 
out. Different microwave structures based on microstrip 
technology are simulated using the same characteristics of the 
substrate. The structures chosen for the comparison are made 
on cheap FR-4 substrate of dielectric thickness 0.8mmh , 
relative permittivity 4.5r , loss tangent tan 0.02 , and 
metallization thickness 35 mt . 

The circuits depicted in next figures have been 
manufactured by the other researchers and their S-parameters 
have been measured with an Agilent N5227A vector network 
analzyer and the results are shown in [10]. The measured 
results are then de-embedded in order to neutralize the 
influence of the SMA connectors. Circuits with very thin 
microstrip lines having high characteristic impedances are 
modeled, i.e. 0.3mm  and 0.6mm  in Figs. 5a and 6a, 
respectively. The effect of the manufacturing tolerances of 
narrow lines can influence the power division between the 
ports. 

The models are build in both ADS and MATLAB/Simulink 
and illustrated in Figs. 5 and 6. The models are than 
simulated, and plots of the magnitudes of the reflection 
coefficient (S11) and transmission coefficient (S21) versus 
frequency are generated. The comparison between the results 
of simulation is given in Table I. Table I summarizes the shift 
in resonant frequencies discussed for the electromagnetic 
simulator, circuit simulator, WD model and measured results.  

The agreement between this simulated results and the 
measured ones is very good despite a frequency shift and an 
increase in the insertion losses. The degradation between 
results could be attributed to increased dielectric losses in the 
substrate fabrication error. The proposed approach is 
implemented on a processor Intel(R) Core(TM) i5-3470 CPU 
@ 3.20 GHz . A time for a response calculation from WD 
models is very low, i.e. 6.6 s  and 5.2 s , respectively. ADS 
Momentum requires more than 20 min for response 
calculation. Generally, the WD method provides the fast 
simulations versus complex and time consuming 3D models. 

 
 

TABLE I  
SHIFTING OF RESONANT FREQUENCIES FOR SIMULATED AND 

MEASURED RESULTS 

Simulation/Measured 
/WD results 

Resonant frequency [GHz] 
Example 1 Example 2 

WD model 2.6 1.45 
ADS circuit model 2.95 2.25 
ADS Momentum 2.75 1.8 
Measured [10] 2.8 1.85 

 
 

 
(a) 

 
(b) 

(c) 

 
(d) 

Fig. 5. Microstrip single-stub L-tuner (Example 1): (a) circuit model, 
(b) layout, (c) wave digital model, (d) result comparison 
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(a) 

 
(b) 

 
(c) 

 
(d) 

Fig. 6. Microstrip single-stub L-tuner (Example 2): (a) circuit 
model, (b) layout, (c) wave digital model, (d) result comparison 

V. CONCLUSION 

Single stub tuners have the ability to match any load 
impedance that has a positive real component, but they require 
placement at a specific distance from the load to maintain 
matching. This paper presents an investigation of both wave 
digital model and circuit model for microstrip single-band 
tuners. The objective of the proposed models is to reduce time 

of simulations of different time-consuming electromagnetic 
structures.  

Using ADS software the equivalent circuit models are 
simulated. Using MATLAB/Simulink enviroment wave 
digital models are generated and simulated. The development 
of the model would aid in reducing the time taken to design 
microstrip circuit in electromagnetic simulator, due to the fact 
that the developed WD elements can be built-in MATLAB 
simply by using library elements. Synthesis of wave digital 
model of structure with more or less elements is easy task 
with simple addition or substraction of existing blocks. 

The results obtained from both wave digital and circuit 
models are in good agreement with one another, as well as the 
measured results. It can be observed also how dimensions of 
the microstrip lines of the circuit geometry contributes to the 
respective resonant frequencies. 
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Design of CPW-fed asymmetrical slot array for K-band 
applications 

Marija Milijic1 and Branka Jokanovic2 

Abstract – This paper discusses the design of an antenna array 
consisting of rectangular slots positioned asymmetrically relative 
to CPW feeding line. The proposed asymmetrical slots offer 
greater flexibility in antenna design and easier control of crucial 
antenna parameters such as gain, side lobe suppression and 
bandwidth. Additionally, the proposed antenna is intended for 
frequency range 24.25-27.5 GHz and therefore it is suitable for 
future great capacity broadband 5G technologies.  
 

Keywords – Antenna array, Asymmetrical slot antennas, 
CPW-fed antennas, CPW T-junction. 

I. INTRODUCTION

With the rapid growth of the wireless communication 
system, sub-6 GHz frequency range has become overcrowded. 
Therefore, the operation bandwidth of the upcoming 5G 
networks will be at higher frequencies compared with 
previous generations of mobile communication networks [1]. 
Several promising millimetre-wave bands have been released 
by the International Telecommunication Union (ITU) for the 
5G wireless communication system that include the 24.25 –
27.5 GHz, 37 – 40.5 GHz, 66 – 76 GHz bands [2]. 
Meanwhile, the Federal Communications Commission (FCC) 
has considered the spectrum of approximately 11 GHz above 
24GHz for flexible, mobile and fixed wireless broadband for 
the next-generation 5G networks and technologies in the 
United States [3]. Among the available millimetre wave 
spectrum, frequency around K band is extensively highlighted 
for 5G because of lower atmospheric absorptions and 
relatively lesser attenuations while these effects become more 
prominent at higher frequencies [4]. 

Furthermore, 5G generation of mobile networks are 
intended to connect hundreds different devices creating 
crucial demands for services of great broadband capacities 
and transmission speeds [1]. Consequently, new challenges to 
design of millimetre-band antennas have come out requiring 
antennas composed of dozens of radiating elements. Antenna 
arrays feature better radiation characteristics, combined with 
the reduced sizes and higher gains. CPW (coplanar 
waveguide) - fed antennas have received much attention for 
finding applications in 5G mobile communication systems due 
to their wide bandwidth, low cost, light weight, small size, 
and ease of fabrication [5-7].  

a) 

b) 

Fig. 1. CPW-fed asymmetrical rectangular slot: 
a) top view b) side view. 

This paper presents a centrally offset fed rectangular slot 
array designed for wide-band applications in 5G frequency 
range 24.25-27.5 GHz. The slots are located asymmetrically 
relative to CPW feeding line in order to easier control of 
crucial antenna parameters such as gain, side lobe suppression 
and bandwidth. Aside from planar structure and inexpensive 
fabrication, given simulated results report that the proposed 
antenna array has 1.85 GHz bandwidth in terms of radiation 
pattern and 1.2 GHz bandwidth in terms of S11 parameter with 
16 dBi average gain that make this class of antennas a good 
candidate for a variety of 5G communication applications. 

II. CPW-FED ASYMMETRICAL SLOT ANTENNA

Geometrical view of the proposed CPW-fed asymmetrical 
slot antenna is shown in Fig. 1. It is modelled using a 
substrate with thickness of h=0.508 mm and relative 
permittivity of εr=2.54. The rectangular slot is with width a
and arms of different length b1 and b2 causing that the CPW 
feed line is not positioned in the middle of slot. The widths of 
the strip and gap (W and G) of the CPW feed line, whose 
impedance is around 120 Ω, are 0.3 mm and 0.375 mm, 
respectively. The antenna’s metal surface is of size 15 x 
14 mm2. At the distance λ0/4 =2.89 mm from the slot antenna 
there is a reflector plate whose dimension are the same as the 
antenna’s dimensions (λ0 is wavelength in vacuum at the 
centre frequency fc=25.875 GHz).  

1 Marija Milijić is with the Faculty of Electronic Engineering, 
University of Niš, 18000 Nis, Serbia, E-mail: 
marija.milijic@elfak.ni.ac.rs 

2 Branka Jokanović is with the Institute of Physics, University of 
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Fig. 2. De-embedded impedance of the CPW-fed asymmetrical 
slot antenna versus frequency. The slot width, a and its overall 

length, b=b1+b2 are fixed.

TABLE I: 
SECOND RESONANCE AND IMPEDANCE OF CPW-FED ASYMMETRICAL 

SLOT ANTENNA VERSUS DIFFERENCE Δb BETWEEN ITS ARMS’ LENGTHS. 

Δb=b2-b1[mm] 2nd resonance[GHz] Impedance  [Ω] 

0 25.9  120 
1 24.85 80 
2 23.45 60 
3 22.05 55 
4 20.6 60 
5 19.15 55 

To estimate the performance of the proposed CPW-fed slot 
antenna, it is simulated using the WIPL-D software [8]. Its 
impedance is determined by its de-embedded S11 and S21
parameters using formulas [9]: 
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where Z0=120 Ω is impedance of CPW feed line. The 
simulation results of impedance for asymmetrical slot with 
width a=1.5 mm is presented in Fig. 2. It can be observed that 
with constant slot length only by changing the arms’ length it 
can cover entire K-band within impedance range 55-120 Ω. 
The asymmetrical slot, whose total length and arm’s lengths 
are both changeable, offers a bigger opportunity to fit 
impedance at desired frequency than rectangular or bow-tie 
slot whose length can be only adjusted [10,11]. The numerical 
values from Fig. 2 are presented in Table I together with the 
second resonance and slot impedance at second resonance for 
all considered difference Δb between slot arms’ length b2 and 
b1.

a) 

b) 

Fig. 3. CPW-fed asymmetrical slot array: a) Top view b) Side 
view. 

III. THE ARRAY OF CPW-FED ASYMMETRICAL 
SLOTS 

The configuration of the proposed CPW-fed asymmetrical 
slot array is depicted in Fig. 3. A dielectric substrate of 
constant εr=2.54 and thickness h=0.508 mm is used. The 
centre frequency fc=25.875 GHz is calculated as the central 
value of range 24.25 – 27.5 GHz, recommended by ITU [2]. 
The antenna array is at the distance λ0/4 =2.89 mm from the 
reflector plate whose dimension are the same as the array’s
dimensions. Unlike the microstrip antennas with a backside 
ground plane, slot antennas require the reflector plane to be at 
a distance equal to the quarter of the free space wave-length. 
It should ensure that the antenna radiates only in half the 
space. The array is split into two identical four-slot subarrays 
placed at the different distances from the CPW T-junction. In 
order to provide the in-phase feeding of both subarrays, the 
CPW T-junction is moved off the symmetry axes (see Fig. 3) 
for λg/4, where λg=9 mm is CPW line wavelength at the centre 
frequency fc. The difference between lengths of CPW lines 
between T-junction and sub-arrays results in shift between 
their S-parameters in Smith chart (Fig. 4). The 60 Ω CPW line 
(featuring the strip w1=0.9 mm and gap g1=0.1 mm) is used to 
enable feeding for both sub - arrays dividing power into two 
120 Ω CPW feed lines featuring the strip w2=0.3 mm and gap 
g2=0.375 mm for feeding every four slots sub - array.  
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Fig. 4. The S-parameter Smith chart for four-element sub-arrays 
calculated at the CPW-T junction. S-parameters are normalized to 

the impedance of CPW feeding line (120 Ω). 

The dimensions of metal plate are 77mm x 25mm x 0.508 
mm. Each slot has a rectangular shape with a=2 mm width 
and arms of different length b1=2 mm and b2=4.35 mm. Also, 
the slots are positioned at mutual distance d=9 mm. The 
antenna array is designed, simulated and analysed using 
WIPL-D software [8]. 

IV. SIMULATION RESULTS AND DISCUSSION

The radiation patterns for lower, central and upper 
frequency are presented in Figs. 5 - 6 resulting in the range 
from 25.48 GHz to 27.23 GHz. The obtained simulation 
results point out that arrays with centrally feeding feature 
more wideband characteristics than the series-fed arrays [12] 
which is one of the crucial demands for 5G communication 
systems. The investigated frequency domain has the 
maximum gain fluctuation 1.6 dB from the gain at the central 
frequency which is 16.85 dBi. Side lobe suppression varies 
from 10 dB at the edge frequencies to 13 dB at the central 
frequency, which is expected for an uniform antenna array. 
Furthermore, the comparisons between E-plane co-polar and 
cross-polar radiation patterns as well as H- plane radiation 
pattern for φ=0° for three considered frequencies are shown in 
Fig. 5. 

Further presented result is S11 parameter versus frequency 
in Fig. 7. It can be observed that S11 is below -10 dB for 
frequencies between 25.475 GHz and 26.65 GHz. Bandwidth 
which is quoted in terms of return loss, is less than bandwidth 
determined by radiation pattern. 

The Table II presents the review of the overall 
characteristics of examined array with asymmetrical slot 
antennas fed by CPW transmission line at three considered 
frequencies. 

Fig. 5. E-plane co- and cross-polar and H-plane radiation pattern for 
the CPW-fed asymmetrical slot array at: a) 25.48 GHz b) 25.875 

GHz c) 27.23 GHz. 
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Fig. 6. Radiation pattern in the E-plane for the CPW-fed 
asymmetrical slot array at 25.48 GHz, 25.875 GHz and 27.23 GHz 

(φ=90°). 

 

Fig. 7. S11 parameter of the CPW-fed asymmetrical slot array versus 
frequency. 

TABLE II:
THE CHARACTERISTICS OF THE ASYMMETRICAL SLOT ANTENNA ARRAY 

FED BY CPW TRANSMISSION LINE. 

              Frequency [GHz] 

Characteristics 
25.48 25.875 27.23 

Gain [dBi] 16.48 16.85 15.25 
SLS [dB] 10 13 10 
Co/cross-polar ratio [dB] > 18 > 18 > 13.5 
3dB-beamwidth [°]-E plane 
3dB-beamwidth[°]-H plane 

6.5 
51 

7 
53 

7.5 
45 

V. CONCLUSION

An antenna design is one of the major considerations to 
realise mm-wave based 5G applications. Modern wireless 
communication system requires low profile, light weight, high 
gain, ease of installation, high efficiency and simple in 

structure antennas. The design of a wideband compact antenna 
is a challenging task especially at the operating higher 
frequencies around 28-GHz. The key features of a CPW-fed 
antenna are low profile, relative ease of construction, low 
weight, comfortable to planar and non-planar surfaces, low 
cost, simple and inexpensive manufacturing. These 
advantages make them popular in many wireless 
communication applications. 

In this paper, a wideband compact array of CPW-fed 
asymmetrical rectangular slots is proposed. The centrally 
feeding provides a wide bandwidth from 25.48 to 27.23 GHz. 
Furthermore, the simulation results show excellent 
characteristics of the proposed antenna array, concerning 
average gain of 16.2 dBi and very symmetrical radiation 
pattern.  

Further research will be conducted by introducing a rat-race 
CPW coupler and its comparison with CPW T-junction, 
presented in this paper. The antenna with better simulated 
results is intended to be fabricated and measured. 
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Channel selection in 2.4 GHz ISM band for                
IEEE 802.15.4 networks
Slađana Đurašević1 and Uroš Pešović2 

Abstract – IEEE 802.15.4 standard represents one of the most 
used communication technologies for the Internet of Things. This 
standard shares 2.4 GHz band with WLAN and Bluetooth 
devices, which number has been drastically increased in the past 
decade. This paper presents analysis of usage of IEEE 802.15.4 
channels in ISM band. 

Keywords –IEEE 802.15.4, Channel selection, ISM band,
Coexistence 

I. INTRODUCTION

License-free bands represent part of the radio spectrum 
which can be freely used by anyone, where the only constraint 
is limited transmitting power. With the rapid increase in the 
number of wireless devices which used license-free bands, 
these bands almost reached the limits of their capacity in 
highly urbanized environments [1]. This is especially the case 
for the 2.4 GHz ISM band which is used by IEEE 802.15.1 
Bluetooth devices, IEEE 802.11 Wireless LANs, IEEE 
802.15.4 WPAN devices and cordless phones. IEEE 802.15.4 
standard represents one of the key wireless transmission 
technologies for implementation of Internet of Things (IoT). 
This technology, targeted for smart devices in homes, can be 
significantly affected by other types of networks in ISM band. 
Term coexistence, represents the ability of devices to operate 
under the presence of device which uses different wireless 
standards in the same frequency band [2]. Coexistence of 
these wireless standards in the ISM band can be achieved 
using proactive and reactive techniques. Proactive techniques 
require cooperative channel sharing and complete control of 
deployed networks which is usually not the case. Also, most 
radio standards are not designed to detect other network 
transmissions and cooperatively share channels. Reactive 
approaches are typically focused on techniques which are 
used by the device itself to be able to coexist without need to 
influence interfering devices.  

II. IEEE 802.15.4 STANDARD 

IEEE 802.15.4 standard is designed for Low Power 
Wireless Personal Area Networks (LP-WPAN) and defines 

Physical (PHY) Layer and Medium Access Control (MAC) 
Layer. The PHY layer is responsible for wireless transmission 
and reception of packets and control of radio transceiver, 
while the MAC layer provides fair and efficient access to the 
wireless channel. The physical layer of the IEEE 802.15.4 
standard defines several radio bands, where the 2.4 GHz ISM 
band is the most commonly used worldwide. This band is 
divided into sixteen IEEE 802.15.4 channels, which are 
separated by 5 MHz and each channel has a bandwidth of 2 
MHz and data rate of 250 kbps. The maximum transmitting 
power is 0 dBm (1mW), which is much lower compared to 
maximum transmitting power of 100 mW used for IEEE 
802.11 networks. In order to improve coexistence IEEE 
802.15.4 devices use Direct Sequence Spread Spectrum DSSS 
which spreads every bit with eight chips which significantly 
improve immunity on bit errors. As we can observe from 
Fig.1, IEEE802.15.4 achieves the best BER (Bit Error Rate) 
performance compared to the other standards which operate in 
2.4 GHz band.  

MAC Layer uses CSMA/CA (Carrier Sense Medium 
Access with Collision Avoidance) to achieve efficient 
medium access. This technique requires the device’s PHY 
layer to first check the channel state using Clear Channel 
Assignment (CCA) before starting transmission of a packet. 
There are three methods of performing CCA: either by 
detecting IEEE 802.15.4 carrier signal (Carrier Sense – CS) or 
by performing Energy Detection (ED) in the channel, or 
combination of both. CCA reports a busy medium upon 
detecting a signal with the modulation and spreading 

1Slađana Đurašević is with the Faculty of Technical Sciences
Čačak, University of Kragujevac, Svetog Save 65, Čačak 32000,
Serbia, E-mail: sladjana.djurasevic@gmail.com

2Uroš Pešović is with the Faculty of Technical Sciences Čačak, 
University of Kragujevac, Svetog Save 65, Čačak 32000, Serbia, E-
mail: uros.pesovic@ftn.kg.ac.rs

Fig. 1. BER for wireless standards in 2.4 GHz ISM band [3]
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characteristics of IEEE 802.15.4 or upon detecting energy 
level within the bandwidth of an IEEE 802.15.4 channel 
which is above the Energy Detection (ED) threshold. Carrier 
sense CCA is intended to prevent collision with IEEE 
802.15.4 devices, while ED can be used to prevent collisions 
with another type of networks which share the same 
frequency. ED is also used by MAC during the initial 
formation of the network to estimate the state of all sixteen 
channels and choose the channel with the lowest energy level. 

MAC layer can operate in one of two operating modes: 
Non-Beacon Enabled and Beacon Enabled mode. Non-Beacon 
Enabled mode is event-driven medium access mechanism, 
where device attempts medium access as soon as the 
transmission is requested. Prior transmission, device performs 
blind backoff CSMA/CA, where it waits for a random period 
of time. When this period expires, MAC requests CCA service 
to ensure that the channel is free in order to start transmission. 
If CCA reports a busy channel, the device shall wait for 
another random period before trying to access the channel 
again. If the number of unsuccessful random backoff exceeds 
the maximum permissible number of retries, the packet 
transmission is aborted.  

Beacon Enabled mode represents scheduled medium access
mechanism in which device can initiate channel access during 
the appropriate time slot intended for transmission. Using 
beacon frame, the PAN coordinator announces current 
channel access timetable, shown in Fig.2.

Fig. 2. Superframe structure [4] 

Active communication period, called superframe, is divided 
into 16 slots, which are grouped into Contention Access 
Period (CAP) and Contention Free Period (CFP). During CAP 
devices are contenting for medium access using slotted 
CSMA/CA mechanism. The device, which wants to start 
transmission, locates a boundary of the time slot, waits for a 
random period, after which it performs CCA. Backoff time is 
used to prevent devices from simultaneous channel access, 
which can lead to a collision of transmitted packets. CFP
provides up to seven Guaranteed Time Slots (GTS) troughs 
which device can transmit time sensitive traffic. GTS is pre-
allocated to the specific devices, after device issues GTS 
reservation request from PAN coordinator. If the device does 
not use its GTS for the extended period, PAN Coordinator 
will assign these GTS slots on another device request.
Superframe is followed by an optional inactive period in 
which devices go to low-power sleep mode until the arrival of 
the next beacon frame.  

III. COEXISTENCE TECHNIQUES

Proactive techniques tend to prevent interference using 
physical separation of networks, frequency separation and 
time separation. Physical separation relies on careful network 
planning in order to achieve spatial separation between 
different networks. Due reduced signal strength over distance,
networks will be less influenced by one another which can 
improve their coexistence. Physical separation doesn’t work 
well in locations with dense wireless networks. It is only 
practical, if the user has complete control of networks 
deployment in certain broader area which is usually not the 
case. 

Frequency separation reduces interference between two 
networks by operating on different frequencies. Since ISM 
band is divided into different channels by different wireless 
standards, it is necessary to select channels for different types 
of networks in such manner that their operating frequencies 
don’t overlap. IEEE 802.11 and 802.15.4 devices operate in 
fixed channels, where transmit power of IEEE 802.11 devices 
is a hundred times stronger compared to 802.15.4 devices, 
which can be significantly affected. In order to achieve 
frequency separation, it’s necessary to exploit frequency gaps 
between non-overlapping IEEE 802.11 channels in which 
IEEE 802.15.4 devices can operate without interference. 
These IEEE 802.15.4 channels are 15, 20, 25 and 26 for US 
and 15, 16, 21 and 22 for Europe as shown by Fig.3. 

TABLE I 
ISM BAND CHANNELS

Wireless 
standard

Non-overlapping 
channels

Channel 
bandwidth

Channel 
separation

IEEE 802.11b 4 22 5
IEEE 802.11g 3 20 5
IEEE 802.11n 1 40 5
IEEE 802.15.1 79 1 1
IEEE 802.15.1 
BLE 37 2 2

IEEE 802.15.4 16 2 5

IEEE 802.15.1 networks operate in entire bandwidth using 
the pseudorandom channel-hopping technique. Regular 

Fig. 3. Channel separation in 2.4 GHz ISM band [5]
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Bluetooth hops to one of the 79 channels every 625 μs, while 
newer Bluetooth Low Energy hops to one of 37 channels 
every 3 ms, with adaptive hopping capability to avoid 
channels with interference. Due to the unpredictability of 
channel hopping scheme, frequency separation is not feasible 
with Bluetooth networks. 

Time separation technique enables devices which operate in 
different standards to send and receive data in different time 
slots, in order to avoid collisions. This technique exploits low 
utilization which is common for low power networks, so they 
can utilize the medium for a small amount of time. In order 
achieve time separation, it’s necessary to implement 
centralized control of different networks. In case of intense 
traffic time, separation can increase packet delays and 
collisions as shown in Fig.4.. 

Proactive techniques require cooperative channel sharing 
and complete control of deployed networks which is usually 
not the case. Also, most radio standards aren’t designed to 
detect other network transmissions and cooperatively share 
channels. Thus, wireless standards need to be upgraded in 
such a way that they can detect and avoid congested channels. 
One of the modifications of standard was proposed in 2015. 
IEEE 802.15.4e implements Time Slotted Channel Hopping.
Using this technique all devices operates in one channel 
during certain time slot, and when that slot expires, all devices 
switch to another channel where they continue 
communication. Thus IEEE 802.15.4 devices can avoid using 
overcrowded channels by adaptive channel hopping as shown 
in papers [7-11]. 

IV. EXPERIMENTAL RESULTS

IEEE 802.15.4 channels are observed in 2.4 GHz ISM band 
with PICDEM Z development board [12]. This board uses 
MRF24J40MA [13], 2.4 GHz IEEE 802.15.4 compliant 
transceiver, realized on prefabricated Printed Circuit Board 
(PCB) with dipole antenna. Board is placed vertically in order 
achieve omnidirectional radiation pattern of transceiver 
antenna in the horizontal plane. PICDEM Z is controlled from 
personal computer using Radio Utility Driver Program [14],
which logs ED data from all channels received via RS232 
port. Transceiver is put into reception mode in which it 
performs cyclic ED on each channel. Result of ED is RSSI 
(Received Signal Strength Indicator) value which is averaged 
on four received Bytes. When one channel is selected, after 
expiry of oscillator stabilization time ED is performed 32 
times in succession, which is equivalent to duration of 
transmission of packet of maximum size of 128 Bytes.
Maximum detected ED value is then send to console output, 
after which ED is performed on following channel. 

Channel state is observed in three scenarios: public building 
(faculty), residential building and downtown house during the 
peak traffic period: noon at public buildings and evening in 

residential buildings. All sixteen channels are monitored for 
duration of 1000 cycles where each cycle lasts 400ms. 

Results for public building, presented in Fig.5, shows one 
dominant IEEE 802.11 networks which occupies same 
bandwidth as IEEE 802.15.4 channels 11 to 14. Also we can 
observe several less influencing IEEE 802.11 networks on 
other channels. Result shown that, in this case, channel 26 is 
the least affected by other types of wireless transmission and 
it can be used for IEEE 802.15.4 operation. 

Results for residential building presented in Fig.6, shows 
several dominant IEEE 802.11 networks which occupies same 
bandwidth as IEEE 802.15.4 channels 13 to 23. Also we can 
observe several less influencing IEEE 802.11 networks on 
other channels. This is the results of number large number of 
WLANs which are typically used as home LAN infrastructure 
in apartments in Serbia. Result shown that, in this case, all 
channels are occupied and it will be challenging task to 
implement error-free operation of IEEE 802.15.4 network. 

Results for downtown house presented in Fig.7, shows 
several IEEE 802.11 networks which occupies same 
bandwidth as IEEE 802.15.4 channels 22 to 23 and 12 to 15. 
Interference of these networks is much smaller compared to 
other two scenarios due physical separation between houses 
which is dozen meters. In this scenario IEEE 802.15.4 
networks can operate without interference on most channels. 

Fig. 4. Time separation in 2.4 GHz ISM band [6]

Fig. 5. IEEE 802.15.4 channels in public building

Fig. 6. IEEE 802.15.4 channels in residential building
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V. CONCLUSION

Results show that IEEE 802.15.4 networks could hardly 
coexist with other types of networks in highly urbanized 
environments, such as public and residential buildings. In 
such scenarios it’s necessary to use advanced mechanisms 
with adaptive channel hopping. 
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INVESTIGATION OF LTE/LTE-R
FUNCTIONALITIES IN TRAIN RADIO

Adi Koruni¹ and Ivaylo Topalov²
Abstract - High-speed railways (HSRs) improve the quality of 

rail services, yield and help to create socioeconomically 
balanced societies. To handle increasing traffic, ensure 
passenger safety, and provide real-time multimedia 
information, a new communication system for HSR as well as 
for conventional rail (CR) is required. In the last decade, public 
networks have been evolving from Global System for Mobile 
Communications (GSM) with limited capabilities, to third (3G) 
and fourth-generation (4G) broad-band systems that offer 
higher data rates e.g., long-term evolution (LTE). This requires 
development for the railways of upgraded or new train 
dispatchers and drivers terminals with LTE/LTE-R
functionalities. In this paper, the necessary functionalities in 
broadband wireless access for train radio have been discussed. 

Keywords - LTE, LTE-R, Dual radio, GSM-R, Functionality, 
Cab Radio

I. INTRODUCTION
For high-speed railway (HSR) and conventional rail (CR) to 

evolve the current Global System for Mobile Communications
(GSM) - railway (GSM-R) technology with the next-
generation railway-dedicated communication system 
providing improved capacity and capability is now in EU an 
upcoming task. [1] A reliable broadband communications 
system is essential for different HSR and CR components, 
such as train control and safety-related communications. 
Since 2014, a project of the International Union of Railways 
(UIC), known as the Future Railway Mobile Communication 
System (FRMCS), has started to assess and shape the future 
of HSR mobile communications and to identify suitable 
candidate technologies to use once the currently used GSM-
R has become obsolete. HSR applications have strict 
requirements for quality-of-service (QoS) measures, such as 
data rate, transmission delay, and bit error rate (BER). Due 
to these factors as well as a desire to use mature and low- 
cost technology, HSR communications generally use off-
the-shelf technologies and add applications to meet specific 
services and demands. 

GSM-R [2] is a successful example, based on the GSM 
standard and used on over 70,000 km of railway lines 
(including over 22,000 km of HSR lines) all over the world 
[3]. The GSM communications systems are being 
decommissioned as the public communication market is  
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evolving toward the Third Generation Partnership Project 
(3GPP) long-term evolution (LTE) [4]. A new system is thus 
required to fulfill HSR operational needs, with the capability 
of being consistent with LTE, offering new services but still 
coexisting with GSM-R for a long period. The selection of a 
suitable wireless communication system for HSRs needs to 
consider such issues as performance, service attributes, 
frequency band, and industrial support. Compared with 
third-generation (3G) systems, fourth-generation (4G)f LTE 
has a simple flat architecture, high data rate, and low latency, 
making it an acknowledged acceptable bearer for real-time 
HSR applications. Fifth-generation (5G) systems, although 
currently discussed in 3GPP, will be available only after 
2020 and, therefore, are not suitable for the HSR time frame 
[5]. In view of the performance and level of maturity of LTE, 
LTE - railway (LTE-R) will likely be the next generation of 
HSR communication systems [6], [7], and the future vision 
for HSR and CR wireless technologies will thus rely on it. 

II. GSM-R SYSTEM
GSM-R is essentially the same system as the GSM but 

with railway-specific functionalities. It uses a specific 
frequency band around 800/900 MHz, as illustrated [8].  

In addition, the frequency bands 873 – 876 MHz (uplink) 
and 918–921 MHz (downlink) are used as extension bands 
for GSM-R on a national basis, under the name Extended 
GSM-R (E-GSM-R). GSM-R is typically implemented 
using dedicated base stations (BSS) close to the rail track. 
The distance between two neighboring BSS is 7–15 km but 
in China it is 3–5 km because redundancy coverage is used 
to ensure higher availability and reliability. GSM-R has to 
fulfill tight availability and performance requirements of the 
HSR radio services. 

III. GSM-R SERVICES
The GSM-R network serves as a data carrier for the 

European Train Control System (ETCS), which is the 
signaling system used for railway control. The ETCS has 
three levels of operation and uses the GSM-R radio network 
to send and receive information from trains. On the first 
level, ETCS-1, the GSM-R is used only for voice 
communications. On the other two levels, ETCS-2 and 
ETCS-3, the GSM-R system is used mainly for data 
transmissions. The GSM-R is very relevant to ETCS-2 and 
ETCS-3, where the train travels at a speed up to 350 km/h, 
and it is thus necessary to guarantee a continuous supervision 
of train position and speed. When the call is lost, the train 
has to automatically reduce the speed to 300 km/h (ETCS-1) 
or lower [9]. 
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 In Fig.1 [10] is summarized the future possible services 
provided by LTE-R, which is based on UIC technical reports 
of China Railway and ERA. It is noteworthy that broad-band 
wireless access for passengers inside high-speed trains is not 
provided by LTE-R because of its limited bandwidth.  

Fig.1 The LTE-R services 

IV. LTE-R CHALENGES
There are several challenges associated with 

LTE/R. 

1) HSR-specific scenarios: In the LTE standard of [11], a 
channel model for HSR is resented that only includes 
two scenarios, open space and tunnel, and uses a 
nonfading channel model in both scenarios. 

2) High mobility: High-speed trains usually run at a speed 
of 350 km/h, and LTE-R is designed to support 500 
km/h. The high velocity leads to a series of problems. 
First, high velocity results in a non-stationary channel 
because, in a short time segment, the train travels over a 
large region, where the field strength change 
significantly. 

3) Delay spread: Delay dispersion leads to a loss of 
orthogonality between the OFDM sub-carriers, and a 
special type of guard interval, called the cyclic prefix 
(CP), should be employed. The delay dispersion 
determines the required length of LTE CP supports both 
short (4.76 ms) and long (16.67 ms) CP schemes. 

4) Linear coverage: In HSRs, linear coverage with 
directional antennas along the rail track is used, where 
the directional BS antennas orientate their main lobe 
along the rail track so that it is power efficient. The 
linear coverage brings some benefits, e.g. with the 
known location of a train, it is possible to design 
distance/ time-based beam forming algorithms with 
good performance.

V. THE FUTURE CAB RADIO 
INCLUDED IN LTE-R

The Future Cab Radio generations will be based on a 
packet oriented data transmission system, using or derived 
from current available commercial networks. Based on its 
long years of experience, in Funkwerk, they has been 
developed a LTE based Cab Radio system providing 
2G/3G/4G telephony and data services as well as VoLTE1 
and IP-based data-services (Fig.2)[12]. It operates on an 
Android based system. Due to the implementation of this 
market leading operating system the sage of this device is 
nearly self-explanatory. The dispatching radio is designed 
for use in Rail vehicles. In the vehicle there are two 
directional antennas supporting the MIMO technology 
which is applied in LTE for speed increases of download and 
upload data stream. The equipment was tested in Huawei’s 
lab successfully in 2014. On this base a dual-mode GSM-
R/LTE Cab Radio is based on Funkwerk’s well-known 
GSM-R Cab Radio family “MESA”.

Fig.2 LTR Cab radio

It can be operated using public available SIM cards and 
is an all-in-one unit for fixed installation in vehicles. Besides 
the interfaces for 2G/3G/4G network “access further 
interfaces like Gigabit Ethernet, WIFI, Bluetooth”, as well 
as a handset, a loudspeaker and generic I/O connection, are 
available. The installation of 3rd party applications is 
possible and therefore it can be smoothly integrated into an 
existing or new infrastructure of systems supporting 
Funkwerk McPTT (Mission critical Push to Talk) 
application. Customer specific applications or adjustments 
can be provided by Funkwerk or by 3rd parties too. The 
system is designed for the support of upcoming LTE releases 
and will be adapted to future services like group 
communication services.

VI. LTE FEATURES FOR 
SUPPORTING REQUIRED 

RAILWAY FUNCTIONALITIES
Railway services demands specific functionalities to 

train radio systems. For instance, GSM standard was 
enhanced with the Advanced Speech Call Items (ASCI) 
functionalities. Proposed LTE features and mechanisms to 
implement the railway functionalities are shown in Table 1.
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TABLE I

PROPOSED LTE FEATURES TO SUPPORT GSM-R
RAILWAY FUNCTIONALITIES

GSM-R
Functionality

LTE Feature 

Voice Group Call 
Service

(VGCS)

LTE IMS based VoIP 
(VoLTE) + IMS

based Push to talk Over 
Cellular (PoC) +

Enhanced Multimedia 
Broadcast Multicast

Service (eMBMS 
Voice Broadcast 

Calls (VBS)
VoLTE + PoC and/or 

eMBMS: IP multicast

of voice and video services 

Priority and Pre-
emption

(eMLPP)

Access Class Barring 
mechanisms + Policy

Control Rules + QoS 
mechanisms (ARP). 

Functional 
Addressing (FN)

Session Initiation Protocol 
(SIP) Addressing 

Location 
Depending 
Addressing

(LDA, eLDA)

Localization Services in 
LTE (Release 10) 

Railway 
Emergency Calls 
(REC,

e-REC)

Emergency and critical 
safety voice services

over IMS in LTE. 

Fast Calls Set-up IMS based PoC + Access 
Class Barring 

Data Exchange 
(SMS, Shunting)

IMS based SMS Service 

The IP Multimedia Subsystem (IMS) is enhanced-
services architecture for delivering any service, reaching any 
customer regardless of how they connect to the network [13]. 
The main drawback is the fact that it is far from ready for 
deployment. The Session Initiation Protocol (SIP) is a 
protocol that facilitates the formation, modification and 
execution of communication sessions between individual or 
multiple participants. Locating call recipients and talking 
with them on their different user agents is accomplished 
using a SIP address [14]. The Push to Talk Over Celular 
(PoC) deployed into an IMS Service Delivery Platform can 
be an efficient way to provide the VGCS functionality in 

LTE standard while fulfilling railway services delay 
requirements. However, Voice Group Call Services (VGCS) 
is radio cell based in contradiction to PoC functionalities 
(Mandoc [15]).

VII. TOP CHALLENGES OF LTE
In this section, main technical challenges of LTE for 

supporting railway functionalities with their specific QoS 
requirements are described: 

Voice service provision over IP LTE 
networks

GSM-R functionality for delivering voice services is 
considered a key core functionality for railway operation. 
The voice service provision in the LTE standard is a major 
challenge that must be carefully assessed and analyzed. 
Regarding the technological solutions for delivering voice 
over LTE, the solutions based on using the IP Multimedia 
Subsystem (IMS), the hybrid voice over LTE via Generic 
Access (VoLGA) solution and the CSFB solution are the 
most promising ones [16].  

Handover in LTE
LTE standard support hard handover mechanisms, which 

reduces the complexity of the LTE network architecture. 
However, the hard-handover (HHO) mechanism does not 
guarantee any data packet losing in handover process. LTE 
HHO must fulfill the railway service QoS and RAMS 
requirements, especially in high speed scenarios. It is 
necessary that the HHO mechanisms supported in LTE, 
lossless and seamless, minimize the packet loss or avoid it 
completely with fast connection and re-association time.

Quality of service mechanisms and access 
control in LTE networks

Service prioritization, the ability to preempt users, and 
Quality of Service are all crucial to a future railway 
communication system. In railway environments, LTE must 
assure the delivery of data and voice packets while meeting 
a combination of delay, jitter, dropped call rate or data error 
rate, handover interruption time, maximum call setup time 
and maximum/guaranteed bit rate requirements.

Network performance in high speed 
environments

The impact of high speed in LTE performance and 
capacity should be assessed carefully. The most important 
issues that should be evaluated are:

The Doppler shift effect in LTE downlink and 
uplink channel performance. 
The effect of high speed in resource scheduling. 
Handover mechanisms in LTE.

Service RAMS requirements
The described in [17] RAMS requirements 

Availability (interval availability), Regular Maintenance, 
Down Time, Corrective Maintenance, Preventive 
Maintenance, Maintenance Window, Mean Time to 
Restore (MTTR), Preventive Maintenance, RAM 
Program, Service Failure, System Lifecycle and Up Time 
has to be defined before implementation of LTE-R cap
radio into HSR networks.
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VIII. DUAL-MODE GSM-R/LTE CAB 
RADIO 

The dual mode cab radio (Fig.3) is not limited to 
provide video / voice communication over LTE, it also 
supports voice communication between GSM-R network 
and LTE network. Since the bandwidth demands are 
increasing in the transport fields the dual mode cab radio will 
be one better choice for all Railway and Public Transport 
operators in the future.

APPLICATION SCENARIOS:

Real-Time Video communication over LTE between 
train driver and the dispatcher terminals, and 
maintenance staffs with handhelds. 
Voice communication over LTE between train driver 
and the dispatcher terminals, and maintenance staffs 
with handhelds. 
Voice communication between GSM-R network and 
LTE network 

Fig.3 Dual-mode GSM-R/LTE Cab Radio Overview 

IX. CONCLUSION
In this paper, the top challenges for the LTE system to 

become the future railway communication system are 
identified and discussed. These are related to the LTE 
mechanisms and features to implement the required railway 
functionalities, LTE technical requirements, the 
convergence to an all IP network, spectrum harmonization, 
network deployment considerations and LTE capabilities to 
meet the service RAMS requirements.
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Enabling Adaptivity in IoT-based Smart Grid Architecture
Nenad Petrović and Đorđe Kocić1

Abstract –The increasing usage of electric power in recent years 
has led to evolution of the existing electric grid infrastructure 
towards Smart Grid architecture. In this paper, we explore how 
state-of-art information and communication technologies can be 
combined to enable adaptivity within the Smart Grid relying on 
affordable IoT devices. As outcome, we propose an architecture 
and present some implementation and evaluation aspects.

Keywords – IoT, Smart Grid, Edge Computing, semantic 
technology, data analysis.

I. INTRODUCTION

In the previous century, the usage of electrical power has 
been one of the main key-enablers of rapid technological
progress [1]. However, the demand for electrical energy of 
today’s consumers is becoming much higher, while, on the 
other side, the availability of non-renewable resources is 
limited, pushing the traditional energy distribution systems to 
their limits [1-4]. In such conditions, the quality of the 
transferred power is dramatically affected that could lead to 
serious problems and even catastrophic results. Moreover, a 
constant pressure for switching to renewable, sustainable and 
cheaper energy resources exists. Therefore, there is a need for
evolution of the existing energy distribution systems and 
increase of their flexibility while making them adaptable.

In recent years, a lot of effort is being put in process of 
transformation of the existing energy distribution systems,
relying on state-of-the-art information and communication 
technologies, towards the so-called Smart Grid infrastructure.
Smart Grid is defined as a next generation power grid,
implemented as a two-way cyber-physical system with 
embedded computational intelligence, leveraging the collected 
information in order to provide clean, safe, secure, reliable, 
resilient, efficient, economic and sustainable electrical energy 
to end-users [1-5]. One of its main characteristics is the ability 
to detect the events that occur anywhere in the grid and react 
by adopting the corresponding strategy in order to respond the
changing demands or recover itself in case of anomalies, in near 
real-time.

In this paper, it is examined how the synergy of cutting-edge 
information and communication technologies and paradigms 
can enable adaptivity within Smart Grid relying on Internet of 
Things (IoT) devices. As an outcome, we propose an 
architecture leveraging the mentioned concepts and present
proof-of-concept implementation with some evaluation
aspects.

II. BACKGROUND AND RELATED WORK

Architecture model: In literature, many descriptions of Smart 
Grid infrastructure components and architecture model exist [3-
5]. However, some common elements are identified and we 
summarize them as follows in Table I.

TABLE I
SMART GRID COMPONENTS AND THEIR ROLES

Component Role
Energy 
subsystem

Power generation, transmission and 
distribution

Communication 
layer

Usage of wired and wireless 
communication technology to enable 
information exchange between 
components

Metering 
devices

Devices recording electrical and non-
electrical measurement values

Computational 
intelligence 

Knowledge extraction from the 
collected data and decisioning

Applications 
and services

Various software used by operators or 
consumers providing visualization, 
monitoring and/or control

Internet of Things (IoT): IT refers to a system of 
interconnected devices used in everyday life, residing in our 
environment with goal to perform the automation of a particular
domain – from healthcare and home appliances to military 
systems. These devices are equipped with different kinds of 
sensors and modules enabling them to collect certain type of 
information. Moreover, they can be equipped with actuators in 
order to be able to affect the environment as a response. In most 
cases, their processing power is quite limited and they often 
need to communicate with other devices (or servers) in order to 
achieve their goal. For communication, a variety of 
technologies is used, both short- (such as Bluetooth) and long-
range (Wi-Fi, 4G). It is identified that IoT has great potential in 
Smart Grid applications, as measurement and actuation devices
have to be distributed throughout residential and industrial 
objects in order to collect the necessary data and provide the 
response to the events that have occurred. IoT devices perfectly 
fit that purpose, considering their small size, affordability and 
connectivity [2].

Data analysis: In Smart Grids, it is necessary to analyze the 
enormous amount of data acquired by IoT and metering devices 
to extract knowledge and meaningful patterns in order to detect
or predict occurrence of particular events within the 
environment and react accordingly. For that purpose, various
data mining and machine learning techniques are leveraged. In 
most of the existing work, the focus of their application is on 
anomaly detection and load forecasting [3]. In these use cases, 
clustering, classification and regression are widely used, acting 
on various measurements beside electrical signals –
temperature, weather, rainfall and location data [3-7]. Anomaly 
detection is of particular importance in this context, as it

1Nenad Petrović and Đorđe Kocić are with the Faculty of Electronic 
Engineering at University of Nis, Aleksandra Medvedeva 14, 18000 
Niš, Serbia, E-mail: nenad.petrovic@elfak.ni.ac.rs
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provides the ability of discovering failures and malfunctions,
so Smart Grid can respond to fix them, making them self-
healing. In [4], a clustering algorithm together with association 
rule discovery was applied in order to detect anomalous events, 
such as overcurrent. On the other side, to optimize the demand 
scheduling, the accurate energy usage pattern of the consumers 
is essential. For that reason, the demand forecasting plays an 
important role. In [6] and [7], regression based on support 
vector machines was used for load forecasting.

Edge computing: Acquiring the data coming from IoT 
devices and their sensors is of utmost importance for monitoring 
and decisioning in Smart Grids. However, in this case, the 
traditional Cloud computing approach does not give satisfactory 
results, as offloading the enormous amount of data generated by 
IoT devices equipped with a variety of sensors to the Cloud for 
processing would introduce huge latency. On the other side, as 
Smart Grids grows, the number of connected IoT devices 
increases, introducing delay even further. As Smart Grid has to 
act to the environment changes and events in near real-time, 
such delay is intolerable [8, 9]. The idea of Edge computing is 
to move the computation and data processing closer to data 
sources, in order to enable faster response time [8]. For example, 
in [9], it has been shown that Smart Grid system monitoring 
performance can be increased up to 10 times by moving the 
computation closer to the location where the data was generated.

Semantic technology: The role of semantic technology is to 
encode the meaning of data separately from its content and 
application code. This way, it is enabled that both machines and 
people can understand the data, exchange it and perform 
reasoning. In context of semantic technologies, ontologies are 
used to describe the shared conceptualization of a particular 
domain. Semantic descriptions are stored within the triple 
stores. RDF is often used for the representation of semantic data 
within triple stores. It consists of classes, their properties and 
relationships expressed in forms of triplets (subject, predicate, 
object). SPARQL is a language used for querying the RDF 
semantic triple stores. By executing queries against the triple 
store, it is possible to retrieve the results that can be further used 
by reasoning mechanisms in order to infer new knowledge 
based on the existing facts. In IoT systems, semantic technology 
is used for various purposes. It is widely adopted in cases when 
it is needed to achieve interoperability of heterogeneous devices 
[10]. In [11], a lightweight semantic framework was used for 
semantic annotation of the results obtained by computer vision 
algorithms in order to enable reasoning about the events that 
occurred within IoT-based video surveillance system and act 
accordingly. In this paper, we want to adapt the similar approach 
to [11] within Smart Grid architecture.

Domain-specific language (DSL): It is a programming 
language specialized for solving problems from a particular 
application domain. If the considered problem belongs to target 
domain, that problem is solved more conveniently than using 
general purpose programming languages. Their notation could 
be textual or visual (within modeling tools). Domain-specific 
languages are being adopted in IoT systems in order to decrease 
cognitive load introduced by the device heterogeneity and 
complexity of the underlying infrastructure. The domain-
specific language scripts are further automatically translated to 
lower-level device-specific commands. For example, in [12], 
EDL domain specific language is used to describe the 
experiments carried out using robotic IoT devices. In context of 

Smart Grids, visual tools based on domain-specific languages 
would enable much more convenient control and management 
for operators. This way, the implementation of complex 
scenarios is enabled by eliminating the need to deal with in-
depth implementation details of the involved devices.

III. IMPLEMENTATION OVERVIEW

In this section, we propose Smart Grid architecture putting 
together the previously described technologies and present 
several aspects of system implementation. 

System architecture and working principles: The 
measurement of electrical quantities is performed by smart 
devices, referred to as Smart Meters. They can either be 
microcontrollers, low-power single-board computers (such as 
Raspberry Pi) or even smartphones (as in our case). The 
advantage of using smartphones is the availability of built-in 
sensors and inputs (such as audio jack). Moreover, their 
rechargeable batteries and wireless mobile network availability 
give the ability to use smartphone devices conveniently even in 
less accessible areas. After that, the collected data is analyzed 
relying on data mining and machine learning techniques. The 
obtained results are semantically annotated, so the semantic 
reasoning can be performed against them in order to draw 
conclusion about the events that occurred. According to these 
results the corresponding actions are taken in order to adapt the 
Smart Grid to current consumption demands. The adaptation 
plan can be specified by operators, using a visual modeling tool 
utilizing a domain-specific notation. Finally, the device-
specific commands are generated in order to respond to the 
changes detected in Smart Grid. The illustration of working 
principle is given in Fig. 1.

Fig. 1. Overview of automated adaptation process in Smart Grid

Android-based Smart meters: In [13], we have presented a 
method for acquiring electric measurement utilizing affordable
Android-based devices. Voltage and current signals are 
acquired via voltage and current transformers from the power 
grid and both converted into voltage signals, which are then 
scaled down further to audio signal levels using variable 
resistors. After that signal goes directly into the devices 3.5 mm 
audio jack. Since many Android based devices support stereo 
microphone input, it makes them an ideal two-channel 
measuring platform for power signals. Sound card of the device 
performs analog to digital (A/D) conversion, so the data can be
further processed by standard digital signal processing 
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methods, such as FFT-based algorithms. Moreover, it is useful
to also record other data coming from device, such as 
temperature, timestamp and location. The collected 
measurements are sent to Edge server, via MQTT (Message 
Queuing Telemetry Transport)1, a lightweight, publish-
subscribe-based ISO-standard messaging protocol, working on 
top of TCP/IP. The messages are sent as JSON-encoded string.
The smart measurement system is illustrated in Fig. 2.

MQTT

EDGE SERVER

Fig. 2. Android based smart measurement

Data analysis mechanisms: For implementation of data 
analysis mechanisms, we rely on TensorFlow2 for Python, an 
open-source library used for machine learning. We decide to 
use it, as it supports execution on GPU. Two mechanisms are
implemented: 1) anomaly detection based on classification 2) 
load forecasting based on regression. In the first case, the
training data contains voltage and frequency measurements 
with label (ok/anomaly), while in the second case it consists of 
average daily consumption (dependent variable) and average 
temperature (independent variable).

Semantic framework: A domain ontology (illustrated in Fig. 
3) is defined in order to semantically annotate the results 
obtained during the process of data analysis. This way, it is 
possible to draw conclusion about the events that occurred by 
executing SPARQL queries and interpreting their results. 
Different types of events are considered: device failure, voltage 
anomaly, idle state of the consumer device etc. Moreover, for 
each of the events, it can be defined which are possible actions 
that could be taken in order to react to detected events, such as 
voltage regulation, turning off the device, switching the device 
to power saving mode. 

Fig.3. Domain ontology describing control within Smart Grid

Visual modelling tool for grid operators: It was developed 
using Node-RED3 as a basis. It is an intuitive and extendable 
framework that is used for wiring together IoT devices, APIs 
and online services in novel ways, providing a browser-based 
editor with drag-and-drop user interface using the wide range of 
modeling elements (nodes). The domain-specific notation 
within the tool is described by a metamodel shown in Fig. 4. A
model of a modeling language which defines the structure and 
constraints for a family of models. In this paper, it is used to 

1 http://mqtt.org/
2 https://www.tensorflow.org

define a set of actions that need to be taken over the target 
devices in order to adapt Smart Grid to the environment changes
when pre-defined environment conditions (related to the change 
that occurs) are satisfied. The conditions could be either some 
specific events or relational expressions with respect to a given 
pre-defined threshold.

Fig. 4. Adaptation plan metamodel given in UML notation

Reasoning and command generation: It is performed 
according to the algorithm shown in Listing I as pseudo-code.
Each condition from the adaptation plan is translated to 
SPARQL query and executed against the semantic knowledge 
base. If it returns results, then the corresponding code is 
generated and appended to the command script.

LISTING I
CODE GENERATION ALGORITHM

IV. EVALUATION AND RESULTS

In this section, we present experimental results achieved 
utilizing the described framework from two different 
perspectives. First, we consider the accuracy of anomaly 
detection and load forecasting mechanisms. Moreover, the 
adaptability responsiveness of the implemented system is 
analyzed considering the processing time necessary for each 
step. The evaluation was performed on a server equipped with 
AMD Ryzen 7 1700X octa-core CPU running at 3.80GHz, 
64GB of DDR4 RAM and NVIDIA Quadro P2000 GPU with 
4GB of VRAM.

In Table II and Table III, the achieved results using the 
presented approach for anomaly detection and load forecasting 
implemented using TensorFlow are given. As it can be noticed 

3 https://nodered.org/

Input: sensor measurements, adaptation plan
Output: commands
Steps:
1. Retrieve all the adaptation rules from the adaptation plan;
2. Analyze sensor data;
3. Semantically annotate results;
4. For each of the adaptation rules
5. If(condition is true)
6.     then generate command targeting adaptation_rule.targetDeviceId;
7. end for each
8. end

EventHeater

Fridge

Consumer 
device

domain
range

subClassOf

subClassOf
range

domain

Action

generates triggers Power saving

Turn off

subClassOf

subClassOf

Voltage regulation
subClassOf

Air conditioner
subClassOf

Failure

subClassOf

Voltage anomaly

subClassOf

Idle

subClassOf

affects

domain
range

33

Ohrid, North Macedonia, 27-29 June 2019



observing the achieved results, both data analysis mechanisms
have satisfactory performance in cases of different training/test 
set ratios, performing better in case of larger training sets.

TABLE II
ANOMALY DETECTION RESULTS

Training set size Test set size Correct/Test 
size [%]

75 150 89,93
100 150 92,58
125 150 95,17

TABLE III
LOAD FORECASTING RESULTS

Training set size Test set size Relative error 
[%]

75 150 13,51
100 150 12,89
125 150 12,21

In Table IV, an overview of the achieved processing times
for data analysis and code generation are shown for various 
cases of adaptation plan length (in number of rules) and 
consumer devices involved. Each rule targets a distinct device, 
while data analysis was performed for measurements collected 
during 300 seconds. For data analysis, the processing times for
anomaly detection considering both the CPU and GPU 
execution are provided (70% training, 30% test set). According 
to the results, the time spent for data analysis increases with 
larger number of devices involved, as more devices generate 
larger amount of data. Moreover, the time needed for code 
generation also increases, as number of SPARQL queries that 
will be executed during the code generation process depends on 
number of adaptation rules involved. Another observation is 
that the code generation time for the same number of rules may 
vary, as it depends on number of adaptation rule conditions that 
are true, so the commands will be generated only then, as in the 
second and third case shown in Table IV. Finally, the execution 
of anomaly detection is up to 3 times faster when executed on 
GPU, instead of CPU, while the speed-up increases with 
amount of data, which is beneficial when adaptivity has to be 
performed in near real-time for huge number of devices.

TABLE IV
PROCESSING TIME OVERVIEW

Number 
of rules

Data analysis 
(CPU) [s]

Data analysis 
(GPU) [s]

Code 
generation[s]

1 1,74 0,93 1,62
2 2,68 1,06 2,44
2 2,64 1,09 1,91
3 3,71 1,24 3,08

V. CONCLUSION AND FUTURE WORK

In this paper, the enabler technologies for enabling adaptivity 
in IoT-based Smart Grid architecture were discussed and some 

implementation and evaluation aspects presented. It can be 
concluded that IoT-based technology has huge potential in this 
use case. While the achieved results in case of anomaly 
detection are comparable to a similar solution [4], the load 
forecasting performs slightly worse compared to [6, 7]. It can 
be concluded that more data was needed for training in case of 
load forecasting. However, our plan is to further work on the 
implementation, considering the adoption on Big Data 
technologies, evaluation on larger data sets, optimization of 
real-time performance, security and evaluation of various 
implementation variants.
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Traffic Grooming on Designing Elastic Optical Networks
Suzana Miladić-Tešić1, Goran Marković2 and Valentina Radojičić3

Abstract – In the design of next generation optical networks, 
the concept of elasticity has been proposed. This means optical 
paths provisioning using just enough spectrum to best fit the user 
demands and diverse type of services. Between adjacent optical 
paths guard bands are needed and consequently a large portion 
of spectrum is wasted. To further improve the resource usage, 
traffic grooming technique could be applied. Grooming 
technique allows the establishment of optical tunnels carrying a 
several connections in a contiguous block of spectrum without 
inserting guard bands in between, therefore minimizing the 
spectrum usage or the number of transmitters. Solving the 
grooming problem together with the routing and spectrum 
allocation, as a key issue in elastic optical networks (EON), is a 
highly challenging task particularly in the case of large problem 
instances. In this paper we consider grooming capability at the 
optical layer. Using metaheuristic approach, we solved the traffic 
grooming problem with static traffic demands, therefore suitable 
on designing EON. The proposed algorithm aims to minimize the 
total spectrum usage while serving all traffic demands. 
Significant spectrum savings are obtained compared to the non-
grooming case.

Keywords – elastic optical network, optical grooming, 
metaheuristic approach

I. INTRODUCTION

Today’s huge volume traffic demands cannot be efficiently 
satisfied with traditionally deployed wavelength division 
multiplexing (WDM) technology due to its coarse bandwidth 
granularity and rigid spectrum allocation. Based on O-OFDM 
(Optical Orthogonal Frequency Division Multiplexing) 
technology, spectrum-efficient, data-rate flexible and energy-
efficient optical network architecture was analyzed in [1] to 
meet different traffic granularity needs. In such a network, 
flexible data rates are supported through bandwidth variable 
transponders (BVT) at the network edge and the bandwidth 
variable optical cross-connects (BV-OXC) in the network 
core. The term flexibility or elasticity refers to the ability of a 
network to dynamically adjust its resources such as the optical 
bandwidth and the modulation format, according to the 
requirements of each connection.

ITU (International Telecommunication Union) updated its 
G.694.1 recommendation [2] to include the flexible grid 
option based on a frequency slot (FS) concept. The frequency 

slot presents the minimum frequency range of an optical 
signal could take. The available optical spectrum is then 
divided into smaller granularity FSs and the optical 
connections (flexible lightpaths) are allocated a proper 
number of slots (bandwidth on demand). Unlike the current 
WDM frequency channels of 100 or 50 GHz width, a FS in 
EON could be of finer granularity, such as 25 GHz, 12.5 GHz 
or even 6.25 GHz.

Network performances could be further improved if some 
spectrum management techniques such as traffic grooming are 
been applied and combined with elasticity property. Traffic 
grooming enables grouping of traffic demands with the same 
source into one transmitter and switching them together over 
the network forming in such a way an optical tunnel with the 
capacity equal to the capacity of a transmitter. In this paper, 
we assumed a grooming approach to aggregate traffic directly 
at the optical layer and such eliminating the O/E/O 
(Optical/Electrical/Optical) conversions. Solving the traffic 
grooming (TG) problem together with the routing and 
spectrum allocation (RSA), namely TG-RSA is a highly 
challenging task particularly in the case of large networks. We 
applied the bee colony optimization (BCO) metaheuristic 
approach to solve the static optical TG-RSA problem.

The paper is organized as follows. Section II describes the 
optical grooming problem in EON. Section III is dedicated to 
the proposed BCO metaheuristic applied to the researched 
TG-RSA problem. Simulations and results to demonstrate the 
benefits of optical grooming versus non-grooming case are 
given and discussed in Section IV. Concluding remarks are 
given in Section V.

II. OPTICAL GROOMING PROBLEM IN EON

A. Basic concept

Optical layer grooming has been considered by the research 
community in case of static traffic scenario [3-5] as well as for 
dynamic scenario [6, 7]. The problem was mostly solved 
using ILP (Integer Linear Programming) formulations for 
small size networks and using heuristic approaches for large 
networks. 

The benefits of grooming technique are related to spectrum 
and transmitters’ savings. Transmitters’ savings arise from the 
fact that grouping several same source demands leads to a 
better utilization of capacity and therefore their less number. 
For switching demands, guard bands are needed to avoid 
interference. If a separate optical tunnel is needed to provision 
each of these demands, spectrum wastage by guard bands may 
occurred. Because of the orthogonality, demands starting from 
the same source within the same tunnel are not separated by 
guard bands and they are only needed between different 
optical tunnels. Therefore, more spectrum slots could be saved
by eliminating the guard bands.

1Suzana Miladić-Tešić is with the Faculty of Transport and Traffic 
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The grooming benefits are illustrated in Fig. 1. Connections 
with the same source (node a for example) are grouped since 
they share some links from source to destination and guard 
bands are not needed in this case. When a connection needs to 
be separated from the optical tunnel at any intermediate node 
(such as node b or c in Fig. 1), it is dropped or switched 
optically using BV-OXC and continue its way to the 
destination.

B. Problem statement

Optical grooming, besides the main RSA constraints,
includes the constraints related to the transmitter resources. 
Hence, the main constraints configuring in optical grooming 
problem are the following: 1) RSA spectrum contiguity 
constraint - to establish a flexible lightpath with the capacity 
of f frequency slots, the constraint assumes that f consecutive 
frequency slots must be allocated to establish a flexible 
lightpath, 2) RSA spectrum continuity constraint- the same 
FSs must be allocated on each physical link on a chosen route
and 3) The number of groomed connections is limited by the 
capacity of BVT.

We solved the static traffic grooming problem in EON 
which typically appears during the network planning or 
designing phase. The problem could be defined in the 
following way: for a given traffic demand matrix (specified by 
the number of requested FSs between network node pairs), 
available FSs on network links and the capacity of 
transmitters, minimize the total spectrum usage with the 
assumption that all connection requests have to be satisfied in
the network by aggregating multiple optical connections with 
the same source into one transmitter. By grooming the 
connections that share the longest common route from the 
same source node, the number of guard bands is minimized. 
As a result, the spectrum gain is maximized. Spectrum gain, 
H, defined in [3] has been incorporated in our model: 

')(2 WZYXGH (1)

where G presents the guard band (1G on each side of the 
tunnel),  X refers to the common route length (number of 
common links), Y refers to the length of the path that is 
considered for grooming (path that has the same source node), 
Z is the length of the first path placed in a tunnel with a 
capacity of (W + 2G) and W’ is the number of FSs for the
connection request Y. These terms are going to be explained in 
more detail in section III.

For the routing subproblem, fixed-alternate routing (FAR) 
method is used, which assumes that k- shortest paths are 
calculated in advance for each node pair. For the frequency 
allocation subproblem, the first fit (FF) policy [8] is applied 
which assumes that FSs are indexed and a list of indexes of
available and used slots is maintained. The policy always 
attempts to choose the lowest indexed slot from the list of 
available slots and allocates it to the lightpath to serve the 
connection request [8]. The objective function F is assumed as 
follows: 

l
l LlFSF ,min (2)

and presents the total spectrum usage (the number of occupied 
frequency slots on all network links L) while FSl presents the 
number of occupied slots on link l.

III. BCO METAHEURISTIC APPLIED TO THE OPTICAL 
GROOMING PROBLEM

C. BCO metaheuristic

Metaheuristics as a global search method examine solutions 
produced by a heuristic algorithm and move to better ones in a 
sophisticated manner [9]. BCO metaheuristic is at first 
proposed by Lučić and Teodorović [10] to solve complex 
transportation engineering problems. An overview of BCO 
with its applications could be found in [11, 12]. It is a 
population-based stochastic random-search technique that is
inspired by the foraging habits of natural bees looking for 
nectar sources.

During the search process, bees generate and evaluate their 
individual partial solutions by steps. Each step consists of two 
phases: the forward and backward pass. Every bee starts with 
the forward pass to discover its partial solution and after that 
makes the backward pass (flies back to the hive) to evaluate 
and compare the quality of its solution. Bees exchange the 
information about the quality of their solutions in the hive. 
The quality of the bee’s solution corresponds to the 
considered objective function value. During each step, every 
bee decides with a probability whether to discard the created 
partial solution and become an uncommitted follower or to 
continue to expand its current solution with or without 
recruiting other bees. The bees have a certain level of loyalty 
to their partial solutions, depending on its solution quality. 
Bees that are loyal to their solutions form the set of recruiter 
bees advertising their solutions, while other bees from the 
colony become uncommitted followers. The sets of recruiter 
bees and uncommitted followers are changed from one 
backward pass to another. Each uncommitted bee accepts 
previously created partial solution of the recruiter bee, but in 
the next forward pass every bee is free to continue the solution 
exploration independently of other bees. The best-found 
solution among B created solutions in the iteration is saved.
The algorithm iterates through the pre-specified number of
iterations and the best solution obtained during all iterations is 
chosen as the final solution [10-12]. Therefore, the BCO 

Fig. 1. Optical layer grooming in EONs [3]
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optimization consists of the following phases: initialization, 
partial solutions generation, solutions comparison and 
recruitment phase. 

The initialization phase requires the input data such as: the 
number of iterations I, number of demands (requests) r to be 
tested in each algorithm step, number of bees B in population, 
physical network topology given by the set of nodes N and set 
of physical links L, set of k- shortest paths for each node pair, 
guard band value, capacity of transmitters U and the traffic 
demand matrix.

During each forward pass (or algorithm’s step) s =1, 2, ..., 
S, every bee investigates a given number of demands chosen 
from the set of all demands in a random manner. By choosing 
a specific demand, bees attempt to establish a lightpath 
between one real source-destination node pair in the optical 
network and find the same source node demands. In each new 
step the bee chooses the demands that have not been 
previously tested. The exploration procedure is performed 
until all traffic demands are tested during an iteration.

D. Grooming procedure

We explored the application of BCO metaheuristic while 
solving the offline optical grooming problem in EON and 
denoted our algorithm as BCO-TG-RSA.

The grooming procedure is incorporated in the generation 
of partial solutions and contains the following steps during an 
iteration:
Step 1 - For each shortest path of the randomly chosen 
demand, the network is searched for the first possible 
placement with the capacity (W + 2G), where W is the number 
of FSs requested for a given demand. The maximum index of 
the occupied FSs is determined for every route/path and the 
one with lowest starting spectrum slot index is chosen to 
establish the lightpath. We called this route as the referent one
and it has been denoted as Z in the Eq. 1. This connection is 
the first one in a potential optical grooming tunnel.
Step 2- For every chosen demand in the previous step, 
connections having the same source and their k-shortest path 
routes are searched. The routes having common links (at least 
one link) with the referent one, starting from the source node 
are investigated for grooming (denoted as Y in the Eq. 1) 
following the spectrum gain given by the Eq. 1 and 
availability of frequency slots on all links of the route. 
Connections where spectral gain H > 0 are groomed and 
added into the tunnel with the capacity W’.
Step 3- If the spectrum gain is H = 0, only the first chosen 
demands with their referent routes are placed in the network, 
without grooming with some of the other requests.

IV. SIMULATIONS AND RESULTS

E. Simulation settings

To evaluate the performances of the proposed BCO-TG-
RSA grooming algorithm, simulation experiments are carried 
out on two network topologies: scenario 1 and 2 (shown in 
Fig. 2) with bidirectional fibers.

The input data are: traffic demand for each (s, d) pair in 
terms of FSs number was randomly generated between 1 and 
M ϵ [4, 8, 12, 16] with the uniform distribution, where M is 
the maximum required capacity in number of FSs between 
each node pair, guard band value G = 1, capacity of a 
transmitter U = 16 FS, the number of k- shortest paths k = 3
(using Yenn’s algorithm), the number of requests tested in 
each step of the algorithm r = 2 and the maximum number of 
iterations I = 10. 10 different traffic scenarios are generated 
randomly and simulated. The objective is to minimize the 
total spectrum usage while serving all the requests. We used 
the population of B = 3 bees for scenario 1 (due to small 
network size) and B = 5 bees for scenario 2. All simulation 
tests have been performed by running the programming code 
that is implemented in Python, using PC with the processor on 
2.71 GHz and installed RAM of 8 GB.

F. Results

After performing extensive simulations, it could be stated 
that grooming technique leads to a significant spectrum 
savings in case of large networks examples with complex 
traffic scenarios. Considering scenario 1, spectrum savings are
within 5 %- 6 % versus non-grooming case. Note, that this is a 
small network example with simple traffic scenario and 
therefore grooming benefits cannot be fully expressed. Due to 
space limit, we presented in more detail the results for 
scenario 2 where grooming benefits are significantly higher.

Fig. 3 (a) shows the total spectrum usage (occupied 
frequency slots on all network links) of the grooming and 
non-grooming case for scenario 2. Different values of M are 
chosen in order to study the relationship between grooming 
efficiency and service granularity. It could be seen that optical 
grooming with the objective of minimizing the total spectrum 
usage achieves significant 5 %- 20 % of spectrum savings 
compared to the non-grooming case. Therefore, it is highly 
recommended to be applied in the design of EON.

We also analyzed the relation between spectrum savings 
and traffic granularity. The results of maximal and average 

Fig. 2. Network topologies used for simulations
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spectrum savings relative to non-grooming case are shown in 
Fig. 3 (b). The highest spectrum savings are obtained when M
= 4- average 19.72 %. The lowest spectrum savings are 
obtained when M was set to be 16- average 4.8 %. This leads 
to a conclusion that spectrum savings decrease as the traffic 
granularity grows. The obtained results show that spectrum 
savings are mostly achieved for small traffic demands. The 
reason is that grooming opportunities are higher in this region 
and unused transmitter capacities are easier to be exploited.
Also, it should be noted that grooming benefits increase as the
transmitter’s capacity increase as well as the guard band size.

The simulations showed that, the greater number of bees 
does not necessarily lead to the improvement of the solution 
quality and that solution quality does not change significantly.
Our experiences show that the population of B = 5 bees is 
enough to obtain high-quality solution within acceptable 
computational time with tens of seconds. Also, we performed 
simulations for higher number of iterations (I = 20, 30, 50) but 
due to the solution improvement and its repeating in 
iterations, we assumed I = 10. Therefore, the algorithm is able 
to find the same solution quality within the smaller number of 
iterations.

V. CONCLUSION

In light of the above, we believe that optical grooming has 
great potential for spectrum savings for future elastic optical 
networks and hence its designing. Our results show that 
optical grooming achieves significant spectrum savings 

compared to the non-grooming scenario, especially for small 
traffic demands granularity and for complex networks and 
traffic scenarios. Therefore, the algorithm such as the one we 
proposed is highly recommended for solving the complex 
grooming RSA problem in such networks. To the best of our 
knowledge, it is the first application of BCO method to the 
TG-RSA problem.
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 MAC-layer Protocol for UWB-Based Single-Tag Indoor Localization 
System 

Milica Jovanovic1, Igor Stojanovic1, Sandra Djosic1 and Goran Lj. Djordjevic1 

Abstract – In this paper we present a MAC-layer protocol for 
UWB-based indoor localization system composed of a set of fixed 
anchor nodes and single mobile tag. The protocol we propose 
solves the problem of delivering ranging data from the mobile 
tag to the location server through the multi-hop sink-tree 
network of anchor nodes. The proposal regulates the process of 
network formation and employs a TDMA scheme wherein each 
anchor node is statically assigned a time slot for ranging and 
data forwarding, thereby avoiding collisions and improving 
system scalability.  
 

Keywords – ultra-wide band, indoor localization, medium 
access control, sink-tree network. 

I. INTRODUCTION 

Accurate location information is essential for the location-
based services in many context-aware applications [1]. 
Among variety of localization technologies, the ultra-wide 
band (UWB) localization is considered to be the most 
promising radio-based localization technology available 
today, which offers the potential of achieving a centimetre 
level localization accuracy even in indoor multipath 
environments [2][3]. To modulate the information, the UWB 
uses ultra-short pulses with duration of less than , which 
are transmitted over a large bandwidth in the frequency range 
from 3.1 GHz to 10.6 GHz [4][5]. The most important 
characteristic of UWB is large bandwidth in comparison with 
prevalent narrowband systems (e.g., Wi-Fi, and Bluetooth 
LE). Due to the inverse relationship between the time-of-flight 
(TOF) estimation error and signal bandwidth, the distance 
between two UWB transceivers can be measured with a high 
precision with excellent immunity against multipath fading 
[6]. 

In this paper, we consider a simple yet practical application 
scenario of single person localization in a multi-room indoor 
environment. The application setup includes a number of 
battery powered fixed anchor nodes distributed throughout the 
area of interest, a mobile tag node carried by a person to be 
localized, and a centralized location server. The tag 
periodically performs UWB ranging with surrounding anchors 
and sends the ranging data to the location server. Although 
UWB signal can penetrate one wall, it usually cannot 
propagate through multiple walls, so the full coverage of the 
entire localization space (e.g., typical residential apartment) is 
not possible. Therefore, the delivery of ranging data is the 
main problem with this set up because of limited range of 
UWB communication in the indoor environment. In order to 

solve this problem, we propose a MAClayer protocol that 
enables the tag to deliver ranging data to the location server 
through anchor nodes organized in a multi-hop sink-tree 
network. 

Regarding MAC design for UWB indoor localization 
systems, several proposals have been presented in the recent 
past. An analysis of scalability of different MAC schemes in 
terms of tag density was presented in [7]. In [8] a WiFi-UWB 
MAC protocol is presented, in which the time difference of 
arrival (TDoA) based UWB indoor localization system is 
deployed on top of a WiFi ad-hoc mesh network. In order to 
allow simultaneous localization of multiple tags, and avoid 
collisions between UWB messages, the protocol adopts a 
TDMA approach with on-demand slot assignment. In contrast 
to previous works, our proposal is a pure UWB MAC protocol 
adapted to time-of-flight (ToF) based UWB localization and 
highly optimized for single-tag application scenarios with low 
to moderate location update rate requirements. 

The rest of the paper is organized as follows. Section II 
explains the UWB-based localization, and a commonly used 
ranging method. Section III introduces new UWB-based 
single-tag indoor localization system, and describes its 
architecture. Section IV presents the proposed MAC protocol 
design. Section V discusses some key aspects of the proposed 
localization system and indicates potential directions for 
future research.  

II. UWB-BASED LOCALIZATION 

Indoor localization system typically consists of a set of 
reference nodes, so called anchors, placed at fixed locations in 
the area of interest, and a tag node carried by the person or 
attached to the object that needs to be localized. The UWB 
localization process involves two phases: (i) the ranging 
phase, during which the distances between the tag node and 
individual anchors are measured, and (ii) the localization 
phase, during which the current position of the tag is 
calculated through a multilateration algorithm by using 
distances from the ranging phase.  

The distance between two UWB nodes is commonly 
estimated by carrying out the alternative double-sided two-
way ranging (AltDS-TWR) method [9]. As shown in Fig.1, 
AltDS-TWR is a time-of-flight based method, which requires 
exchanging of three messages (Poll, Response, and Final) 
between an initiator (node ) and a responder (node ). 
During the message exchange, nodes  and  take timestamps 
( ) of receive and send events on the physical layer 
using their respective local clocks. The timestamps are then 
used to calculate the time of flight ( ), and therefore the 
distance between nodes  and . 
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Fig. 1. Asymmetric double sided two-way ranging method 

The time of flight is calculated by substituting measured 
round-trip times ( , ) and reply times 
( , ) into the formula (1). Note that the distance 
is calculated by the responder node  after it receives  
and  from the initiator node . 

      (1) 

Although UWB is not a new technology, its widespread 
adaptation has recently been accelerated by the 
commercialization of the IEEE 802.15.4-compliant UWB 
transceivers, such as DW1000 [10]. The DW1000 transceiver 
provides high precision UWB ranging and high data rate 
communications up to 6.8 Mbps. The DW1000 
implementation of AltDS-TWR takes about  with 
ranging precision of  indoors. 

III. PROPOSED UWB-BASED INDOOR 
LOCALIZATION SYSTEM 

A. System Overview   

The proposed UWB localization system aims to enable 
localization and tracking of a walking person in a complex 
multi-room indoor environment. The system is composed of 
multiple battery powered UWB nodes, including: a) a set of  
static anchor nodes placed at fixed and known positions in the 
localization environment, and b) single mobile tag node 
carried by the person to be localized. Distances between the 
tag and anchor nodes are estimated through AltDS-TWR 
method, with anchor nodes acting as the initiators (node  in 
Fig. 1), and tag node as a responder (node ). The estimated 
distances are collected by the tag, and then sent to the location 
server (LS), which executes the localization algorithm to 
obtain the estimated location of the tag. 

The choice of using TOF localization approach requires a 
specific MAC protocol design. First, in order to save the 
energy, the protocol should organize ranging operations in a 
way to minimize the idle listening of UWB nodes. Second, the 
protocol has to provide a mechanism for delivering the 
ranging data through the anchor nodes in cases when the 
location server is out of range of the tag node. Finally, the 
protocol needs to allow system installation with minimal setup 
and effort. 

B. Network Architecture 

The logical organization of the UWB-based localization 
system is shown in Fig. 2. In the proposed localization system, 
one of anchor nodes plays a role of network coordinator (C). 
In addition to participating in UWB ranging with the tag (T), 
like any other anchor node, the coordinator also serves as a 
gateway between the UWB network and the location server 
(LS), and provides the synchronization service for the entire 
UWB network. The remaining anchors are referred to as 
peripheral anchors (P). Each anchor is preassigned a unique 
identifier ( ) in range  to . The anchors are organized 
in a time-synchronized multi-hop network of sink-tree 
topology rooted at the coordinator node. Each peripheral 
anchor has its parent node in the tree. The level number ( ) of 
a peripheral anchor is one greater than the level number of its 
parent. The level number of the coordinator node is . 
The depth of a sink-tree, , is defined as the maximum 
level number in the network.  

 
Fig.2. Sink-tree network of depth . Notice: C – 

coordinator node, P – peripheral anchor, T – tag, and LS – location 
server. 

The parent-child relationship between nodes is used for 
both time synchronization and routing of ranging data from 
the tag to the coordinator node. A network-wide 
synchronisation is achieved through distribution of sync 
beacons. The coordinator node periodically broadcast a sync 
beacon to all its children. After receiving the sync beacon 
from its parent node, a peripheral anchor adjusts its local 
clock and rebroadcasts the beacon to its children. Due to its 
mobility, the tag node does not have a permanent parent node. 
Instead, it chooses one of anchors in the radio range as its 
temporal synchronization parent. After it stops receiving the 
sync beacons, the tag chooses a new synchronization parent. 

Periodically, the tag initiates a ranging process, which 
includes performing ranging operations with all anchors in 
succession. For each successfully completed ranging 
operation, the tag calculates the distance to the corresponding 
anchor. At the end of the  anging process, the tag formulates a 
report message containing the ranging data and sends it to one 
of neighboring anchors. Note that the tag is the only data 
source, while the coordinator node is the only data sink in the 
network. The peripheral anchors never generate their own 
data, but they only serve as relay nodes for forwarding 
ranging data. A peripheral anchor can only receive data from 
the tag or from its children. After data is received, the 
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peripheral anchor is obligated to send the data to its parent. In 
this way, by forwarding data from upper level to lower level 
nodes, the report message finally reaches the coordinator 
node.  

IV. MAC PROTOCOL DESIGN 

In order to organize UWB nodes in the sink-tree network, 
the time is divided into fixed-length periodic frames, and each 
frame is composed of  time slots of equal duration. The time 
slots are numbered, and each anchor owns one slot in the 
frame according to its ID. A peripheral anchor or tag is 
considered to be a part of the network only if it is in SYNC 
state, i.e., it is time synchronized with its parent node. In the 
SYNC state, anchor is active in its own time slots, and in the 
slots owned by its parent, only. At the beginning of its own 
time slot, anchor sends the Poll message containing its ID and 
level number. The Poll messages play role of sync beacons. In 
the parent’s slot, peripheral anchor or tag receives a Poll 
message from its parent (Fig 3(a)). Peripheral anchor or tag 
uses parent’s Poll message to adjust is local clock, and to set 
its level number to one greater than the level number 
contained in the message. After sending the Poll message in 
its own slot, the anchor waits for a possible response. If the 
Response message is received from the tag, the anchor 
completes the ranging procedure by responding with the Final 
message (Fig. 3(b)). If a data message (Data) is received from 
a child node, the anchor temporary buffers the received 
message (Fig. 3(c)). The buffered message will be resent by 
the anchor in the first next slot owned by its parent.  

 
(a) 

 
(b) 

 
(c) 

Fig. 3. Activities in a time slot: (a) synchronization only, (b) 
ranging, and (c) synchronization and data forwarding. 

State diagrams of coordinator node, peripheral anchor, and 
tag are shown in Fig. 4. Being the only source of sync 
beacons, the coordinator node is considered to be permanently 
in SYNC state (Fig. 4(a)). Any other node (i.e., peripheral 

anchor, or tag) has to follow a specific procedure to 
synchronize with the coordinator, i.e. to enter the SYNC state.  

The peripheral anchor begins its lifetime in NO_SYNC 
state (Fig. 4(b)). In this state it keeps its UWB transceiver in 
the receive mode. If no Poll message has been received for the 
duration of an entire frame, the peripheral anchor turns off 
UWB transceiver, makes a pre-specified pause of , and then 
it tries again. After receiving a Poll message, the peripheral 
anchor adjusts its local clock and moves to SCANNING state. 
In the SCANNING state, the peripheral anchor wakes up in 
every time slot during an entire frame. Among all the anchors 
from which the Poll message was received, the peripheral 
anchor chooses the one with the smallest level number as its 
parent, and then sets its own level number accordingly. By 
selecting the lowest-level neighbouring anchors for the parent 
nodes, the protocol tries to construct a sink-tree of as small 
depth as possible. In SYNC state, the peripheral anchors 
continues to receive Poll messages from its parent, and 
resynchronises its local clock with each message received. In 
the case of missing Poll message, the anchor returns to 
SCANNING state in order to select a new parent. 

 
(a) 

 
(b) 

 
(c) 

Fig. 4. State diagram: (a) coordinator, (b) peripheral anchor, and 
(c) tag 

The synchronization procedure for tag node is somewhat 
simpler. Because there is no need to choose the lowest level 
neighboring anchor as the synchronization parent, the tag 
enters SYNC state as soon as a Poll message is received in 
NO_SYNC state. Also, after the synchronization is lost in 
SYNC state, the search for a new synchronization parent ends 
once the first Poll message is received in SCANNING state. 
The ranging process is implemented by RANGING state, and 
can only be started if the tag is in SYNC state. At the end of 
the ranging process, the tag sends the report message to the 
anchor at the lowest level of all the anchors with which it 
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performed the successful ranging. Also, before returning to 
SYNC state, the tag selects the anchor at the smallest 
measured distance as its new synchronization parent. To 
prevent interference between ranging operations and 
forwarding of the report message, the tag should not initiate 
the new ranging process for at least  frame periods. 

V. DISCUSSION AND CONCLUSION 

Location update period,  is the most critical parameter of 
the proposed UWB localization system because it determines 
the frame period and hence the maximum system size (i.e., the 
number of anchors). As already pointed out, the tag is allowed 
to initiate a new ranging process only after the report message 
from the previous ranging process is delivered to the location 
server. The report message is forwarded in  hops, where 

 is the level number of anchor to which the tag sent the 
report message. The time needed for one hop depends on the 
relative positions of time slots of transmitting and receiving 
anchors within the frame, and it ranges from one time slot to 
the entire frame period, . Therefore, in the worst case, the 
report message forwarding time equals . Also, 
one entire frame period is needed for the ranging process. 
Hence, . For example, in system with the 
depth of the sink-tree of , which is set to operate 
with the location update period of , the frame period 
must be shorter then . Assuming the time slot 
duration of , the system can comprise at most  
anchors, which is sufficient for most practical use cases. 

In conclusion, the single-tag restriction, which enables the 
adaptation of pre-determined time slot allocation within the 
frame, and sink-tree topology for data forwarding and time 
synchronization, considerably simplifies the MAC protocol 
design and allows obtaining significant power savings without 
performance loss in terms of network scalability and location 
update rate. One possible direction of further research would 
be to explore opportunities to increase the location update rate 
through scheduling transmissions of individual UWB nodes. 
Of particular importance is also the generalization of the 
protocol to the case of multi-tag localization. 
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Method and Algorithm for Automatically Targeting of 
Unmanned Aerial Vehicle with Vertical Landing on 

Mobile Landing Site 
Ilia Iliev1, Georgi Stanchev2 and Krume Andreev3 

Abstract – The article provides a method and algorithm for 
automatically targeting of unmanned aerial vehicles with a 
vertical landing on a mobile landing site commensurate with its 
dimensions, using GPS for civilian free use and a modified radio 
navigation system for pseudo-conical scanning.

Keywords – Automatic landing of UAV; pseudo-conical 
scanning; radio-navigation and radiolocation.

I. INTRODUCTION

The landing of unmanned aerial vehicles (UAVs), and in 
particular those of a lower category, is carried out under the 
supervision of a qualified operator. The landing site is usually 
commensurate with the dimensions of the UAVs and GPS 
accuracy of the GPS for civilian purposes is not sufficient to 
target it directly. This is done using a differential GPS, the 
cost of which is significant [1]. In patents [2,3], the landing is 
conducted by a image recognition of the mobile landing site. 
After the landing, a protective enclosure is erected at the end 
of the landing site, which is a very precarious means of stably 
restraining UAVs. A solution is also available which is based 
on the automatic targeting of UAVs to the center of the 
stationary landing site through a modified pseudo-scanning 
method [4].

The functional scheme and operation of a vertical landing 
gearless landing system on a mobile landing site in which the 
present method can be implemented is described in [5]. This 
article presents the method and algorithms for its realization.

II. STAGED IMPLEMENTATION OF THE AUTOMATIC 
LANDING METHOD ON A MOBILE OBJECT 

The landing method on a mobile object is realized by a 
series of operations, whose interrelationship is also presented 
in the form of algorithms (Figure 1).

A. STAGE 1 - Positioning of the UAS over the pseudo-
conical scan zone

Block 1. Sending the UAVs command to the moving 
landing site by an operator or automatically after the task has 
been performed and transmitting the coordinates of the 
erroneously positioning cylinder as defined in [4,5].

Block 2. The on-board communication-information module 
directs the UAVs to it, driven by continually updated GPS 
coordinates of the erroneously positioning cylinder.

Block 3. Intrusion of the UAVs into an area for close 
communication and connection between the UAVs and the 
landing site through their wireless interfaces for close 
communication. If there is no communication - it cyclically 
searches and continues to fly to the coordinates.

Block 4. Switch on the microwave receiver on the UAVs
and the microwave transmitter at the landing mobile site. The 
transmitter, via an electronically pseudo-conical scanning 
antenna mounted at the center of the landing site, radiates 
continuously sequentially the four modulated signals in four 
beams. The modulated signals carry the landing site
identification number, the identification code of each beam 
(left, right, forward, backward), the current GPS coordinates 
of the erroneously positioning cylinder, the speed and the 
change of motion direction vector, based on the gyro. The 
latter contributes to a faster response to the movement of the 
landfill site. After this data, each beam emits a constant signal 
to measure its level.

Block 5. There is a check. Are these signals accepted by
UASs? If NO continues cyclical searching + emergency 
procedure. If YES, follows: 

B. STAGE 2 - Signal processing and positioning of the UAS 
at the center of the pseudo-conical scanning zone

Block 6. Processing of the level of signals received by 
pseudo-conical scanning rays (described in Block 4) from an 
information microcontroller by algorithm from [6].

The position of the UAV is determined by processing the 
measured power of the received signal from the four beams of 
the antenna by pseudo-conical scanning. For this purpose, 
different algorithms can be used, as in the [6], the classical 
conical scan method, the least mean square (LMS) estimator, 
the Kalman filter (KF) based on the classical conical scan 
method and others. They are adapted to pseudo-conical 
scanning, the specificity of the controled object, the landing 
conditions and the instrumental error in measuring the 
received power.

Block 7. Targeting the UAVs to the central axis 0Z above 
the landing site as a result of the data and processing in Block 
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5, the result of which is fed to the onboard dashboard 
communication-information module. The on-board 
communication-information module receives information in 
which direction to move. It directs and positions just above 
the center of the landing site, where the signal levels of all 
four beams are equal. The gyroscope signal helps for a very 
fast flight direction correction to follow the wrong positioning 
cylinder and correspondingly the pseudo-conical scan range.

Block 8. Aligning speeds, turning on the altimeter and 
sending a landing permission request (automatically from the
mobile station of landing site or from the operator). If no 
permission is given, action is made on the plan and flies to a 
landing or landing site of the mobile object or eventual 
manual landing control. 

C. STAGE 3 - Downgrading the UAS and landing on the site

Block 9. After receiving permission, the UAVs shall 
descend downward to the center of the landing site, driven by 
the data and processed pseudo-conical scan signals, in 

accordance with Block 6 and the altimeter. Communication is 
routed through proximity communication interfaces.

Block 10. Upon reaching a few centimeters above the 
landing site, command is sent to turn the electro-magnetic or 
electro-mechanical gripping device on the landing site, 
depending on its inertia. A landing sensing sensor can also be 
set up to automatically engage the landing. Successful landing 
message is sent. With the UAVs landing, it must be firmly 
engaged on the site, especially at higher speeds on the mobile 
object. Electro-mechanical clamping can be done with two 
side-clips relative to the landing site driven by micro-electric 
motors.

III. ADDITIONAL REMARKS

The algorithms to perform the individual stages are 
autonomous and run sequentially, each ending with an 
emergency signal to the landing site if problems arise. In this 
case, its movement must be stopped to ensure a safe landing 
and, if necessary, stopping the movement of the object and 
moving to manual control.

IV. CONCLUSION

The proposed method, based on pseudo-radio scanning in 
radio navigation, is suitable for targeting and controlling the 
landing of plumbing aircraft on a mobile landing site 
commensurate with their gauges using civil GPS systems.
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Antenna array designing with an application for 
navigation landing of unmanned flying vehicle

Ivaylo Nachev1 and Ilia Iliev2

Abstract – This paper shows the examining of the design on the 
four-element antenna for pseudo-conical scanning with the 
application for navigation and inclusion to the landing of the 
unmanned aerial vehicle.

Keywords – phased-array antenna, electronic scanning antenna,
pseudo–conical scanning, the orientation of unmanned aerial
vehicles for automatic landing.  

I. INTRODUCTION

With the entry of the unmanned aerial vehicles (UAV’s) for 
various applications in the recent years, simulations and 
research results have emerged in scientific journals related to 
the automation of the process in the exploitation of the UAV. 
There are published different navigation and landing 
developments. Most of them are based on - differential GPS 
systems [1], pseudo-conical scanning [2], laser optical curtain 
[3], and landing site image recognition [4]. Some of these 
methods are designed with a big difference in landing area or 
they are expensive for realization.

This paper will consider the possibility to navigate and land 
of the UAV via a patch antenna array. As the main disadvantage 
of the pseudo-conical scanning [5] which is a problem can be 
the realization of the antenna and its high cost. The advantage 
of patch antenna arrays is their relatively small size, weight,
and low cost. For this reason, this development can solve this 
problem.

II. ANTENNA ARRAY DESIGN METHOD

An important step in designing a patch antenna is to choose 
a dielectric substrate on which patches are made. The employed 
substrate for the proposed design is Rogers RO4003 [6]. To 
increase the bandwidth and efficiency of the antenna 
“suspended substrate” is used [7], where the thickness of the 
gap between the ground plane and the antenna is ∆=1mm. In 
this method, we use the equivalent Dielectric constant (7). The 
operating frequency is chosen to be ƒс = 10.525GHz, then
wavelength λ = 28.50mm, and λg = 22.6150mm – the 
wavelength in the substrate. For calculation of the antenna 
dimensions, we are using the basic algorithm like in [8]. 

Step 1: Width (W) calculation: Width of the Microstrip antenna 
is given by the equation:

              (1)

Where c is the speed of the light c=3*108, is a dielectric 
constant of the substrate, ƒс is operation frequency and h is the 
substrate thickness.

Step 2: Effective Length ( ) calculation: Length of the 
microstrip radiator is given by:

                                  (2)

Where is an effective dielectric constant of the substrate.

Step 3. Length extension ( ) calcualation: The actual 
length is obtained by the equation (accounting for the fringing 
fields):

(3)

Step 4: The actual length of the Patch (L) calculation: The 
actual length of the patch is given by: 

                         (4)

Determination of effective dielectric permittivity :

                 (5)

The length of the guided wave:

                                         (6)

The influence of the gap is taken into account:

                                         (7)

Where ∆ is the thickness of the gap. The new dielectric constant 
in technology with the suspended substrate is =1.72, where 
the characteristics of the air are also taken into account.

In Table 1 are presented the values of one element from 
the antenna array. The simulation model of the antenna 
array structure is shown in Figure 1. Corporate feed 
network is used, thereby scanning is available in 
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azimuth and elevations. The rounded edges of the square model 
of patch antenna provide circular polarization. It is important in 
navigation because there is interference between the antenna 
and the object sought. The antenna will not be able to detect the 
subject with ordinary linear polarization.

TABLE I
THE VALUES OBTAINED FOR THE DIMENSION OF THE ANTENNA 

COMPONENTS 

W [mm] [mm]

Calculated 12.2 23.96

After simulation 19.5 10.5

III. TRANSMISSION LINES PHASE SHIFTER 

The antenna feeder uses systems of connected microstrip 
lines (MS), delay lines (DL), T-junctions and quarter wave 
transformers in planar realization. The designed antenna is for 
realization with the pseudo-conical scanning. Pseudo-conical 
scanning is a method in which the antenna beam is shifted from 
its central axis. The beam has several states. Every state moves
the beam away from the beam position from the previous one. 
The beam makes a whole circuit around the central axis. In our 
case - by sequentially changing these states, a flying device 
measure beams in different antennas states.  When the signal 
levels of the four beams are equal, it is assumed that, that the 
device is in the center. 

The designed antenna has five states – two states in azimuth, 
and two states in elevation, and one main state - the beam is the 
same as the center axis of the radiation. These are accomplished 
by increasing the electrical length by 90o of two patch elements
using a delay line. Each of different beam has width 18o.
Different beams are at a distance of 40o. The center of each 
beam is offset at 20o from the central axis.

Figure 2 shows the block diagram of the feeder network. The 
antenna is supplied on feed point, then through the system made 
up of microwave elements, divided into four equal parts - 1/4 
in each antenna. The control between diverse states of the 
antenna beams is performed by the switches represented in the 
block diagram. For this purpose, it is appropriate to use it is a 
PIN switch – instead of one diode, two diodes sequentially 
connected. This increase isolation. The high isolation is 
necessary, because of the high operating frequency is used. 
This way avoids unwanted reflections and drops in the effect of 
the antenna. [9]

Fig. 2. Block diagram of feeder antenna network
 

IV. SIMULATIONS RESULT 

The next figures show the results of the simulations. In Fig. 
3 is displayed the return loss of each segment of the antenna. 
The figure shown that each patch has a level S11 > - 15dB, for 
the operation frequency. From this value follows that the 
VSWR of each antenna element meets the requirement for high 
antenna efficiency. Table 3 shows the S11 and VSWR of each 
antenna element in the array. Figure 4 shows
the return loss on antenna array inputs, after connecting the 
array and the feeder network. The figure shows that S11 = -
27.5dB. By using the formula VSWR = (1+S11) / (1-S11) [10],
we get the value VSWR = 1.07, from which it follows that the 
losses in the antenna will not be bigger than Mismatch loss = 
0.004dB and return power <0.10% [11].

Fig. 1. Patch array 2x2 – simulation model
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TABLE II
VSWR IN DIFFERENT ANTENNA STATES

S11 [dB] VSWR

First antenna 
element

-45.13 1.04

Second antenna 
element

-28.32 1.07

Third antenna 
element

-20.69 1.10

Fourth antenna 
element

-19.55 1.11

Figure 5 shows the antenna radiation pattern in case 1 whit 
Gain = 12dB. To calculate the antenna coverage distance, the 
gain and the width of the beam plot are 

generally -3dB from the main peak [12]. In this case gain 
GAcase1= 12 – 3 = 9dB, whit the width of the beam = 20o.
Taking the gain in each beam in scanning mode, shown in 
figure 6 and 7, respectively, are shown the two options of the 
antenna beam in azimuth and two in elevation. Each beam of 
the antenna has the same gain as case 1. The width of each the 
beam = 20o, the distance between the centers of the individual 
beams is 40o. The center of each beam is offset at 20o from the 
central axis.

Fig. 3. Antenna bandwidth (S11)

Fig. 4. Antenna bandwidth on feeder network inputs (S11)

Fig. 5. Radiation pattern in case 1

Fig. 6. Radiation pattern - two cases in azimuth
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V. CONCLUSION

The main advantages of this proposed antenna are:
easy control with a microcontroller;
small sizes;
low cost.

This antenna can be used for various applications for 
automatic landing and control of the landing of unmanned 
aerial vehicles on a ground or mobile landing site. Also, this 
type of antennas can be used with various applications in radio 
navigation, robotics, and automation of production processes.

The designed antenna is suitable for integration into a 
landing site of the UAV, whit a modified pseudo-conical 
scanning method. The targeting of UAV to the landing site can
be performed on its GPS-coordinates for civilian purposes. 
Because the GPS position error is very large, the beams of the 
diagram of the antenna array cover the area in which the drone
is localized (a cylinder of wrong positioning). When UAV get 
position in the center of the landing site, by measuring the 
levels of the different antenna beams in scanning mode, the 
UAV can start landing. Thus, the landing pad may have 
dimensions commensurate with the gauge of the UAV.
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Strip Horn Array for X band Operation
Nenad Popovic1, Predrag Manojlovic1, Ivana Radnovic1 and Bojan Virijevic 2

Abstract – The paper presents the computer simulation and 
the measurement results of the realized strip horn antenna array 
intended for operation in the X-band (9.5-10.5 GHz). The 
proposed antenna is realized by placing the array of four 
quarter-wavelength monopole antennas into the wide short-
circuited stripline whose strips are linearly expanding toward the 
antenna aperture at an angle of 60 . 

 The array is fabricated with 20 mm wide and 1 mm thick 
aluminum strips. The arms of the horn are 60 mm long whereas 
the aperture angle is 60 . The excitation is performed through the 
SMA connector pins which are placed at the quarter wavelength 
( g/4) distance from the short-circuited strip. 

Keywords – Microwaves, microwave antenna arrays, horn 
antennas, strip horn. 

I. INTRODUCTION

Horn antennas [1-3] represent the oldest forms of 
microwave antennas (1897 - Jagadish Chandra Bose). Owing 
to their simple design, low-cost fabrication and wide operating 
range (typically 10:1) they are often used in various 
applications: microwave telecommunications, radars, radar
weapons, automatic door systems, distance measurements, 
alarm sensors, etc. 

There are three basic types of horn antennas: sectoral, 
pyramidal and conical. All of them are characterized by the 
gradual widening of the waveguide aperture creating the 
gradual transition from the characteristic impedance of the 
waveguide to the impedance of the free space (around 377 Ω), 
thus reducing the reflection at the horn input. Excitation of 
sectoral and pyramidal horns is usually realized with 
rectangular waveguide with dominant wave type TE10 [1] (and 
only one component of the electric field Ey=E0cos(πx/a), [2]). 
The horn antenna aperture size varies from around 1.5 
wavelengths for small-sized to around 6 wavelengths for 
medium-sized horns [2]. 

According to [2], an array with N identical elements with 
identical amplitudes but each succeeding element has a 
progressive phase lead current excitation relative to the 
preceding element is referred to as a uniform array. 

  

The array factor (AF) of an N-element linear array of 
isotropic sources is [4]: 

(1)

Equation (1) can be written as: 

(2)

where ψ=kdcosΘ+β

Multiplying both sides of the expression (2) by , and 
after some manipulations, the array factor can be rewritten as: 

(3)

When the reference point is in the physical center of the 
antenna array, (3) can be reduced to: 

(4)

To obtain the maximum of the AF of a uniform linear array 
in the broadside direction,  has to be zero, i.e. =0  namely, 
all the elements must have the same phase excitation.  

The normalized array factor for the four element array 
(N=4) is

and is shown in Fig. 1.  

Fig. 1. Graphical representation of the normalized array factor of 
the 4-element array as a function of . 
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II. DESIGN OF THE STRIP HORN ANTENNA ARRAY

The linear array [1-2] of strip horns that are fed in-phase 
can be realized in two ways – as individual strip horns [5-11] 
positioned along the straight line at the mutual distance of 

0/4 or with the common reflector system with radiating 
elements spaced 0/4 apart, where 0 is the free space 
wavelength at the center frequency (fc=10 GHz) of the 
frequency range of interest.  Figures 2a and 2b display both 
concepts of the design. 

(a) 

(b) 
Fig. 2. Linear array of strip horn antennas: (a) Linear array of 4 

individual horn antennas, (b) Linear array of 4 radiating elements in 
the common reflector system. 

The excitation of the individual radiating elements in the 
array is performed through the feed network [3, 6-7] realized 
in microstrip technology on the RO4003C dielectric substrate 
with permittivity r=3.38, and thickness h=0.2 mm. The 
microstrip lines’ widths and lengths are calculated at the 
center frequency (fc=10 GHz) of the X-band. The radiating 
elements – monopole antennas  are realized with the SMA 
connectors’ pins. Figures 3 and 5 display the photographs of 
the separate array feeding network and its integration with the 
linear array of strip horn antennas, respectively. 

Fig. 3. Photograph of the microstrip feed network for the linear array 
of strip horn antennas (with indicated impedances). 

III. ANALYSIS AND THE SIMULATED RESULTS

In the first step, an array composed of four individual strip 
horns is simulated and analyzed using the program package 
WIPL-D [12]. The distance between two neighboring horns 
(d) is equal to the odd number of quarter wavelengths at the 
center frequency fc. In our case, this distance is chosen to be 
5 0/4.  Next, the same array of radiating elements is placed 
into the common reflector and simulated.  

Simulated radiation patterns in x0y- plane of both models –
with individual strip horns and with the common reflector
at the center frequency, are shown in Fig. 4. It can be seen that 
the compact array model has a slightly lower gain ( 17.2 dBi) 
than the model with separated strip horn antennas. The 3D 
radiation pattern of the compact array is displayed in Fig. 5. 

Fig. 4. Radiation patterns of the linear array of strip horn antennas in 
x0y-plane: individual horns (red line) and with the common reflector 

(blue line). 
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Fig. 5. 3D radiation pattern of the proposed linear array of strip horn 
antennas. 

IV. REALIZATION AND THE MEASURED RESULTS

The realization of the complete antenna system which 
consists of the metallic strip horn with the array of four 
quarter-wavelength monopole antennas and the feed network 
is shown in Figs. 6 (a,b). 

(a) 

(b) 
Fig. 6. Photograph of the realized linear array of strip  

horn antennas: (a) rear view, (b) front view. 

The measured reflection coefficient S11 of the realized 
antenna array, Fig. 7, is less than 10 dB in about 9% of the 
bandwidth around the center frequency. 

Fig. 7. Measured reflection coefficient S11 of the realized strip horn 
antenna array. 

The antenna gain measurement is performed using the gain-
comparison technique which requires two sets of 
measurements. The standard gain horn antenna for operation 
in the range (8.2-12.4) GHz is used as a transmitting antenna. 
In the first measurement, the test antenna is used as a 
receiving antenna and the received power is measured. In the 
second set, the test antenna is replaced by the standard gain 
horn antenna. The difference between these two sets of 
measured results gives us the gain of the antenna under test, 
shown in Fig. 8. 

Fig. 8. Measured and simulated gains of the realized strip horn 
compact antenna array. 

The discrepancies between the measured and the simulated 
array gains, especially at higher frequencies of the range, can 
be attributed to the insertion loss of the microstrip feed 
network. 
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System for Automatically Targeting of Unmanned 
Aerial Vehicle with Vertical Landing on Mobile 

Landing Site
Rumen Arnaudov1, Georgi Stanchev2 and Krume Andreev3

Abstract – The article provides a system for automatically 
targeting of unmanned aerial vehicles with a vertical landing on a 
mobile landing site commensurate with its dimensions, based on a 
pseudo-conical scanning modification used to accompany radar 
targets.

Keywords – Automatic landing of UAV; pseudo-conical 
scanning; radio-navigation and radiolocation.

I. INTRODUCTION

The landing of unmanned aerial vehicles (UAVs), and in 
particular those of a lower category, is carried out under the 
supervision of a qualified operator. The landing site is usually 
commensurate with the dimensions of the UAVs and GPS 
accuracy of the GPS for civilian purposes is not sufficient to 
target it directly. This is done using a differential GPS, the cost 
of which is significant [1]. All this complicates their expected 
massive application for various services in the future. For these
reasons scientists and engineers are working to automate this 
process by using civil GPS data. The following are generally 
accepted:

• Image processing and recognition of the landing site 
combined with light signals [2];

• Applying the radiolocation principle of pseudo-
conical scanning to accompany objectives [3];

• Applying the principles of lidar optic systems [4].

The solution to automatic landing problems also leads to the 
next step - landing on a moving landing site. Such landing can 
be on a vessel, a car and with a lot of reserves and conventions 
on a train, because over it there is a power supply line, and there 
are obstacles (trees, poles). At a landing site on a car moving 
on a relatively straight section at approximately uniform and 
low speed there would be no problems as long as there were no 
big trees above the road, the crowns of which are over it. At a 
landing site on a vessel, a single problem can occur if there is a 

strong water turbulence that requires much more serious 
software to compensate for it. Therefore, this article proposes a 
system of landing on a vessel floating in calm waters (lakes, 
dams, floating rivers and a relatively calm sea).

A solution for automatic landing on a moving vehicle is 
available in [5], assuming that the UAV has taken off from a 
landing site that is mounted on a car, has completed a task or 
mission and is back to the same landing site. It is proposed to 
use a landing site that is recognizable by a video camera whose 
image is processed by the droning equipment. There is no 
mention of what happens if there are crowns of trees above the 
road, what is the influence of the unevenness of the road, the 
change of direction of movement.

Video-image processing is a perspective area of 
development but with some drawbacks to this application. 
Image quality is dependent on weather conditions, and software 
is much more complex. If it is also applied to mobile landing 
sites, the problems are much more due to the dynamics of the 
incoming image. In this case, it is good to look for an alternative 
solution.

II. FORMULATION OF THE TASK AND
SCHEMATIC SOLUTION

The most appropriate solution for a method and an automatic 
landing system on a mobile area is the use of the radiolocation 
principle to accompany targets with conical or pseudo-conical 
scanning. 

This is not the same situation like in the case of radar 
accompanying targets. Here the object of accompaniment is 
"own" and not "alien". For this reason, the principle of 
radiolocation, which works with reflected signals from the 
monitored "foreign object", disappears. This makes it possible 
to significantly simplify the automatic landing system, all the 
more so that the whole process can be digitized. Here, the 
scanning area is stationary upwards above the landing site. The 
UAV moves and searches for this area on its assigned GPS 
coordinates, aiming to position itself above it, level the speed 
of the vehicle, and then turn on the automatic landing system 
just above the landing.

With this set-up, signal processing software and hardware 
implementation are made much easier and more economical.

In Fig. 1 shows the functional scheme of the system and the 
setting of the individual stages of the landing.
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On board of the UAV is an on-board unit (O-BU), which 
consists of an on-board control-command module (OBCCM), 
which includes all flight control and control components [6].

Control components are controllers, GPS receivers, 
altimeters, gyroscopes, barometers, electric motor drivers and 
others. It is also connected to the Wireless Interface for Remote 
Communication 1 (RCWI) with the Mobile Station of the 
landing site (MSLS). Additionally, an information 
microcontroller (IMC) is installed. The information 
microcontroller receives information from a microwave 
receiver (MR), and through a nearby communication interface 
1 (NCI) (Wi-Fi, RF or other), it is possible to connect to 
another.

The pilot-in-command of the UAV guides the flights through 
the mobile station at the landing site which is located on the 
mobile object. He is accessing the system via a personal 
computer (C). The computer (C) connects to the UAV via a 
Wireless Interface for Remote Communication 2 (RCWI) 
(GSM, RF or other) and continuously transmits information 
about its movement and position. The directional 
microcontroller (DMC) manages the positioning and landing 
processes. Through a nearby communication interface 2 (NCI) 
can be established a close communication with the UAV, and 
by the gyroscope (G) the change in the direction of motion of 
the mobile object is monitored, via the modulator (M) 
transmitting data to the microwave transmitter (MWT), the 
signals from which are emitted by the antenna with Electronic 
Pseudo-Conical Scanning (AEPCS). The antenna is controlled 
by the Directional Microcontroller (DMC). After landing, the 
system also includes electromechanical or electro-magnetic 
grip (EMG) for the UAV to stay stationary on the landing site 
(LS).

The landing process consists of three stages: positioning over 
the pseudo-conical scanning area, signal processing, and 
positioning of the UAV at the center of pseudo-conical 
scanning, downhill and landing on the landing site [9].

The landing method on a mobile object is realized by a series 
of operations, whose interrelationship is also presented in the 
form of algorithms (Figure 1).

III. A CONDITION FOR SUCCESSFUL
POSITIONING OF THE UAV OVER THE

LANDING SITE

Figure 2 shows a schematic diagram of the positioning of the 
UAS over the pseudo-conical scanning antenna. In order not to 
complicate the figure, only two beams ("left-right") facing each 
other are pointed upwards. The other two beams ("back and 
forth") are in the perpendicular plane of these two. The 
geographic directions are not used here because the object is 
mobile but the antenna is fixed to it and to the direction of 
movement as well, which facilitates the movement of the 
drones that move in the same direction and at the same speed.Fig. 1. Figure example
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The center axis for the entire setting 0Z is in a perpendicular 
upward direction and pseudo-conical scanning is performed 
against it. The angle of deflection depends on the accuracy of 
the GPS module used in the drones. Trough the given 
maximum permissible errors for civilian purposes of GPS and 

- 
part of the 

air space, formed by a cylinder with a radius of 8 m and a height 
of 16 m. This area can be called a "wrong positioning cylinder" 
[3]. To prevent a collision between the drones and the site it is 
good to have the base of this zone (cylinder) a few meters above 

determines the system's 

coordinate Z for positioning of the drones before landing 
should be 16 m above the landing site. Depending on it, the 
UAV must fall somewhere in the space inside the wrong 
positioning cylinder. This cylinder must be into the scanning 
cone to ensure the successful capture and landing. The cone is 
formed by the 0M rays.

With this configuration, it is necessary to determine at what 
angle the four beams pointing up should be dissolved. Figure 2 

positioning cylinder and the center of the landing site. It can be 
seen that:

  =        =  2      (1)

After taking into account the errors of GPS and Galileo:

 = 2    
  (2)

An additional condition is to reliably accept the signals of the 
rays in the upper base of the wrong positioning cylinder, which 
depends on the sensitivity of the microwave receiver (MWT). 
The level of all signals is increased in the landing process and 
centering direction. 
better to be larger
scan, even if the UAV is from the outside of the beam, it will 
still orient itself, where it is to fly because it receives coded 
digital targeting, which is not affected by its position relative to 
the axis of the beam.

IV. ADDITIONAL REMARKS

The algorithms to perform the individual stages are 
autonomous and run sequentially, each ending with an 
emergency signal to the landing site if problems arise. In this 
case, its movement must be stopped to ensure a safe landing 
and, if necessary, stopping the movement of the object and 
moving to manual control.

pseudo-conical scanning setup

V. CONCLUSION

The article provides a system for automatically targeting 
unmanned aerial vehicles with a vertical landing on a mobile 
site, based on a pseudo-scanning modification used to 
accompany targets with radar. By pointing up the four rays of 
pseudo-scanning, a gripping and guiding zone for the 
unmanned aircraft is formed. It is positioned over GPS 
coordinates above this area, and landing accuracy is achieved 
as a result of its pseudo-conical direction by processing the 
signals emitted from the center of the site.
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Application of Vilenkin’s Additional Theorem in the 
Calculations of Mutual Coupling Between Circular 

Apertures on Conducting Sphere 
Slavko Rupčić1,  Vanja Mandrić-Radivojević1 and Nataša Nešić2 

 
 

Abstract – The paper deal with an application of Vilenkin’s 
additional theorem to the mutual coupling calculations within 
Moment Method (MoM) between circular apertures on conducting 
sphere. When calculating the mutual coupling between the 
apertures one needs to calculate the vector-Legendre transforms of 
basis and test functions with the domain on the aperture located at 
an arbitrary position on the sphere. Clasical approach is to 
numerical calculate the need terms using Euler’s formulas for 
coordinate system rotation. This approach is very time consuming. 
Instead, significantly accelerating the calculation is achieved by 
rotation in theta direction in closed form by using of Vilekin’ 
additional theorem for associated Legendre functions. 

 
Keywords – spherical antenna, circular aperture, Vilenkin’s 

additional theorem, method of moments . 

I. INTRODUCTION 

An array of aperture antennas  on the surface of a sphere is of 
importance because such an array provides wide hemispherical 
scan coverage with low grating lobe levels.  
The mutula coupling of aperture antenna arry is determined in 
this article by using the Vilenkin's theorem instead of the 
classic approach to calculations such attachment significantly 
shortens the calculation time. The computerized routine used is 
verified by using data from the available literature as well as by 
using measurements on a derived laboratory model. 

II. METHOD OF ANALYSIS 

The problem of determining the mutual coupling using the 
moment method (MoM) in spectral domain for an array circular 
apertures placed at a spherical ground plane is the problem  of 
calculation equivalent magnetic current placed at different 
apertures (openings of  waveguide Fig.1.). The mutual 
admittance is given by:  

 

,)(r,~)(
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)(r,~),(2 T2

m
jssis

mn
ij mn,rrm,n,n,-mrmnS MGMY     (1)                 

where )(
~

ss rrm,n,G is a spectral domain dyadic Green’s 

function for grounded spherical surface and ),,( mnL  is the 
kernel of the vector-Legendre transformation. )(~ mn,r,jM  and 

)(~ mn,r,T
iM  are the equivalent magnetic current and the 

transposed equivalent magnetic current both placed at the i-th 
and j-th opening of  waveguide. This basic/test functions are 
located at different apertures.  
    The appropriate spectral-domain Green’s function of a 
multilayer spherical structure is calculated using the 
G1DMULT algorithm [2].  
 
 

 
 

Fig. 1. Circular waveguides (aperture antennas) on a spherical 
surface – spherical geometry 

 
 
It is easy to calculate the vector-Legendre transformation of the 
equivalent current of the waveguide opening located on the 
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north pole (αn = 0, βnm = 0). However, when calculating the 
mutual coupling between the apertures, it is necessary to 
determine the vector-Legendre transformation of the base and 
test functions with the domain on the wavegudie aperture of the 
arbitrary position in the sphere. One way is to numerically 
determine the required expressions using formulas that link 
global and local coordinates. The transformation process is 
based on the vector-Legendre transformation of base and test 
functions located on the displaced waveguide: 
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where  and   are coordinates in the global coordinate system, 
and ’ and φ' in the local coordinate system. It is important to 
know that both matrices, L-matrices and basis functions Mi are 
written in relation to the basis ˆ ˆ ˆ, , re e e , which is the basis 

of the global coordinate system. The connection between local 
and global coordinates is given by the following equations: 
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n and nm are the su - and -coordinates of the center of each 
waveguide in the global system. 
 
This approach is very time consuming since for each basis/tes 
function one needs to calculate a double-integral of rapidly 
varying function. 
 
A much more efficient and faster algorithm is the one in which 
([6] and [7]) we have the following  relationship between the 
vector  Legendre transformations of the basis/test function with 
domain  on the central apertures ( =0) and on the aperture 
whose center has coordinate  = n, = n=0. Equivalent 
magnetic density of the current at the aperture in the spatial 
coordinates is defined by the equation: 
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In the spherical coordinate system of equation (4) we can write: 
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Equations (4) and (5) are described with two functions A
kM  

and kM .  
 
In addition, base and test functions can be written by using 
direct inverse vector Legendre transformation as: 
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By comparing the relation (5) and (6), it is apparent that the 
functions A

kM  and kM  have the following form: 
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Partial derivations are:
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Furthermore, theta and phi components of equivalent currents 
can be written by the equations: 
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Or shorter written:
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The selected view is similar to the display of the electric field 
via vector and scalar potentials. It is also important to note that 
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these relationships do not depend on the coordinate system, ie 
they are valid in the global and local coordinate system. It is 
possible to connect the equivalent currents A

kM  and kM  and 
in different coordinate systems using the following rule of  
Legendre functions:  
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The function , 12(cos )n

m kP  is defined in [1], and θ12 is the 
angle between the global and the local coordinate system (it is 
important to note the following: local coordinates have a dash 
mark on the exponent's site, and the  coordinate of the center 
of the shifted aperture is equal to zero). 
 
By connecting the relation (7) and (14), the terms for functions 

A
kM  and kM  with the domain on the displaced wavelength 

can be determined: 
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Furthermore, by comparing the relation (15) and (16) with the 
reaction (7), the following is obtained: 
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Since we are interested in the theta and phi components of the 
equivalent currents in the spectral domain when we write 
routine for the computation of programs (programs) we define 
them in terms of: 
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The base and test functions on the displaced waveguide are 
easily determined by using the relation (5), (11) and (12). 

If the wavelength center has a φ-coordinate different from zero, 
it is easy to express the vector-Legendre transformation of base 
/ test functions using the following Fourier series rule 

)(
21

21),(~),(~ jm
ii emnMmnM , ie. it is possible to 

connect the vector-Legendre transformation of base / test 
function of different waveguides with the same - coordinates. 
koordinatama. 
It is equally possible to determine the equivalent magnetic 
currents at the opening of each waveguide and calculate the 
mutual coupling of the aperture antenna on the spherical 
surface using equation (1). 

III. DISCUSSION OF NUMERICAL AND 
EXPERIMENTAL RESULTS  

By using the above-described procedure, the calculation of 
the mutual admittance of the aperture antennas on the spherical 
surface of three different radii was made. The figures (Figures 
2, 3, 4 and 5) also show the values of the mutual admittance 
from the literature ([3] and [4]). It is noticeable to match the 
results from the literature and the calculated results.

 

Fig. 2. The mutual admittance of circular apertures on spherical 
surfaces for different radius of spherical surface – E plane 
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Fig. 3. The mutual admittance angle of circular apertures on 
spherical surfaces for different radius of spherical surface – E plane 

 

Fig. 4. The mutual admittance of circular apertures on spherical 
surfaces versus distance between apertures centars for different 

radius of spherical surface – H plane 

 

Fig. 5. The mutual admittance angle of circular apertures on 
spherical surfaces for different radius of spherical surface – H plane 

Verification of the procedure and its application to the radiation 
problem of the antenna aperture on the spherical surface is 
made with another comparison as shown in Fig. 6. The radius 
of the circular apertures is 1.905 cm, and the distance between 
them is 6.35 cm. 

As the reference curves, the curves for the planar case were 
used according to Lit 5. It can be seen that by increasing the 
spherical radius the results of the mutual coupling approach the 
planar results to Lit 5. 

Furthermore, a model  antenna array model was created on a 
aluminium spherical surface with radius of 30 cm radius.  
Radius of the circular waveguides are 6 cm (Fig 7.). The mutual 
coupling of the openings were measured, the first being 
positioned in the north pole ( 1=0 deg and 1 = 0 deg) while 

the second in the position of 2=56 deg and 2 = 180 deg. 
Figure 8. shows an excellent match between measurement 
results and those obtained by simulation. 

 

Fig. 6. Calculated magnitude of S21 parameter of two circular 
apertures as a function of frequency for different radius of spherical 

surface and also calculated and measured magnitude of S21 parameter 
of two circular apertures on the planar surface – H plane [6] 

 

 

Fig. 7. Photo of the developed laboratory model of aperture antenna 
array: W1 - 1=0 deg and 1 = 0 deg; W2 -  2=56 deg and 2 = 

180 deg; rw= 6cm; rs=30 cm. 
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Fig. 8. Calculated and measured magnitude of S21 parameter of two 
circular apretures (radius=6cm) on spherical surfaces with radius=30 

cm - E plane [6] 

IV. CONCLUSION 

The calculation of the mutual coupling (admittance) of the 
circular aperture of the antenna located on the spherical 
substrate using the moment method is considerably accelerated 
by using the Additional theorem for spherical harmonics. This 
Vilenkin's theorem was applied when calculating equivalent 
magnetic currents at the analyzed openings. Conversion of the 
coordinates and integration for returning to the spatial domain 
has been omitted, which is why the acceleration of this 
calculation procedure is compared with the classical procedure. 
The results of this calculation are compared with the results 
from available literature, and compared to the performed 
laboratory model. The results show excellent agreement with 
comparative results. 
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Use of infrared radiometry in temperature  
measurement of plant leaf 

Hristo Hristov1, Kalin Dimitrov2 and Stanyo Kolev3

Abstract – Through our present work we will show the 
importance of infrared radiometry in conducting various plant 
studies. We will look at the factors that affect temperature 
measurements and their significance. We will draw conclusions 
about the significance of the distance between the thermal 
camera and the object of study.  

Keywords – infrared radiometry, infrared thermography,
agriculture, solid angle 

I. INTRODUCTION

Infrared thermography (IRT) plays an important role in 
some methods of assessing the condition of different 
vegetative tissues. It is a key tool in developing a non-invasive 
analysis of plant metabolism. It also helps diagnose and 
monitor various phytopathogenic processes. The use of 
modern sensor matrices allows the thermographic images to 
be produced at high resolution, allowing for early diagnosis of 
plant diseases when the affected tissue is a small percentage 
and tissue contamination levels are low. Infrared 
thermography is used in methods to test the viability of 
seedlings [1-8].

Remote sensing and thermal imaging analysis are methods 
of collecting, processing and interpreting data without 
physical contact between the measuring device and the object
so that it can be analyzed repeatedly and harmlessly [9-12].
All surrounding objects, thanks to their own temperature, emit 
infrared (IR) radiation. Thermal imaging is performed with 
detectors sensitive to a wavelength of 8 to 12μm. The image 
we see represents variations in the temperature of the leaves. 
IR thermography is used to plan irrigation, to evaluate plant-
pathogen interactions through models of surface temperature 
monitoring of the leaves and to fully monitor their interaction 
with the environment [13-18]. The lack of need for contact 
with the object of research makes it particularly suitable for 
remote monitoring and data collection. It is also preferred as it
is as harmless as possible to plants and the environment.

IRT is used in studying plant temperature stress processes, 
their adaptation, their ability to acclimate, their endurance and 
survival in cold weather conditions. 

Various pests and diseases hinder growth and reduce crop 

yields. They can change the temperature and water balance of 
the plants. The thermophagus could be used to monitor and 
create patterns of various diseases or pest infestations and 
detect them before the occurrence of visible symptoms. It 
works well in field conditions to locate places where culture is 
more affected and therefore requires more urgent intervention 
[19,20]. It also allows for the monitoring of the content of 
different nutrients in crops. In this way, the processes of 
fertilization and soil incorporation of the ingredients necessary 
for the development of the plants are also correct and 
conducted at the right time. Reducing or increasing the water 
content of the soil causes a change in the leaf temperature. 
Thermal images can be used to improve the irrigation mode. It 
is known that the over-irrigation of different fruit crops can 
reduce the content of sugar and other substances, hence the 
quality of production. Lower soil moisture content than 
required may result in a decrease in yield quality and quantity. 
In conclusion, proper management of the limited water 
resource is of utmost importance. This contributes to the 
development of various specific irrigation methods. 

When designing any radiometric system, detection is 
essential. Important parameters are sensitivity, signal noise 
ratio and visualization based on temperature differences. In 
order to achieve high accuracy in measurements and 
visualization, special techniques for recognition, processing, 
various types of corrections and optimizations are used. 

II. THEORY

The aim is to establish, record and visualize changes in the 
surface temperature of the examined bodies. This information 
is contained in the energy characteristics of their radiation, in 
the energy characteristics of other sources found in the system 
and in the characteristics of the distribution medium. 

The radiometric approach is suitable for the study of the 
spread of thermal radiation and its interaction with objects in 
the distribution area when the preliminary specification of its 
complete coherence and the absence of the effects of 
interference and diffraction are not essential for the systems 
under study.  

When we conduct measurements in real situations from the 
standpoint of physics and mathematics, it is suitable to apply 
the radiometric approach. The propagation of the thermal 
radiation is carried out in scattering, absorption and emitting 
environment. During the establishment of the propagation 
equation, we have to take into account all influencing factors 
[7,10,12].

Due to the fact that the point of view is generally not 
perpendicular to the emitting surface, we will use a dimension 
representing the surface and angle density of the emitted flux,
that is, its radiance [11,12] 
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cos4 dAddL  .                    (1) 

Since we will perform measurements in a precisely defined 
frequency range, we will use the spectral density of the same 
magnitude 

.ddLL  (2) 

To define the process, we will use the radiation energy
output of the elementary flux at a given point from the 
radiating surface in the half space 2π

.2
2 dAdM            (3) 

As we are interested in a certain part of the wave spectrum, 
we will use the spectral density of the radiation energy output

                          .2
3 dAddM          (4) 

When we need to do research in the infrared spectrum, we 
always base Planck's law on the emission of a black body.  

In nature, the bodies differ in their radiance from that of the 
black body. This requires the introduction of a correction 
factor called emissivity coefficient 

   .,,, . TMTTM bblack    (5) 

Let us consider a real radiometric system for temperature 
measurements. We will monitor the interactions and energy 
transformations of the radiations with atmosphere located in 
the volume between the studied object and the radiometer. 
The set-up is shown in principle in Fig. 1.  

In the volume enclosed by the viewing angle towards the 
radiometer, a radiation from the studied object enters. With 

such studies, the scattering and absorption in the atmospheric 
channel are of utmost importance. Also, the thermal radiation 
of the atmosphere itself is important, as part of this radiation 
is aimed at the camera and added up to the radiation of the 
studied object, because their directions coincide. In the 
volume between the object and the camera, it is also possible 
for other radiations to enter. These are distributed in different 
directions. Some of them can come from independent external 
sources, others could be the result of multiple scattering of the 
aerosol particles and the molecules of the different gases. 
Generally, when we describe the energy interactions within a 
system, we should take into account all influencing factors 
and the expression will be the following 
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   (7) 

where s  is a scattering coefficient of atmosphere, a  is 
an absorption coefficient of atmosphere, and the last addend 
of the formula 

        
4

;';'4 dPL A
s ,                    (8)

shows the scattering by other sources. In our case, the distance 
from the object to the camera is ignorably small and the 
neighbouring volumes have the same temperature, therefore 
this ingredient does not exert any practical impact and can be 
removed [11,12]. Due to the earlier clarification that the 
distance from the studied object to the radiometer is small 
enough, which creates homogeneity of the atmospheric 
channel, apart from using one particular wavelength within 
the spectrum (8-12μm), we also assume that the source of 
radiation is isotropic, as a result of all these conditions, we can 
assume that the coefficients of atmospheric scattering and 
absorption are constant in relation to the space and spectrum. 
In order to perform a numerical calculation of the flux 
entering the radiometer aperture, we need to solve the 
following expression 

21,,exp t
as

trrrr TFZA

21,,exp1 t
asasa

rrr TFZA

(9) 

where Ar is the area of the receiving part of the antenna, Ωr is 
the spatial angle of view. The last multiplier in the two 
addends is the value obtained after the integration of the 
spectral radiance of a black body at a given temperature in the 
range of λ1 to λ2. 

 We can see that the flow is formed by two main 
components, the radiation from the object and the radiation 
from the atmosphere. 

Fig. 1. General set-up of a plant leaf radiometric investigation 1-
radiometric device; 2-solid view angle of the radiometric device; 3-
solid view angle of the plant leaf investigated; 4-essential area of the 
plant leaf surface which produces radiation (target); 5-radiation from 

the atmosphere, htarget - distance to the target
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III. NUMERICAL INVESTIGATION

The aim is to establish, record and visualize changes in the 
surface temperature of the examined bodies. This information 
is contained in the energy characteristics of their radiation, in 
the energy characteristics of other sources found in the system 
and in the characteristics of the distribution medium [10,14]. 

Let us look at a specific example of radiometric 
investigation for plant leaf, using the theory written above. 
Spatial viewing angle of the radiometric sensor is fixed. We 
will see how changing the distance from the radiometric 
device to the investigated object will affect the heat flows in 
the system.  

For the simulation process we choose the following 
parameters: 
Ta=295K, Tt=293K, λ1=8μm, λ2=12μm, ɛt=0,98, ɛatm=0,96,

, , ,
 , 

Using Scilab we calculate the values of (9) for different 
distances [17]. Part of the results are shown in the following  
Table I. 

TABLE I 
PART OF SIMULATION DATA

No h target[m] Фt [W],T=293K Фa [W],T=295K
1 0.25 1.40752E-05 1.43632E-09 
2 0.5 1.40737E-05 2.87249E-09 
3 0.75 1.40722E-05 4.30851E-09 
4 1 1.40707E-05 5.74436E-09 
5 1.25 1.40692E-05 7.18007E-09 
6 1.5 1.40676E-05 8.61562E-09 
7 1.75 1.40661E-05 1.0051E-08 
8 2 1.40646E-05 1.14863E-08 
9 2.25 1.40631E-05 1.29213E-08 

10 2.5 1.40616E-05 1.43563E-08 

It is very important to compare the flow coming from the 
target with the flow coming from the atmosphere and how 
they change with the change of the distance from the camera 
to the investigated object.  

IV. CONCLUSION

Clearly, as the distance in these near-boundaries increases, 
the flow of the site slowly decreases and the flow from the 
atmosphere increases smoothly. This is explained by the 
increase in the radiant volume and shows in practice the 
increase in the atmospheric channel losses. As the distance 
increases, the flow of the atmosphere increases much faster 
than the decrease in the flow from the site but is thousands of 
times less than it. The linearity in the change in flow values 
indicates that atmospheric scatter and absorption coefficients 
are space and spectral constants for the given conditions. At 

these distances from the radiometric apparatus to the object, 
the horizontal profiles of the atmospheric scattering and 
absorption coefficients remain unchanged. 

 Tracking the proper development of crops requires 
research to be carried out in their natural environment, in the 
field or in the greenhouse. This will allow for any deviations 
that may indicate a problem, to seek the cause immediately 
and to react as quickly as possible. Recently used infrared 
thermography remote sensing techniques provide more 
accurate data for the characterization of plant parameters. 
They can cover huge areas over a long period of time. The 
reflectivity of plants depends on the properties of their leaves 
and their orientation and structure. The amount of energy 
reflected for a particular wavelength depends on the color of 
the leaves, their geometry, the composition of the cells and the 
amount of water in them. These several factors determine the 
infrared characteristics of the plants. There are big differences 
and sharp boundaries in these properties. Their study and 
knowledge makes it possible to improve the methods for 
remote monitoring and, respectively, to improve the 
management of plant processes. Technological advances in 
the manufacture of radiometric detectors give additional 
impetus to the use of thermography as an indispensable tool in 
the monitoring, diagnostics and management of plant cultures. 
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VHF Chebyshev Low Pass Filter with Lumped Elements 
 

Veljko Crnadak1 and 2 

Abstract  In this paper, the practical design of the VHF 
Chebyshev low pass filter with lumped elements is presented. 
The magnitude response of the filter is approximated with the 
Chebyshev polynomial of the 9th order, resulting in a ladder 
network, consisting of five series inductors and four shunt 
capacitors. The passband ripple of the filter is 0.02 dB and the 
cutoff frequency is 220 MHz. The ladder network, with the ideal 
reactive elements, is then converted to the real low pass filter 
with the real lossy reactive elements, which is then simulated in 
3D EM simulator. The values of the  and  parameters of 
the simulated filter are then being compared, to the values of the 
same S-parameters of the produced filter, in order to test the 
design process. The low pass filter is designed to have minimal 
insertion loss and maximal return loss, for the frequency range 
from 150 MHz to 200 MHz. Purpose of the filter is to reduce or 
eliminate harmonics, at the output of a high-power amplifier 
 

Keywords  capacitor, Chebyshev, coil, filter, inductor, low 
pass, lumped, VHF. 

 

I. INTRODUCTION 

The magnitude square of the Chebyshev low pass filter 
transfer function of the Nth order is, 

 ,  (1) 

where  is the dc attenuation,  is the ripple magnitude,  is 
the cutoff frequency and  is the Chebyshev polynomial 

of the Nth order

 .  (2) 

The Chebyshev response, shown in Fig. 1, oscillates in the 

passband between the two values,  and , while in the 

stopband it approaches zero at infinity. The Chebyshev low 
pass filter is also known as all pole filter, because the transfer 
function has zeros only at infinity [1]. The poles of the 

transfer function are all on the left half of the s-plane, and are 
given with the following expression  

  , ,  (3) 

where 

 ,  (4) 

and 

 .  (5) 

II. DESIGN THEORY 

Our objective is to design a low pass Chebyshev filter that 
has a passband ripple of  dB, the 
cutoff frequency of  MHz and an insertion loss at 

 MHz of at least  dB. Number of reactive 
elements in the filter is determined from the following 
inequality, 

 .  (6) 

From the inequality (6), we learn that the filter has to be of 
the 9th order at least. Because the source and the load 

ation of the 
filter is . Before determining the values of the ideal 
reactive elements of the circuit in Fig. 2, we must obtain the 
values of the elements of the Chebyshev low pass prototype. 
The values of the prototype inductances are, 

 and , the values of the 
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Fig. 1. The Chebyshev low pass response of the 6th order [1]. 
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prototype capacitances are,  and 
, and the values of the prototype resistances are, 

. The values of the prototype elements were 
obtained using the recursion formulas [2]. 

The actual values of the filter inductances are,  

 ,  (7) 

and the actual values of the filter capacitances are, 

 ,  (8) 

where  . 
We see from the formula (7), that there are three different 

inductances in the filter, as it is shown in Fig. 2,  
nH,  nH and  nH. 

We see from the expression (8), that there are two different 
capacitances in the filter, as it is shown in Fig. 2, 

 pF and  pF. 

During the filter realization, all the inductors were designed 
with the help of formula [3], 

 ,  (9) 

where  is the coil radius in cm,  is the coil length in cm,  is 
the number of turns and   

Every ideal inductor in Fig. 2, with the inductance , was 
substituted with the coil in Fig. 3, with the inductance , in 
order to realize the filter. The coil in Fig. 3, has three turns 
and was designed as a copper strip of thickness  mm, of 
radius  mm, of length  mm and of width 

 mm. The inductance of a coil in Fig. 3, according to 
formula (9), is  nH. 

The ideal inductor in Fig. 2, with the inductance , was 
substituted with the coil in Fig. 4, with the inductance , in 
order to realize the filter. The coil in Fig. 4, has three turns 
and was designed as a copper strip of thickness  mm, of 
radius  mm, of length  mm and of width 

 mm. The inductance of a coil in Fig. 4, according to 
formula (9), is  nH. 

Every ideal inductor in Fig. 2, with the inductance , was 
substituted with the coil in Fig. 5, with the inductance , in 
order to realize the filter. The coil in Fig. 5, has two turns and 
was designed as a copper strip of thickness  mm, of 
radius  mm, of length  mm and of width 

 mm. The inductance of a coil in Fig. 5, according to 
formula (9), is  nH. All the dimensions in Figs. 
3, 4 and 5 are in mm. 

In Fig. 6, looking from left to right, we can see the 
substitutions for the ideal capacitors  and  from Fig. 2. 
Every ideal capacitor , in Fig. 2, was substituted with the 
parallel connection of two capacitors, Fig. 6, with the 
equivalent capacitance of  pF. Every ideal 
capacitor , in Fig. 2, was substituted with the parallel 
connection of two capacitors, Fig. 6, with the equivalent 
capacitance of  pF. 

 

Fig. 2. The schematic of the low pass filter circuit. 

 
Fig. 3. The schematic of a coil, with the inductance . 

 

Fig. 4. The schematic of a coil, with the inductance . 

 

Fig. 5. The schematic of a coil, with the inductance . 

 

Fig. 6. The isometric view of the model of the VHF low pass filter in 
3D EM simulator 
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III. SIMULATION AND MEASUREMENT RESULTS 

A. Simulation 

Being aware of the criteria that our filter has to meet, the 
return loss, , larger than 20 dB, and the insertion 
loss, , smaller than 0.1 dB, for the frequency 
range from 150 MHz to 200 MHz, we were able to direct the 
process of 3D EM simulation towards satisfying the above-
mentioned conditions and obtaining the final dimensions of 
the filter, shown in Fig. 6. Frequencies below 150 MHz are of 
no interest to us because they were reduced or eliminated by 
previous filtering stages of the system. The inductors 
dimensions were firstly determined through the application of 
formula (9) and were later corrected through 3D EM 
simulation. The capacitors dimensions were firstly obtained 
through the application of a well-known formula for the 
capacitance of parallel-plate capacitors:  

   (10) 

where  is the vacuum permittivity,  is the relative 
permittivity of the dielectric,  is the area of the plates, and  
is the distance between the plates. In our case dielectric is 
Teflon, so . The capacitors dimensions were later 
corrected through 3D EM simulation. As we can see from Fig. 
7, capacitors in a parallel connection that form equivalent 
capacitor , share the same copper plate (colored in red), of 
the dimensions 45 mm  46.2 mm  2 mm, that is surrounded 
by Teflon in an aluminum housing. In Fig. 7, Teflon is 
colored in yellow and aluminum is colored in blue.   

As we can see from Fig. 7, capacitors in a parallel 
connection that form equivalent capacitor , share the same 

copper plate (colored in red), of the dimensions 45 mm × 50.8 
mm × 2 mm, that is surrounded by Teflon in an aluminum 
housing. The distance  between the plates, for capacitors in a 
parallel connection that form both  and , is the same and 
equal to 5.45 mm. The photograph of the produced filter is 
given in Fig. 8.  

Because of the edge effect, the capacitances  and  were 
calculated using the Method of Moments. The inductors and 
the capacitors are placed in the aluminum casing, filled with 
air. The length of the casing is  mm, the height of the 
casing is  mm and the width of the casing is  mm. All 
the dimensions in Fig. 9 are in mm. 

The filter uses two 7/16-connectors. 

B. Simulated and measured results 

As we can see from Fig. 10, the return loss is larger than 
21 dB in the frequency range from 150 MHz to 200 MHz, 
which is satisfactory. Unfortunately, the insertion loss exceeds 
0.1 dB, in the same frequency range, due to losses in 
conductors and dielectric. The highest insertion loss in the 
frequency range of interest is 0.16 dB. 

 

Fig. 7. The model of the capacitors  and  in 3D EM simulator. 

 

Fig. 8. The produced VHF low pass filter. 

 

Fig. 9. The schematic of the lateral dimensions of the VHF low pass 
filter. 

 

Fig. 10. Comparison of simulated and measured magnitudes of  
and . 

 

Fig. 11. Comparison of simulated and measured phase angle of . 
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It can be seen from Fig. 11, that the phase response of the 
filter is nonlinear, which has for a consequence a nonconstant 
group delay, as it is shown in Fig. 12. 

These are all the typical traits of a Chebyshev low pass 
filter. Ideally, the filter is a lossless two-port network, which 
means that the zeros of the reflection coefficient are located at 

the frequencies, , that is , 75.24 

MHz, 141.41 MHz, 190.52 MHz, and 216.66 MHz. We can 
see from Fig. 13, that there are five zeros of the reflection 

coefficient and they are located around above-mentioned 
frequencies, which is the sign of good filter design. The 
insertion loss at 300 MHz is 42.01 dB, as it is shown in Fig. 
13. Nonlinearity of the filter phase response only increases 
with frequency, as can be seen in Figs. 14 and 16. Real filters 
have re-entry modes that limit the high-frequency capability 
of the filter [4]. It can be seen in Figs. 13 and 15, that higher 
frequency signals can appear at the output of the filter. 

IV. CONCLUSION 

In this paper, we have thoroughly explained the theory 
behind and the design of the VHF Chebyshev low pass filter 
with lumped elements. Our primary objective was to design 
the low pass filter that can be used for high power 
applications, more precisely at the output of a high power 
amplifier, where it would reduce or eliminate harmonics. In 
such an application, the nonlinearity of the phase response is 
not important, the only thing that matters is that the transition 
between passband and stopband be sharp enough, so for that 
reason, the Chebyshev low pass response was chosen. The 
bulky dimensions of the filter are a consequence of the 
purpose for which the filter was built. The goals regarding the 
level of the return loss in the passband and the level of the 
insertion loss in the stopband were met. Only the level of the 
insertion loss in the passband has exceeded the projected 
value by a small margin, at the first place because of the 
losses introduced by real inductors, and at the second place 
because of the losses introduced by Teflon. 
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Fig. 12. Comparison of simulated and measured group delay. 

 

Fig. 13. Comparison of simulated and measured magnitudes of  
and . 

 

Fig. 14. Comparison of simulated and measured phase angle of  

 

Fig. 15. Comparison of simulated and measured magnitudes of  
and . 

 

Fig. 16. Comparison of simulated and measured phase angle of . 
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Throughput Performance of MU-MIMO-OFDM with 
Optimal Pair-wise Algorithm under Imperfect CSI 

Aleksandra Panajotovi 1, Nikola Sekulovi 2 and Daniela Milovi 3

Abstract – In this paper, a multiuser multiple-input multiple-
output orthogonal frequency division multiplexing (MU-MIMO-
OFDM) system with zero-forcing beamforming (ZFBF) 
precoding applying optimal pair-wise semi-orthogonal user 
selection (SUS) algorithm is considered. The knowledge of 
perfect channel state information at transmitter (CSIT) is 
required to exploit full benefit of that system, but it is the ideal 
case. We analyse real scenario in which an imperfect CSIT 
affects throughput performance of system compliant with IEEE 
802.11ac.  Extensive simulation results are presented to support 
our analysis. 

 
Keywords – CSI, IEEE 802.11ac, MU-MIMO-OFDM, User 

scheduling algorithm, ZFBF. 
 

I.INTRODUCTION 

To satisfy demands of broadband wireless communication 
market for channel capacity, higher and higher from day to 
day, Wi-Fi  standard IEEE 802.11ac suggests multiple-input 
multiple-output orthogonal frequency division multiplexing 
(MU-MIMO-OFDM) as technique enabling speeds ranging 
from 500 Mbps up to several Gbps [1]. In order to achieve 
those speeds it is necessary to tackle with beamforming 
(precoding), user selection and power allocation. 

Beamforming increases performance of wireless network 
focusing signal towards selected user and reduces in that way 
multi-access interferences. Capacity achieving precoding 
technique is dirty paper coding (DPC) [2]. Although optimal, 
DPC is impractical because of a tremendous computational 
complexity at both side (transmit and receive) even for 
moderate number of users. Therefore, more practical linear 
(zero-forcing beamforming (ZFBF) and block diagonalization 
(BD)) or nonlinear (Tomlinson-Harashima) precoding 
techniques should be applied [3, 4]. 

To materialize the huge potential that MU-MIMO brings, in 
addition to precoding, access point (AP) has to select a group 
of users which should be served in that time slot. The optimal 
schedule is found by exhaustive search, i.e. achieved sum rate 
is evaluated for all combination of users and the user 
combination providing the maximal sum rate is scheduled. 
However, in the case when number of the users, Nu, is large, 
exhaustive search cannot be used any longer, since the size of 

search space,
1

TN
u

i

N
i

, becomes prohibitively large.  

Therefore, design of suboptimal user selection algorithm is 
very important issue. Semi-orthogonal user selection (SUS) 
algorithm in combination with ZFBF gives performance 
reasonably close to that of DPC under practical value of Nu 
[5]. Modification of that algorithm to be applicable in IEEE 
802.11ac system is presented in [6-8] as generalized 
multicarrier SUS (GMSUS) algorithm. In order to realize 
better performance than one achieved with GMSUS 
algorithm, in [9] authors propose the optimal pair-wise SUS 
algorithm.  

To achieve benefit arising from precoding and user 
selection it is required to know channel state information at 
transmitter (CSIT). Unfortunately, in practice CSIT is 
imperfect. Its quality depends on quantization effects and/or 
delays. Imperfect CSIT, besides precoder design and selection 
of user group, also influences on link adaptation (transmission 
mode selection) causing throughput and error performance 
drops. In [10],  authors present general framework to evaluate 
the performance of various linear multicarrier MU-MIMO 
schemas taking into account the accuracy of the channel 
information feedback to the AP. 

In this paper we investigate how imperfect CSIT, expressed 
in number of bits using in quantization process of channel 
information, influences on MU-MIMO system performance. 
We suppose that ZFBF precoding technique is applied, since 
it cancels both inter- and intra-user interferences. According 
to results presented in [9], we choose the optimal pair-wise 
SUS as algorithm for user selection.  

This introduction ends with notational remarks. Vector and 
matrices are denoted by lower- and upper-case bold letters, 
respectively, while scalars are represented with non-bold 
letters. ( )T  and ( )H denote transpose and complex transpose, 
correspondingly, D (x) is a (block) diagonal matrix with x at 
its main diagonal, Q  is the cardinality of subset Q, IL is        

L  L identity matrix, a  represents the Euclidian norm of a 
vector a, and R and C are the set of real and complex 
numbers, respectively. 

II. SYSTEM MODEL 

We consider the downlink of MU-MIMO-OFDM system 
with NT transmit antennas at AP and Nu users each equipped 
with NR (NT  NR) receive antennas. The system operates over 
Nc OFDM subcarriers, out of which Nd are used to transmit 
data, while rest of them correspond to pilots and guard band. 
In downlink scenario with large number of users, the AP 
serves users with favourable channel conditions. At the given 
scheduling period AP conveys information to a subset 
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1, , QQ u u , ,uQ N  of selected physical users  with 

receiving 
iuL spatial streams. Following inequality should be 

satisfied
1

i

Q

Q u T
i

L L N  . Let R T

i

N N
u q CH , 1, ,ui N  

be MIMO propagation channel between AP and ui-th user 
over q-th subcarrier. Singular value decomposition (SVD) 
applied on 

iu qH results into 

 
i i i i

H
u u u uq q q qH U V , (1) 

where ,1 ,, , R R

i i i R

N N
u u u Nq q q CU u u  and 

,1 ,, , T T

i i i T

N N
u u u Nq q q CV v v are unitary matrices 

containing the left and the right singular vectors of 
iu qH  

and ,1 ,, , R T

i i i R

N N
u u u Nq D q q R is a diagonal 

matrix which elements on the main diagonal are singular 
values of  

iu qH .  In order to eliminate inter-user 
interference, ZFBF post-processing is applied at receiver, so 
now the equivalent channel matrix corresponding to  selected 
spatial streams of ui-th user on q-th subcarrier is defined as  

 
i i i i i i i

H H H
u u u u u u uq q q q q q qH U U V V . (2) 

where T ui

i

N L
u q CU contains left singular vectors 

associated to 
iuL spatial streams. Similar, T ui

i

N L
u q C

contains singular values, while  T ui

i

N L
u q CV contains right 

singular vectors associated to 
iuL spatial streams.  

In order to eliminate intra-user interferences  post-
processing at transmitter have to be performed as 

  

 1 2 ,Q Q Qq q q qx W P s  (3)  

where 
1

T Q

Q

N L
Q u u

q q q CW w w  is ZFBF 

precoding matrix on subcarrier q, 

1
, , Q Q

Q

L L
Q u u

q D q q RP P P  is power allocation 

matrix and  
1

1Q

u u Q

T
LT T

Q q q q Cs s s  being the 

vector which contains the information symbols sent to 
selected users. 

Due   to    limited    feedback,   channel    between    AP     
and selected physical  users  can  be   modelled as         
ˆ ,Q Q Q Qq q q qH H E  where 

1
.

u u Q

T
T T

Q q q qH H H  Furthermore, 

ˆ ˆ ,
i i ui

H
u uq q qH V  where ˆ

ui

H qV is quantized version 

of 
iu qV , i.e.  ˆ

i i iu u uq q qV V E  and 

1

Q T

Q

T L NT T
Q u uq q q CE E E  is global quantisation 

noise matrix. Now, for ZFBF precoding, precoding matrix is 

defined as 
1ˆ ˆ ˆ .H H

Q Q Q Qq q q qW H H H  It yields to 

following equation for the signal at the output (after 
postprocessing) of selected user   

 

1/2

1/2

1
,

i u i i ii

i u j ij

u u u u

Q

u u u
j

q q q q q

q q q q

y P s E

W P s
 (4) 

where 20,
i uiu Lq CN I . The second term in Eq. (4) 

represent interference leakage due to imperfect CSI. 

III. OPTIMAL PAIR-WISE SUS ALGORITHM 

The optimal scheduled user group can be found through 
exhaustive search. Such approach is not acceptable when 
number of users is large, especially when mutliantenna users 
should be served. Therefore, design of user scheduling 
algorithm is important issue in MU-MIMO systems. In [9], 
authors present the optimal pair-wise SUS algorithm and 
show its advantage over other SUS-based algorithms for small 
and medium SNR. The steps of the optimal pair-wise SUS 
algorithm are: 

Step 1: Initialization  

 0 1, ,Q K , (5) 

 1.i  (6) 

Step 2: Determine the degrees of orthogonality, ,l p , 
between all spatial stream pairs l p : 

 
*

,
1

[ ] [ ]

[ ] [ ]

dN
l p

l p
q l p

q p

q q

h h

h h
. (7) 

where [ ]l qh  represents lth row of matrix Q qH . 

Step 3: Find the pair Pi from 1iQ  with the smallest degree 
of orthogonality 

 
1

,
,

, arg max
i

i l p
l p Q

P l p . (8) 

Step 4: Select i-th spatial strem to be eliminated as follows 

 
1

arg min [ ]
d

i

N

r
r P q

i qh  (9) 

 1i iQ m Q m i , (10) 

 1.i i  (11) 
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If 1i TQ N , go to Step 3. 
Step 5: Apply exhaustive search, i.e. calculate the realized 

throughput for all combination of spatial streams selected in 
Step 4 and find the combination providing maximal 
throughput.  

 
1

arg max
i

opt
S Q

Q T S . (12) 

In IEEE 802.11ac system, only finite set of transmission 
modes, which represents a combination of modulation type 
and coding rate (MCS), is available [8]. Subsequent to 
selection of the group of users, fast link adaptation (FLA) 
carries out a procedure to allocate MCS to users in order to 
maximize system throughput satisfying in the same time  
predetermined quality of service (QoS) constraints. Usually, 
QoS constraint is in the form of an outage probability of target 
packet error rate (PER0). Since system packet error rate (PER) 
depends on many parameters (allocated MCS, the received 
SNR, packet length and channel realization), derivation and 
evaluation of analytical expression for PER is almost 
impossible. Therefore, there are a look-up table which maps 
all those parameters onto a single link quality metrics (LQM) 
which is then associated to PER value. In this paper, LQM 
known as effective SNR (SNReff) is used [11]. Namely, the 
optimal MCS for particular conditions in the channel is 
determined using SNReff. 

Effective SNR  is a function of received SNR of l-th spatial 
stream associated to physical user ui which can be expressed 
as [10] 

  ,
,

, ,

,i

i

i ui

u l
u l

u l l l l

P q
q

q qR R
 (13) 

in environment with limited feedback, where 

 1
i i i j j j

i i

Q
H

u u u u u u
j

H H
u u

q q q q q q

q q

R E W P W

E
 (14) 

and 2 .
u ui in Qq qR I  It is obvious that incomplete CSIT 

influence on MCS selection reflecting that influence also on 
throughput and error.  

IV. NUMERICAL RESULTS 

In order to show influence of imperfect CSIT on throughput 
performance of MU-MIMO-OFDM system with optimal pair-
wise SUS scheduling algorithm, this section presents the 
simulation results obtained using parameters from IEEE 
802.11ac standard. System operates at 5.25GHz carrier 
frequency with bandwidth of 20MHz that is divided into Nc = 
64 subcarriers out of which Nd = 52 are used to carry data 
while the rest correspond to pilot signals and guard intervals. 
The AP has NT = 4 transmit antennas, while all users are 
equipped with NR = 2 receive antennas. Channel profile B and 

E from [12] is used in the simulations testbed to generate a 
space-time-frequency-selective fading channel. The values of 
parameters for FLA are taken from Table I in [9]. 
Homogenous scenario in which all users sitting on 
circumference centered at AP and all experiencing the same 
average SNR is supposed. 

Figures 1 and 2 present the system  throughput as a function 
of average received SNR for MU-MIMO-OFDM in B channel 
characterizing environment with little-to-moderate  frequency 
selectivity. System throughput is evaluated for different 
degree of CSIT, i.e. for different number of bits used in 
quantization process of channel information [13]. That 
quantized value of estimated channel is fed back to transmitter 
and further used in beamforming, user selection and FLA.  If 
we analyse results from these two figures, we can conclude 
that using seven bits in quantization provides enough quality 
of CSIT, so difference in throughput realized for perfect CSIT 
and one achieved for seven bits is negligible, even for high 
SNR. In addition, it is obvious that throughput performance 
for low SNR is independent on quality of CSIT. So, in that 
region small number of bits should be used in quantization 
process of channel information. Even results for 6 bits are not 
presented here, it is useful to emphasize that evaluated 
throughput results for that case is not close enough to 
throughput curve for perfect CSIT. Therefore, quantization 
with 7 bits remains as the best possible solution. Comparison 
these results with ones presented in [10] show that somehow 
optimal pair-wise SUS algorithm is a bit more resistant to 
imperfect CSIT than other SUS-based algorithms.  

In addition, It can clearly be seen from those two figures 
that having more users in the system leads to higher 
throughput provoked by multiuser diversity that a larger 
number of users brings along.  
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Fig. 1. Throughput for different degree of CSIT for Nu = 3 users 

and B channel 
 
Figure 3 represents throughput of MU-MIMO-OFDM 

system with imperfect CSIT operating in E channel, i.e. 
environment with moderate-to-large frequency selectivity. 
System in such environment is sensitive to imperfect CSIT, 
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especially for high SNR, when throughput starts to decrease 
for small number of bits used in quantization process. 

 
 
 
 
 

5 10 15 20 25 30 35 40
0

50

100

150

200

250

300

350

Th
ro

ug
hp

ut
 [M

bp
s]

SNR [dB]

N
u
 = 10, B channel

    5 bits
    7 bits
    9 bits
    perfect CSIT

 
Fig. 2. Throughput for different degree of CSIT for Nu =10 users 

and B channel 
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Fig. 3. Throughput for different degree of CSIT for Nu =3 users 

and E channel 

V. CONCLUSION 

This paper has presented study of the influence of limited 
feedback on throughput performance of MU-MIMO-OFDM 
system complaint with IEEE 802.11ac standard. According to 
the previously published results which pointed out advantage 
of optimal pair-wise SUS algorithm over other SUS-based 
counterparts, that scheduling algorithm has been used.   

Numerical results have shown that the most accurate 
quantisation level which hardly affects system performance 
with respect to that achieved under a perfect CSIT is given in 
the form of using 7 bits for quantization. Noticeable 
throughput degradation has been evident for using 5 bits to 

quantize channel information, especially for system operating 
in E channel.  
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Techniques for eliminating fading for FSO systems
Vladimir Saso1, Borivoje Milosevic2, Srdjan Jovkovic3 

Abstract – Paper deals with the implementation of a new 
technology for the transmission of multimedia content FSO - 
Free Space Optics, optical wireless transmission. FSO – Optical 
wireless transmission has this feature to be implemented 
everywhere quickly, either in terms of flow, or in terms of 
realization speed. With the convergence of microwaves, optics 
and network technologies, the expansion of telecommunication 
networks over wireless links, mostly to remote locations, is 
becoming a very affordable option for many organizations, 
medium and large enterprises, as well as cable operators. Optics 
in a free space, also known as Optical Wireless or Lasercom 
(Laser Communication), is a technology that reappears using 
modulated optical rays for establishing short, medium or long 
range wireless transmission. Traditional linear combinational 
techniques will be used for fading elimination, that is the 
Selective Combining (SC) technique, which is based on the 
selection of a branch in which there is the largest ratio of the 
mean power of the signal and the noise power, assuming that the 
power of the noise in all branches is the same; a technique based 
on equalizing the phases in all branches of the receiver, equal to 
gain and signal combining from all branches (EGC - Equal Gain 
Combining) and the so called MRC (Maximum Ratio 
Combining) technique where phase equalization is performed as 
well as greater evaluation of stronger diversity signals with the 
subsequent addition of signals from all branches. 

Keywords – FSO, Diversity, SC, EGC, MRC, SNR, BER.  

I. INTRODUCTION

Mobile communications have been developing rapidly in 
recent years, as well as wireless channel models that are used 
to describe different effects. Laser wave propagation is a very 
complex phenomenon. If a sufficiently small wavelength of 
laser waves is assumed, their propagation obtains the form of 
the expansion of optical beams. Geometric optics separates 
several basic phenomena of expansion such as diffraction, 
scattering, transmission, reflection, refraction, and absorption. 
Diffraction is the bending of waves around an obstacle whose 
dimensions are significantly larger than the wavelength, 
which allows the duplication of waves to the receiver even 
though there is no optical visibility with the transmitter. This 
effect is also known as the effect of shadow or shadowing. 
Scattering occurs when the laser wave encounters obstacles 
whose dimensions are comparable to the wavelength of the 
laser waves. This is a phenomenon similar to diffraction, 
except that the laser wave is dispersed in several directions. 
Therefore, this effect is difficult to predict. Transmission 
occurs when a laser wave hits an obstacle that is somewhat 
transparent to the laser wave. This mechanism allows the 

existence of laser signals inside buildings. Reflection occurs 
when a laser wave hits an object that is significantly larger 
than the wavelength of the incident wave. The reflected wave 
can increase or decrease the signal at the mobile station. In the 
center where there are many reflected waves, the receiving 
signal at one point is usually variable. 

These factors, in combination with the others atmospheric 
turbulences, are responsible for the difference between the 
transmission and the reception power of the signal. Since 
there is optical visibility between the receiver and the 
transmitter, then the component of the signal that crosses this 
line is far more intense than the components obtained by 
scattering and therefore it can be described by Rician's 
distribution. Rician fading occurs when several low-power 
signals (different reflections) on the receiving antenna, are 
accompanied by a strong signal (direct wave) -LOS (Line Of 
Sight propagation conditions). Signal distributions will be 
observed, also in cases when a signal that can be described by 
Gamma Gamma distribution and Lognormal distribution is 
present. The coefficients of signal weakening in the free space 
environment will be calculated, the SNR and BER will be 
expressed, and the methods will be proposed to improve the 
characteristics of the system.
 Due to the different refractive index of the atmosphere, the 
paths of laser wave propagation are curved. As a result, the 
coverage area is usually higher. The signal strength changes 
due to the variable refractive index. As there is often no direct 
visibility between the transmitter and the mobile station, the 
received signal is the sum of the signals resulting from the 
above described phenomena. Because of this, the receiving 
signal is often time and spatial-varying.

II. DIVERSITY TECHNIQUES

 Traditional linear combinational techniques will be used, 
that is the selective combining (SC) technique, which is based 
on the selection of a branch in which there is the largest ratio 
of the mean power of the signal and the noise power, 
assuming that the power of the noise in all branches is the 
same; a technique based on equalizing the phases in all 
branches of the receiver, equal to gain and signal combining 
from all branches (EGC - Equal Gain Combining) and the so 
called MRC (Maximum Ratio Combining) technique where 
phase equalization is performed as well as greater evaluation 
of stronger diversity signals with the subsequent addition of 
signals from all branches.
 Statistical analysis of these processes, as can be seen in the 
paper, requires the development of mathematical models, their 
processing, and solution proposal by application of a very 
complicated mathematical apparatus, so that the basic goal of 
this paper, based on the obtained results of statistical analysis 
of the signals in the environment.

1,3Vladimir Saso and Srdjan Jovkovic is with the University ALFA 
BK Belgrade, Serbia, email: vladimir.saso@fepn.edu.rs;
srdjansms11@gmail.com

2IBorivoje Milosevic is with the University UNION Nikola Tesla, 
Faculty of Business and Law, Belgrade, Serbia email: 
borivojemilosevic@yahoo.com
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A. MRC - Maximum Ratio Combining 

 MRC combiners use a linear combination of signals from 
coherent branches to maximize the output: signal to noise 
ratio SNR. MRC is the optimum linear multi-system signal 
combining diversity technique, which provides statistically 
best results in limiting fading effects. The signal in each of the 
branching branches is multiplied by an appropriate weight 
factor, equalizing the phases of all the signals, and with the 
greater contribution, the branches with the more favorable 
SNR ratio are taken, Fig. 1. This results in a higher strength 
signal having a higher weight in, but it is therefore necessary 
to measure SNR ratio in all branches, which makes this 
technique a cost-effective set. 

 The following figure shows the SNR relationship 
depending on the number of receiving antennas, using the 
MRC technique, Fig. 2.

B. EGC -  Equal Gain Combining 

In practice, such a scheme is useful for modulation 
techniques that have the same symbols energy  (e.g., M-PSK) 
because the output signal is a linear combination of all the 
diversity branches, where those are in phase and are taken 
with the same weight. This kind of combination reduces the 
complexity of the receiver. When applying the EGC signal 
combining technique, the signal phase change over 
compensation is performed in all the different branches, so the 
signals are summed up. Unlike MRC techniques, all addends 
have the same weight factor, so no SNR measurement and 
estimation in all the different branches is required, making 
this technique simpler and cheaper for practical 
implementation. Prices are somewhat worse in relation to the 
case of MRC technique. In the simulation model of the EGC 
receiver, the reception signal is determined as the sum of the 
signals from the receiving antennas, whereby the phase 
compensation of the signal at the diversity branches was 
performed, Fig. 3.

 The following figure shows the SNR relationship 
depending on the number of receiving antennas, using the 
EGC technique, Fig. 4. 

Fig. 1. MRC Combining

Fig. 2. MRC Combining

Fig. 2. EGC Combining

Fig. 4. EGC Combining

Fig. 3. EGC Combining
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C. SC - Selection Combining 

SC combining means that in each given time period the 
signal will be received from the branch to which the signal / 
noise ratio SNR is greatest, Fig. 5. SC is the simplest and most 
commonly used combination signaling technology in a 
diversity systems based on the choice of branch with currently 
the most favorable SNR ratio. The SC receiver estimates the 
current SNR value in all branches and choose the one with the 
best SNR relationship. In the simulation model of the SC 
receiver, after the equalization of the received signal with the 
known complex channel parameter, the receiver selects the 
branch with the best relation SNR.

 The following figure shows the SNR relationship 
depending on the number of receiving antennas, using the SC
technique, Fig. 6. 

 The analysis of the aforementioned various techniques 
shows that the best results are achieved by the MRC 
combining technique which for even a smaller number of  

receiving antennas offers a very favorable SNR ratio, Fig. 7.

III. BER ANALYSIS

When there is no spatial diversity, the turbulence effect of 
the atmosphere results in a slow fading effecting for the 
symbol velocity through the channel. It is realistic to predict 
that the turbulent time of coherence is a great deal longer than 
two symbols time so that the demodulation of the DPSK of 
the programmed signal is possible. Direct detection of the 
wavefront on the receiver is used and sufficiently isolated so 
there is no correlation between them. BER for DPSK 
modulation can be written as: 

                                  
(1) 

SNR can be calculated: 

                                   (2) 

In the case of turbulence, the independent error value per 
bite is BER Pe = E [Pec] and is calculated using the Gauss-
Hamilton quadrature integration:

(3)

           where               (4) 

represents zeros of the n-order Hamilton polynomial 
combination and corresponding weight factor. The mean 
value for BER for multi-branch system can be expressed as: 

Fig. 7. MRC, EGC, SC Comparation

Fig. 5. SC Combining

Fig. 6. SC Combining
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                                       (5)

We can now calculate and present graphically the error per 
bite. The figure represents the ratio of BER and normalized 
function SNR = (RE [I]) 2 / σ2. For M = 1, n = 20, and when 
I0, and R are normalized for σl = [5.0,2.0]. The results show 
that the BER error is 10-6 and turbulence levels σl = 0.2 and 
0.5, DPSK modulation requires an additional ~ 1dB and ~ 
1.5dB signal / noise ratio SNR respectively, comparing with 
the use of BPSK modulation. However, the complexity 
contained in adjusting the absolute phase using BPSK 
modulation has to be estimated in the narrow band of SNR 
amplification.With the figures in Figure 8, when a greater 
number of subcarriers M = [1, 5, 10] and σl = 0.5 were taken 
into account it can be concluded for the specified turbulence 
level that an additional signal / noise SNR ratio is needed, of 
course, to maintain the required bit error performance level. 
For example, in order to maintain a BER in the range of 10-6,
an additional SNR ratio of ~ 6 dB to ~ 14 dB and 20 dB is 
required only if M is increased from one to two. 

A reasonable and very good approach to calculating BER in 
FSO systems is to take into account only the weakness of the 
signal that it suffers during propagation through the 
atmosphere (not taking into account signal waves and thermal 
processes that affect the signal, and taking into account the 
movement of the optical air through the atmosphere). Then, 
for BER we can write: 

(6)

where R is the aperture of the detector, Pr is the optical power 
on the detector and  is the thermal noise occurring on the 
receiver. Typical configuration on the receiver is R = 1 A / W 
and the receiver's diameter of the receiver (optic) is 13 cm, the 
optical signal power on the transmitter is 10 mW for the 1 km 
link spacing. The graph based on these results is shown in Fig. 
8. 

Fig. 8. BER/SNR 

IV. CONCLUSION

We have presented an expression for evaluating the SNR 
and BER using DPSK for FSO system with in weak 
atmospheric turbulence. We also looked into the performance 
of SC, EGC and MRC spatial diversity as a possible means of 
circumventing the effects of scintillation. From our results, we 
found that the use of MRC spatial diversity in very weak 
turbulence resulted in reduction of link margin by up to 20 dB 
compared with case when no spatial diversity is used. 
However, as turbulence increases, MRC start to pay off, 
resulting in ~30 dB link margin with two photodetectors. But 
due to randomly varying characteristic of turbulence we do 
not suggest the use of SC spatial diversity with DPSK
modulation.
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Extreme Learning Machines for Wireless Channel 
Prediction in Microcell and Picocell Environments  

Nikola Sekulovi 1, Miloš Stojanovi 2, Aleksandra Panajotovi 3 and Miloš Ban ur4 

 

Abstract – In this paper, examination of possibility and 
effectiveness of extreme learning machines (ELM) application to 
predict wireless channel conditions for single-input single-output 
(SISO) systems in microcellular and picocellular environments is 
carried out. Normalized mean squared error (NMSE) and time 
consumption are used as performance indicators. The 
experimental results on measured values for signal-to-noise ratio 
(SNR) show high accuracy of the ELM prediction model and short 
execution time.  
 

Keywords – Channel prediction, Extreme learning machines, 
Microcellular environment, Picocellular environment. 

 

I. INTRODUCTION 

Knowledge of information about state of wireless channel is 
increasingly important. The reason of that trend lies in demands 
for high-data services and limited wireless spectrum. 
Unfortunately, a state of wireless channel changes very 
quickly, so channel state obtained by channel estimation can 
become outdated due to delay caused by processing and 
feedback phases. The system performance enhancement can be 
achieved using channel prediction based on channel states in 
previous moments rather than using channel estimation [1].  

In the open technical literature, there are several papers 
dealing with channel states prediction. Autoregressive (AR) 
model, support vector machine (SVM), discrete wavelet 
transform (DWT) method in combination with AR and linear 
regression (LR) algorithm (DWT-AR-LR) and echo state 
network (ESN) are widely explored in [2]-[6].  

Extreme learning machine (ELM) is a learning algorithm for 
feedforward artificial neural networks with one hidden layer. 
Compared with traditional artificial neural networks, ELM may 
achieve better generalization performance for regression and 
classification cases. ELM tends to minimize training error with 
the smallest norm of weights. In addition, ELM has faster 
learning speed, i.e. significantly low computational time 
required for training (up to thousands of times) [7]-[9]. It 
increases training speed by randomly assigning weights and 
biases in the hidden layer, instead of iteratively adjusting its 
parameters by gradient based methods.  

In this paper, the effectiveness of prediction scheme based 
on ELM is explored for microcellular and picocellular 
environments. Data sets used for training and testing contain 
measured signal-to-noise ratio (SNR) samples for scenarios 
described in details in [10]. Performance metrics used for 
analysis of the approach proposed is normalized mean squared 
error (NMSE) and time consumption. 

The rest of the paper is organized as follows. Section II 
provides brief description of ELM. Section III describes 
communication scenario, data sets and ELM-based prediction 
algorithm. Experimental evaluation is presented in Section IV, 
while Section V concludes the paper.    

 

II. EXTREME LEARNING MACHINES  

Let’s denote N training samples as (xj, yj), j=1,...,N, where   
xj = [xj1, xj2, ...,  xjn]T  Rn represents the j-th n-dimensional 
training instance and yj = [yj1, yj2, ... , yjm]T  Rm represents the 
j-th target value of the dimension m. ELM has the unified 
solutions for regression, binary and multiclass classification. In 
the case of regression, which is of interest for problem 
considered in this paper, it holds that m=1 [7]. Generally, the 
output of a standard single hidden layer feedforward network 
(SLFN) with L hidden neurons and activation function h(x) is 
defined as 
 

   
1

( ) , 1, ,
L

i i j i j
i

h b j N
=

+ = =w x fββββ ,               (1)  

where wi = [wi1, wi2, ... , win]T , i=1,...,L, is the weight vector 
connecting the i-th hidden neuron and all input neurons, i = 
[ i1, i2, ... , im]T represents the weight vector connecting the i–
th hidden neuron and all the output neurons, and bi is the 
threshold of the i–th hidden neuron. According to ELM theory, 
wi and bi can be randomly and independently assigned a priori, 
i.e. without considering the input data [8]. 

The SLFN defined with (1) has approximation capabilities 

with zero error means
1

0
L

i ii=
− =f y , i.e., there exist i, wi 

and bi such that 
 

  
1

( ) , 1, ,
L

i i j i j
i

h b j N
=

+ = =w x yββββ .  (2) 
 

 

The previous equation can be expressed in matrix form 
resulting in 

 =H Yββββ , (3) 
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with 
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1
T

T
L L m×

=

ββββ

ββββ

ββββ

, (5) 

and 

 
1

=

T

T
N N m×

y

Y

y

. (6) 

The matrix H represents the hidden layer output matrix of the 
neural network where the i-th column of H represents the i–th 
hidden neuron’s output vector in regard to inputs x1, x2, ..., xN. 
The output weights can be analytically determined by finding 
the unique smallest norm least-squares solution of the linear 
system described by (3). In order to improve the performance, 
the constrained optimization problem can be formed for ELM, 
as shown in [7]: 
 

 
22

1

1 1
:

2 2

N

P j
j

Minimize L C
=

= +ββββ ξξξξ    

  
 : ( ) , 1,...,T T

j j jSubject to h j N= − =x yββββ ξξξξ   (7)  

where 1,...,
T

j j jmξ ξξ = is the training error vector of the m 

output nodes with respect to the training sample xi, while C 
represents tradeoff parameter between model complexity and 

allowed errors jξ  during training. Based on Karush-Kuhn-

Tucker (KKT) theorem, the optimization problem previously 
defined is equivalent of solving the dual optimization problem 

 
2 2

1 1 1

1 1
( ( ) )

2 2

N N m

D i ji j i ji ji
j j i

L C hα
= = =

= + − − +x yβ β ξβ β ξβ β ξβ β ξξξξξ ,  (8)  

where 1,...,
T

j j jmα α α= are Lagrange multipliers. 

After solving (8) based on KKT conditions, which can be 
found in detail in [7], the following solution is obtained: 
 

 
1

T T

C

−

= +
I

H H Yββββ   (9) 
 

and the function of ELM is: 
 

 
1

( ) ( ) ( ) T Tf h h
C

−

= = +
I

x x x H H Yββββ .  (10) 
 

III. APPLICATION OF ELM FOR WIRELESS 

CHANNEL PREDICTION  

A. Channel Description  

The efficiency of the proposed machine learning technique 
for SNR prediction in wireless communication system 
employing a single transmit antenna and a single receive 
antenna is investigated. Namely, single-input single-output 
(SISO) channel in two different environments is considered: 

1) B channel model represents a microcell environment 
where distance between mobile station (MS) and base station 
(BS) is in the order of 30 m. It assumes indoor-to-outdoor 
propagation with BS located outside and indoor environment 
usually consisted of several small offices. 

2) E channel model refers to indoor-to-indoor scenario. It 
represents a picocell environment in modern open office with 
windows metallically shielded.  

B. Data Sets  

Data sets used for analysis in this work contain SNR channel 
values obtained based on measurement campaigns described in 
details in [10]. A series of SNR samples

( ) ( ) , 1,x k x kT k N= = , from [10], are used for network 

training and testing. Parameter T denotes sampling interval and 
parameter N is the total number of samples. 

C. Prediction Algorithm 

In general, for a given training set with N instances of n 
features, the sigmoid activation function g(x) and L hidden 
neurons number, the ELM algorithm for regression can be 
summarized as follows: 

 
Training procedure 
(a) Assign random input weights wi, and biases bi, i = 1,..., L; 
(b) Compute the hidden layer output matrix H using (4); 
(c) Compute the output weights  using (9); 

 
Testing procedure 
(a) Compute the hidden layer output vector h(x) for current 

instance from the test set using (4); 
(b) Compute the output f(x) according to (10) using the  

obtained in step (c) of the training. 
 

IV. EXPERIMENTAL EVALUATION 

In this section of the work, the accuracy of the ELM network 
for the time series prediction of SNR in the SISO system is 
evaluated using NMSE as a prediction error metrics. NMSE is 
defined as 
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Data sets containing the measured instantaneous SNR values at 
the receiver side for the case when SNR at the transmitter side 
is 20 dB for both B and E channel model are used to test the 
proposed method. Analysis is carried out using N=4000 
samples. The data sets are divided into two equal sets for 
training and testing (Ntr=Nte=2000). It is determined by 
simulation that there is no need to use more than 3 neurons in 
the input layer. Sigmoid function is used as activation. For the 
tests, the ELM is implemented in MATLAB. As an illustrative 
example, Fig. 1 shows target signal and prediction curve for the 
case of E channel.  
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Fig. 1. Target signal and prediction curve for E channel 
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Fig. 2. NMSE versus number of hidden neurons 
 

The NMSE is evaluated for both training and test set, with 
training and test times, measured in seconds on an Intel Core i5 
computer. Results for the NMSE as a function of the number of 
neurons in hidden layer are presented graphically in Fig. 2. It is 
notable that in the case of E channel, the NMSE on the test set 
remains in range from 0.1 to 0.006 for the number of neurons 
in hidden layer in range from 5 to 200. In the case of B channel, 
for the same prediction network, the NMSE values are slightly 
lower. They are in the range from 0.08 to 0.004. Furthermore, 

the analysis shows that increasing number of neurons above a 
certain value does not improve prediction results significantly. 
We can also observe that the NMSE on the training set follows 
trend of the NMSE on training set regardless of number of 
hidden neurons, which implies that models are not overfitted. 
The obtained values of the NMSE for all ELMs, regardless the 
number of neurons in the hidden layer are within the expected 
range of precision and comparable to the results obtained in 
other studies [5, 6].  

Table I contains training and test time in seconds for 
different number of neurons in hidden layer.  We can see that 
training time for all 2000 instances in training set is only 0.001 
seconds with 100 neurons in hidden layer, while prediction for 
all 2000 instances is done in 0.06 second. With increase of 
number of neurons up to 1000, these times slightly increase. 
For more than 2000 neurons in hidden layer training time 
increases significantly (greater than 1s), while test time 
increases slightly (but it is still less than 1s). These results 
demonstrate high performances in terms of training and test 
speed on this data set. 

TABLE I 
TIME CONSUMPTION OF THE ELM MODEL 

Number 
of 

neurons  

Training 
time (s) 

Test 
time (s) 

5 0.001 0.0312 
10 0.001 0.0312 
15 0.001 0.0468 
20 0.001 0.0468 
50 0.001 0.0468 
100 0.001 0.0625 
200 0.0468 0.0625 
300 0.0781 0.0625 
400 0.2031 0.0625 
500 0.2187 0.0756 

1000 0.8437 0.1406 
2000 3.6875 0.3281 
3000 8.9218 0.3593 
4000 16.9063 0.4843 
5000 29.1719 0. 5781 

 
 In order to compare the results of the ELM with other 
common classification techniques, we have measured accuracy 
of the Linear SVM and RBF SVM, on the same dataset. NMSE 
for Linear SMV was 0.0118, while NMSE for RBF SVM 
reached 0.0083. It can be noted that ELM outperforms Linear 
SVM in terms of NMSE, having the similar algorithm 
complexity. On the other side, ELM reaches results comparable 
to the RBF SVM, while operating significantly faster during the 
training and testing. 

V. CONCLUSION 

This paper has investigated the ELM-based prediction 
scheme for SISO systems in microcellular and picocellular 
environments. The effectiveness of the framework has been 
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confirmed using NMSE as a performance measure along with 
training and test time. Simulation results have shown that no 
more than several hundred neurons in hidden layer should be 
used. Further increasing the number of neurons will not result 
in significant prediction accuracy gain. The NMSE of the order 
of 10-3 and training and test time less than 0.22 and 0.08 
seconds, respectively, can be expected.  
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Comparative Analysis of MTP and DSDV Routing 
Protocols in VANET 

Tsvetan Marinov1, Maria Nenova2 and Georgi Iliev3

Abstract –Nowadays we are witnessing the rapid development 
of telecommunication technologies. The transmission speed is 
constantly increasing and the routing protocols are improved. 
Intelligent Transport Systems are also part of this development. 
Vehicular ad-hoc network - VANET belongs to them. It is 
expected to solve serious problems such as road accidents, 
congestions and harmful air emissions. This report presents a 
comparative analysis between two protocols - Message 
Transmission Protocol - MTP and Destination-Sequenced 
Distance-Vector Routing - DSDV.

Keywords –ITS, VANET, routing protocols, MTP, DSDV 

I. INTRODUCTION

The number of cars around the world is increasing every 
day. Road accidents are constantly occurring. Congestions are 
a common part of everyday life. The air is getting polluted. As 
a result, many people get sick. All these problems require the 
development of VANET. It is subclass of MANET (mobile ad 
hoc network) network. Originally MANET was developed for 
military purposes. The basic idea is that moving devices can 
communicate with each other. The main purpose of VANET 
is the same but here the communication will be between cars. 
If vehicles can exchange information among themselves, 
mentioned problems will be solved.

VANET differs from all known networks. This difference 
is determined by the movement of vehicles. As a result, the 
network has a dynamic topology. Architecture is varied and 
depends on the geographical area. Figure 1 shows the 
architecture of VANET. In general, the architecture may 
include all communication equipment.  

The communication is divided into four types: 
The first type is In-vehicle communication. Here each 

controller or computer in a vehicle can communicate with 
each other following the driver and vehicle behavior.

The second is Vehicle to Vehicle communications (V2V). 
The main idea is that cars can exchange information with each 
other. This is a new technology that is developed for VANET.  
In this area, a lot of research has been done to make the links 
between cars as reliable as possible. 

The third communications is Vehicle to road infrastructure 

(V2I). In these types of communications vehicles can 
communicate with road infrastructure as traffic lights, base 
stations and so on. 

The last type of communications is Vehicle-to-broadband 
cloud (V2B). This allows wireless communication of 
automobiles over broadband connections such as 3G/4G. The 
broadband cloud has a great resource and may include more 
traffic information. It is also possible to use it for 
entertainment. This way the trip will be more pleasant.  

Next section describes MTP and DSDV protocols. These 
protocols are selected because of their presence in the NS2-35
simulator (The MTP protocol is a modified version of Ad-hoc 
On-Demand Distance Vector (AODV). NS2-35 is open source 
code and allows modifying different types of protocols. This 
makes it suitable for the research.

            Fig. 1. Architecture of VANET 

II.   DESCRIPTION OF  MTP AND DSDV ROUTING 
PROTOCOLS

A. Description of Message Transmission Protocol - MTP  

This section describes shortly Message Transmission 
Protocol. Detailed description is provided in [1]. The 
proposed MTP restricts unreliable connections in VANET 
formed because of the high mobility of the network. During 
the route detection phase, cars send routing packets. When 
neighboring car accepts these packages, the speed of the 
vehicle is determined in order to form a reliable route of the 
package. If the vehicle moves too quickly, the neighbor 
refuses to give it the message. The new algorithm of the 
protocol helps to eliminate high speed vehicles, thus reducing 
unreliable links and saving bandwidth [1]. 
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Decision making under this protocol depends on the 
duration of the link connection. In this research, the duration 
of the link is measured quantitatively from the time when two 
cars are connected without interruption. This amount is called 
LT (link time). The link time (LT) between two automobiles 
can be defined as a predicted time for connection between 
nodes [2]. In other words, this is the predicted time when two 
nodes have an active connection without interruption. LT is 
calculated using the GPS system of the nodes [3]. LT is 
defined by the following formula: 

                                                                               

Parameter “a” is the relative speed of the receiving vehicle 
with respect to the sending vehicle by axis X. 

Parameter "b" is used to determine the distance between the 
receiving vehicle from the sender along the X axis. 

Parameter “c” is the speed of the receiving vehicle with 
respect to the sending vehicle by axis Y. 

Parameter “d” is the distance between the receiving vehicle 
and the sender. 

The MTP protocol is a modified version of Ad-hoc On-
Demand Distance Vector (AODV). The algorithm is added to 
the MAC layer in NS-2.35 (Network Simulator) and 
calculates LT. Pseudo-code of the algorithm is given in [1].  

A. Description of Destination-Sequenced Distance Vector 
routing-DSDV 

Destination-Sequenced Distance-Vector Routing - DSDV is 
a table-driven routing scheme for ad-hoc mobile 
networks based on the Bellman–Ford algorithm. It was 
developed by C. Perkins and P. Bhagwat in 1994 [3]. It is one 
of the basic protocols in mobile networks. The routing 
algorithm of the DSDV solves the routing loop problem. 
Routing information is recorded in a table. The table is 
arranged according to the sequence number of the data 
received. The number is generated by the destination node, 
and the transmitter needs to send out the next update with this 
number. Routing information is distributed between cars by 
sending full dumps infrequently and smaller incremental 
updates more frequently. 

Upon receiving a new message, the cars use the most recent 
route number. A major advantage of the DSDV is the rapid 
creation of a route. The protocol is not suitable for dense 
networks. If the network has a large number of cars, the 
messages will be delayed due to the update of the routing 
table. Nowadays DSDV is not one of the most used protocols. 
In this study, the protocol was chosen for comparison because 
of its presence in the NS-2.35 simulator. 

III. SIMULATIONS RESEARCH OF THE PROTOCOLS

A.  The Scenario 

Figure 2a shows link formation under the DSDV protocol. 
Figure 2b shows link formation under MTP. Car seven will 

send a data and car one should receive it. Dashed lines show 
the active link and the direction of motion of the vehicles. The 
selected speed is 20m/s. The speed is carefully selected to 
ensure the reliability of the connection. Car 7 should send a 
message to car 1. DSDV forms a road through cars 7-6-5-4-2-
1. If cars are moving in the same direction, the message will 
get to car 1 without any problems. But car 2 will change its 
direction of movement. As a result, the connection will be 
interrupted. The DSDV will try to restore the link but without 
result. After a certain time, a link will be formed through 7-6-
5-4-3-1. As a consequence of all this will get a delay in the 
delivery of the message. It is also possible to lose packets. 
High traffic will be generated and collisions may occur. 

a.                                         b. 

Fig. 2. a. Link formation under the DSDV protocol b. Link formation 
under the MTP protocol

MTP offers a solution to this problem. If the link time - LT
is calculated and compared with the time it takes for the 
message to be delivered, it will be known whether it is 
possible to reach the final destination. MTP calculates the LT 
of the scenarios given in the study and establishes that a 
reliable connection through vehicle 2 will not exist. As a 
result, a route is formed through cars 7-6-5-4-3-1.  

For the research done in this work NS-2.35 is used. A TCL 
file has been created for the execution of the given scenario.  
Initially, the file is compiled under the DSDV protocol and 
then recompiled under MTP. The simulator then creates two 
protocols analysis files. The channel parameters are given in
Figure 3. The IEEE 802.11p standard is used. The scenario 
under consideration has a simple network topology because 
cars are few in number.

The network size is 700mX700m. The vehicles are selected 
to be seven in number. The Traffic Model is generated with 
CBR (constant bit rate). CBR is a feature set in the NS-2.35 
simulator. In this research, the sending vehicle must transmit 
512 bytes per second. The average data transmission rate is 
256 kbps. The transport protocol used is TCP (Transmission 
Control Protocol). The cars have initial coordinates - car 0 
(300, 700), car 1 (400, 700), car 2 (300, 600), car 3 (400, 600) 
car 4 (400, 500), car 5 (400, 400), car 6 (400, 300). They are 
set to move continuously. 
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Fig. 3. The channel parameters

Where: 
L - System Loss Factor 
Freq – Channel frequency 
Bandwidth – Channel bandwidth   
Pt – Transmission power 
CPThresh - Collision Threshold 
CSThresh- Carrier Sense Power 
RXThresh- Receive Power Threshold 

B. Research parameters 

The parameters tested for the two protocols are Packet 
Delivery Ratio, Normalized MAC Load and End-to-End 
Delay. After analyzing the results, we can see that the new 
protocol is doing well. This is achieved by the fact that there 
is no disconnection. 

The Packet Delivery Ratio represents the ratio of the data 
packets delivered to the destination to those generated by the 
CBR sources.  The PDR is calculates by following formula: 

Figure 4 shows the Packet Delivery Ratio. The figure 
shows that MTP performs well with the DSDV for the given 
scenario.  

The Normalized MAC Load is defined as the fraction of all 
control packets (routing control packets, Clear-To-Send 
(CTS), Request-To-Send (RTS), Address Resolution Protocol 
(ARP) requests and replies, and MAC ACKs) over the total 
number of successfully received data packets. This is the 
metric for evaluating the effective utilization of the wireless 
medium for data traffic. The NML is calculates by following 
formula: 

Figure 5 shows Normalized MAC load. MPT has a greater 
NML than DSDV. The main reason for the better performance 
of MTP is that the original route will be through 7-6-5-4-3-1

cars. There will be an interruption in the DSDV because the 
initial road is through 7-6-5-4-2-1.

Fig.4 Packet delivery Ratio 

Fig. 5 Normalized MAC Load 

Fig. 6 End-to-End Delay
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The average End-to-End Delay of data packets includes all 
possible delays caused by buffering during routing discovery, 
queuing at the interface queue, retransmission at MAC layer, 
propagation, and transfer time. The End-to-End Delay is 
calculates by following formula: 

Figure 6 shows End-to-End Delay. MTP performs better 
than DSDV. The figure shows that the delay is different in 
time. This is because every car is delaying the network. 

IV. CONCLUSION

In this paper Message Transmission Protocol and 
Description of Destination-Sequenced Distance Vector 
routing protocol are described and compared. Most protocols 
have a problem with the formation of a proper route due to the 
high mobility of vehicles. As a result, the links are in a 
continuous process of connecting and disconnecting. MTP 
algorithm reduces unreliable links in VANET. The protocols 
are compared using the following three parameters - Packet 
Delivery Ratio, Normalized MAC Load and End-to-End 
Delay. The study shows that the MTP performs better than the 
DSDV.  

In the scenario under consideration the cars are seven in 
number. These are a few vehicles. The topology of the 
network is simple. As a future work, the protocol should be 
tested with more vehicles. It is possible for a large number of 
vehicles and a densely populated network to get a long delay 
from the LT calculation. An attempt will also be made to 
improve some of the protocol parameters in selecting next 
hops during route discovery phase.                       
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Providing tailor made managed solution by network 
operator to the business customers

Zlata Radak1 and Goran Marković2

Abstract – In this paper we will describe the process of 
implementing tailor made managed solution for business 
customers and how this process increases the availability of the 
solution for connection on the Internet, for the specific business 
customer. In this paper we will present one specific enterprise 
retail company and their requirements for the connecting on the 
Internet. At first, business customer has to choose between some 
of the predefined solutions that network operator already has in 
his service portfolio. But if the business customer has specific 
request, network operator need to adjust the solution in order to 
fulfill this request. In this specific case, business customer request 
is higher availability of the head office location. Passing through 
three different solutions, we will see how availability grows.

Keywords – Business customer, Internet connection, Network 
operator, Tailor made solution

I.INTRODUCTION

Traditional network operators need to rethink their current 
strategies for delivering solutions for connecting business 
customers to the Internet [1]. They need a new strategy and 
instead of selling services from the service portfolio, they have 
to think of how to sell whole packet of telecommunication 
services to the specific customer and to satisfy their specific
needs more carefully. Practice has shown that if operator satisfy 
customer needs more, the quality of experience (QoE) will be 
better. In these competitive environment the fulfillment of 
customer demands and QoE are becoming the main 
differentiators for the effectiveness of telecom operators [2].
Modern network operators made a decision to listen the voice 
of the customers and implement in the final product customer 
requirements and experience of using different services. In this
way, operator will manage to provide to the customer 
additional performance and security improvements. This is 
very important in the term of customer engagement [5]. At first, 
operator will perceive the business customer network. 
According to this, operator will provide the best solution from 
the service portfolio. After that, operator will ask business 
customer about his impression of using this service. If the 
specific need arises from this questionnaire, operator will try to 
satisfy this need by changing existing solution to the new one 
that is more adjusted to the business customer needs. In this 
way, the operator develops and grows together with the 
business user to whom he provides his services.
   Each company has its own specific requirements concerning 
networking and connecting with their central location and 

pulling data from a central server, as well as in terms of Internet 
access, which must comply with certain rules and restrictions.
To satisfy these requirements company must have highly 
specialized persons or whole team to deal with establishment 
of service, monitoring and solving every issue. Enterprise retail
companies have large number of branches geographically 
dislocated throughout the country and abroad. Because of all 
these facts, managing of the telecommunication services within 
the company is becoming a challenging issue. More often 
business customers want to shift the responsibility for 
managing telecommunication services to the service provider –
network operator [3]. 

The second major request concerning retail companies is 
higher availability of head office location for access by the 
branches. Branches have need to achieve sensitive and 
permanently necessary information and to be always updated 
so they could have business continuity and earn their income.

Critical issue for enterprise retail companies is also voice of 
the customer measured through Quality of Experience (QoE).
In order to satisfy their customers, the company itself need to 
be satisfied as a customer, concerning the telecommunication 
services. Because of that, QoE is becoming crucial for 
delivering good service and stay competitive.

Many retail companies are evolving and spreading their 
business by opening their stores across the country even 
abroad, and every competitive telecommunication operator 
need to be ready to respond to all requests they have. According
to our experience with one of the biggest network operator, we 
manage to signify some of the major requests that big retail 
company have. Further, in this paper will be describe one 
example of retail company and its needs and how the operator 
is adjusting to this. As a result, one tailor made managed
solution will be created and modified for specific customer. 
Moreover, in the last chapter will be pointed the importance of 
measuring QoE and its application in creating new solutions for 
connection business customers to the Internet.

II. MANAGED SOLUTIONS FOR BUSINESS
CUSTOMERS 

A. The advantages of managed solutions

Sometimes it is better for both, network operator and for 
business customer, to have predefined business solutions for 
connecting to the Internet. In this way business customers who 
do not have specialized person or persons in IT field, could 
easier choose suitable packet of services for their business. This 
packet very often does not fully match customer requirements, 
but it is the closest one to ideal packet of telecommunication 
service for specific business customer.
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On the other side, some specialized enterprises like retailers, 
have their own specialized team of competent persons who
know exactly what are their needs and the operator have to 
adjust according to their needs. They expect from the operator 
to provide and manage the solution for connecting to the 
Internet and finally to change the solution if the specific need 
occurs. 

The leading operator has a platform that could on the 
highest level provide innovative and high quality ICT services 
and solutions for business customers. The service portfolio is 
based on a regional multi-service network, supported by its 
own optical infrastructure, modern telecommunications 
equipment and modern data centers. The primary goal for the 
operator is to provide a comprehensive portfolio of services to 
all business customers regardless of the type of activity or size
of company. Beside all of this, it should take into account the 
specific requirements of individual companies and provide 
flexible services and customized business solutions [3]. 

In order to achieve high-quality performance of the services,
the operator provides fiber optic infrastructure at the all 
customer locations, head office and branches. These services 
are designed for organizations that need a reliable, highly 
available and fast Internet service. Due to the increasing needs 
of large companies for symmetric Internet access download and 
upload, speeds in this type of services are identical. An 
important feature is the SLA (Service Level Agreement), which 
guarantee the required level of service availability. The optical 
infrastructure provides the ability to add other services that the 
operator has in its services portfolio easily by virtual local area 
network (VLAN) separation. Equipment configuration and 
activation of the service need to be provided by a team of 
experts on the operator side, on the equipment collocated at the 
customer premises. This is so called managed service.

The main advantages of managed solutions must be defined 
and presented to the customer. Clearly it must be pointed out
the cost savings as the most important fact as well as the
improvements in the quality of service. Some of the main
advantages of managed solutions could be identified as 
following:

1. Cutting costs: all the equipment is provided and managed 
by the operator,

2. Guaranteed technical parameters: providing service 
availability and performance quality by monitoring the Service 
Level Agreement (SLA) and Quality of Services (QoS)
parameters,

3. Dedicated technical support: the engineers in the Network 
Operations Center (NOC) perform proactive monitoring of the 
managed equipment that is collocated at customer premises.

4. Compatible solution: the business customer gets from the 
operator managed solution that is easy to upgrade on the 
existing network design,

5. Technical support 24/7/365: They integrate, install and 
maintain all equipment and its configuration,

6. Business customer outsource solution for the connecting 
on the Internet: This way they have to focus on their core 
business [3].

Advantages and cost savings achieved through the 
implementation of a managed services are both short-term 
(reflected in the initial investment) and long term (lower 

monthly subscription fee in respect of costs before the 
introduction of managed services) [3]. The tendency of savings 
in terms of telecommunications and the growing demands in 
terms of quality leads to the development of innovative model 
for connecting the large number of locations through a 
Managed Layer 3 Virtual Private Network (L3VPN) with a 
central location. This involves setting up the Internet 
connection at the central location (head office) and create 
virtual connections - tunnels (L3VPN) through the operator’s 
network to all other branches. In this way, it is achieved that IT 
administrator at the central location can easily and securely 
access data stored on remote locations and vice versa.

As a leading regional provider of information and 
communication technologies (ICT), the observed operator’s 
network is able to offer to the business customers complete IT 
solutions and systems for unified communications between 
head office and all branches with no concern for the 
connections and equipment. Specific demands of the retail 
company will be explained in next chapter, but first the network 
configuration will be explained and the specific requirement 
will arise itself. 

B. Enterprise retail network configuration

In this chapter we will present one specific enterprise retail 
company and their requirements for the connecting on the 
Internet. Retail company has 50 branches that are connected 
with the head office through firewalls. Head office 
communicates with the central servers through leased lines 
(Fig. 1). It is obvious that head office represents key point of 
the network, and it is necessary to protect this location as much 
as possible. 

Fig. 1. Organization of the enterprise retail network

At first, operator creates managed L3VPN solution for 
connecting all location in star topology to the central location –
head office. Operator provides optical cable to the all locations 
of the business customer in order to connect them on his 
network. After that, he provides manageable equipment –
routers at all location of the business customer. Also, the
operator configures manageable routers according to the 

91

Ohrid, North Macedonia, 27-29 June 2019



policies of the company and specific requests from the retail 
company. After putting the equipment in the operation,
network operator documents in contract some Service Level 
Agreement (SLA) parameters that will be guaranteed. Some of 
these parameters related to the availability in time are 
illustrated in the Tab.1.

The availability is defined on a monthly basis, representing 
a percentage of the time in which the service was fully 
operational. For different types of SLA, the operator guarantees 
the following levels of availability [6]. Retail company chooses 
the Gold SLA that has the maximal availability offered by the 
operator (Tab.1).

Table I Availability levels according to the policy of the 
observed network operator

To calculate the availability of a service, it is important to 
define the following terms:

Billing Period (OT): represents the period in which the SLA 
parameters are measured. It is expressed in hours (h). The 
accounting period is the same for all three types of SLA, which 
depends only on the number of days in the month, for the month 
that lasts 30 days OT (h) = 24x30 = 720.

Total loss of service (TTSL): Total loss of service is the total 
time the service was inoperative at the level of one month. This 
time is obtained when the service repair time (TTR) is 
summarized for all Trouble Tickets of critical severity 
(Severity 1) at the level of the month for which the billing is 
performed [6].

The availability of the service is calculated using the 
following formula:

TTSL=ΣTTR ;
A (%) = (OT-TTSL)/OT*100 (1)

Example: As an example we calculate the availability (A) 
during the month that has 30 days during which there were two 
critical incidents (TTID-1 and TTID-2), with the correction 
times for these incidents being TTR (TTID-1) = 2h and TTR 
(TTID-2) = 1h.

OT=30x24h=720 
TTSL= TTR(TTID-1) + TTR(TTID-2) = 3h 
A (%) = (720-3)/720*100 = 99.58 

This calculation shows that requested availability level is 
achieved because it is more than it is guaranteed by the contract
i.e. 99,5% (Tab.1.). But still this is much time for the presented 
company, to stay without the connection to the central location 
and they requested from the operator to redefine the solution 
for them so they could get better performances, according to
availability, for the head office. The operator conducted a 
questionnaire in a specialized team for telecommunication 
services of a retail company. As a result of customer requests,
the operator suggests and implements tailor made solution with 

redundant backup wireless link on the head office location in 
order to incise the level of availability.

C. Tailor made solution with redundant backup wireless link 
on the head office location

Although the presented managed solution is very reliable and 
well designed, the business customer still needs an additional 
level of security in the form of a separate and completely 
redundant link. Since the configuration of network equipment 
is not a focus of the operation of the retail company, it is also 
necessary to have equipment that will be preconfigured by 
transferring all services from the primary to the backup link if 
an interruption occurs. Bearing in mind that large amounts of 
data are transmitted in 24/7 working time and the backup link 
should have guaranteed quality and symmetric flow. In order to 
provide a backup link, it is suggested for an operator that an 
additional Internet link be provided to the user through another 
access technology, in this case of wireless technology, which 
would be connected to another optical hub of the operator [6].
Its realization is shown in Fig. 2.

Fig. 2. Managed solution for connecting to the Internet with 
wireless backup link for head office [6]

D. QoE as a voice of the customer

The retail company that we observe in this paper every year 
confronts IT budgets that are increasingly limited. It is 
requested from IT department to meet the needs of companies 
that are more specific and to cut the budget. At other side
demands for higher availability is constantly growing, 
demanding as much secure connection as possible. In this 
specific case, cloud services are imposed as a logical step 
forward.

Cloud services for the business customer mean the rental of 
IT and communications infrastructure and services from the
network operator. This service excludes making capital 
investments in their own infrastructure, software and human 
resources. This is becoming more profitable and more common 
business model of companies and organizations around the 
world. They are best suited for companies that have a need for
implementation of new IT services. Services are flexible and 
formed towards the specific needs [3].

Type of the SLA Availability (A)
Standard 98,5 %
Silver 99 %
Gold 99.5 %
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The network operator conducted the survey and according to 
the answers find out about the future growth of the retail 
business customer, as well as budget cuts. According to this 
new findings, operator is on one side faced with need of the 
customer for more reliable head office location, and at the other 
side requests for virtualization and reduction of costs. 
According to this findings, network operator has to propose the 
improvement of the existing solution and more suitable tailor 
made managed solution for the customer.

E. Tailor made managed solution for connecting remote 
locations through L3VPN with virtualized central location in 
the operator’s Data Center

Retail business company needs maximal reliability and 
availability of the head office location. By choosing predefined
managed solution they get the availability of 99,5%. The 
second, tailor made managed solution with redundant backup 
link increases the availability, because when main link is not 
operational, they have a redundant wireless link and the same 
percentage of availability as the mail link. But, specific demand 
is placed to the operator to cut the cost and increase the 
availability at the same time. 

The specific requirement is maximal availability of head 
office location. Also, it is very important to constantly run
updates so branches have business continuity and earn their
income. At the head office the server through a special 
application keeps track of the state of the warehouses, current 
prices and updated information as soon as changes occur.
Current and accurate information are necessary at each branch 
office location and at any time. In order to achieve higher
availability of head office location network operator takes into 
consideration to install one or more back-up links. The 
introduction of multiple optical links from different operators
has proven to be an unjustified costly solution. Suggested 
solution by the expert presales team is to take a central server 
with all applications and data and virtualize it in operator’s data 
center (Fig. 3) [3]. This solution achieves uptime reaches the 
number 99,999% and this is practically maximal uptime that 
could be guaranteed by the operator. Head office and branch 
offices have access to this virtualized server through managed 
L3VPN tunnel. All these results are exactly what the business 
customer was looking for.

Fig. 3. Managed L3VPN Solution with central location in the 
operator’s Data Centar [3]

In order to meet the customer needs, the network operator
has made tailor made managed solutions (Fig. 3). In the data 
center is installed adequate virtual router with all the necessary 
applications and data. This virtual machine establishes a 
managed connection through L3VPN from a central location to 
all remote locations (had office and branch offices) which also 
have the managed equipment that was configured and 
monitored by the operator’s expert team. Routers communicate 
over L3VPN tunnel that is established between the central site 
and all remote locations [3].

Thus configured solution ensures maximum performance for 
business customer and absolute availability of virtual servers in 
the data center. Also, it offers various advantages for
administrator of the business customer side. Tailor made 
managed solution simplifies the work of administrator and 
allows him to devote additional time improving business 
applications and to introduce a new system in order to improve 
sales and facilitate the work for his employees [3].

III. CONCLUSION

Virtualization of the head office location in the network 
operator’s data center provide the maximal possible availability 
of the central location and hence it is located in modernly 
equipped data center, offering maximal protection. This tailor 
made managed solution provides connection from the head 
office of the customer to the virtual central location in the 
network operator’s data center. The virtual site is also 
connected to the branch offices providing them with maximum 
data availability. Costs and engagement of technical resources 
have not been taken into consideration in this paper. For the 
next survey, it is necessary to perceive the costs and 
justification of technical resources exploitation for service 
improvement. The proposal is to achieve this analysis using the 
Quality Function Deployment (QFD) method.
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Design of Narrow Band-Stop Recursive Filter Based on 
Third Order Phase Corrector Application
Ivan Krstić2, Miloš Živković1, Ivana Kostić1 and Goran Stančić1 

Abstract –A method for design and software realization of 
infinite impulse response (IIR) digital filter with one notch
frequency is presented in this paper. The proposed configuration 
has parallel nature with a pure delay in one path and third order 
all-pass phase corrector in another. The resulting filter fulfills 
all predefined specifications i.e. for arbitrary given maximal 
pass-band attenuation, band-stop boundary frequencies are 
symmetrical about notch frequency. The efficiency of the 
presented method is illustrated by few examples. All results are 
obtained using Matlab® package.

Keywords – Notch filter, phase corrector, all-pass filters, 
coupled all-pass, phase approximation. 

I. INTRODUCTION

Digital narrow band-stop filters are widely used in 
applications where it is necessary to eliminate particular 
frequency component from input signal while the other 
frequency components need to remain untouched. Typical 
digital notch filters application areas include bio-medical 
engineering, seismology, speech processing, transmission of 
data through telephone channels, etc. The single-frequency 
interference can be removed by a notch filter tuned to that 
particular frequency. To remove unwanted signal components 
at several frequencies, it is possible to implement proposed 
filter in cascade configuration with adequately tuned their 
notch frequencies. In general, notch filters could be designed 
as recursive (Infinite Impulse Response-IIR) [1-2] or as non-
recursive (Finite Impulse Response-FIR) structures [3]. In
case of FIR filters it is easy to achieve the exact linear phase 
thanks to existing transfer function coefficient’s symmetry. To 
achieve the given magnitude specifications FIR filter demands 
significantly higher order compared to corresponding IIR 
filter [4].

The transfer function of narrow band-stop recursive filter 
could be determined by applying bilinear transform to the 
starting analog prototype filter of second order [3], [5]. In that 
case, the location of central frequency of the band-stop (notch 
frequency) as well as band-stop boundary frequencies at 
which attenuation reaches 3 dB value are the main parameters 
for the filter design [6]. However, the given specifications 
could not be achieved by this approach, i.e. boundary 
frequencies of the band-stop do not exhibit symmetry about 
predefined notch frequency. This deviation from an ideal 

solution is more evident in cases where the notch frequency is 
far from central frequency π/2, which corresponds to 
frequency Fsampling /4. 

 The proposed method is based on application of the third 
order phase corrector i.e. all-pass filter. The main goal is to 
achieve all given magnitude specifications. The realized notch 
frequency will be positioned exactly at predefined location, 
while at the same time cut-off edge frequencies are 
symmetrical regardless the value of the notch frequency. 
Practically, one wants full control of the magnitude 
characteristic at three frequencies. That is the main reason the 
third order polynomial is inevitable in all-pass transfer 
function. The coupled all-pass structure offers convenient way 
to solve the problem of filter design thanks to straightforward 
dependence of filter’s magnitude and phase characteristic of 
corresponding all-pass sub-filter. Problem of design of 
resulting filter magnitude is easy to reformulate as the all-pass 
filter phase approximation problem.   

The rest of the paper is structured as follows. In the Section 
II, the basic relations are derived according to which it is 
possible to obtain coefficients of the phase corrector transfer 
function. Comparison of the standard solution notch filter and 
notch filter obtained by the proposed procedure is done in 
Section III. Standard solution notch filter is realized by 
parallel connection of two all-pass filters with approximately 
constant phase in all pass-bands. The results of the simulation 
of designed filter performance are given in Section IV along 
with difference equations implemented in the Matlab® in 
order to obtain output of the notch filter.

II. PROBLEM DEFINITION

Specifications of notch filter magnitude characteristic 
precisely define the location of the notch frequency ωn as well 
as band-stop width Bw. According to this available 
information it is possible to obtain band-stop lower ωl and 
upper ωr edge frequencies  

/ 2
/ 2

l n w

r n w

B
B

                         (1) 

based on the mentioned symmetry. Given parameters uniquely 
define maximal attenuation in both pass-bands a.  Usually, for 
attenuation at cut-off frequencies the value of 3 dB is adopted. 
In this paper, the proposed method allows arbitrary positive 
value for maximal attenuation in pass-bands to be chosen.  
The transfer function of the narrow band-stop recursive filter 
is given with  

11( ) (z P(z)).
2

H z             (2) 

The transfer function of a stable phase corrector of the third 
order P(z) is given with 
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in parallel with first order delay line, as it is shown in Fig. 1. 

Fig. 1. Coupled all-pass notch filter 

By substituting Eq. (3), alongside with z= exp(jω), into Eq.
(2), after simple mathematical manipulations the magnitude 
characteristic of the notch filter could be obtained 

1 2 3(1 )cos cos 2
| H(e ) | | | .

(e )
j

j

p p p
D

(4) 

From the other hand, the following relation  
1 2 3

Re Im

(1 )cos p cos 2
( )cos ( )sin

p p
D D

                    (5) 

holds, where with DRe(ω) and DIm(ω) are represented real and 
imaginary part of the frequency  response of the stable, 
minimal phase filter D(z), respectively. Based on 
trigonometric identities

Re

Im

( )
cos(arg ( )) ,

| ( ) |
( )sin(arg ( ))

| ( ) |

j
j

j
j

D
D e

D e
DD e
D e

      (6) 

Eq. (4) could be rewritten in more compact form  
| ( ) | | cos( ( )) |jH e       (7) 

where next notation is introduced 

1 2 3

1 2 3

( ) arg ( )
sin sin 2 sin 3

arctan .
1 cos cos 2 cos3

jD e
p p p
p p p

              (8) 

Taking into account the fact that function ω+φ(ω) has value 
equal to zero for ω=0, and value π for ω=π, coefficients p1, p2
and p3 of the transfer function given with (2) need to be 
obtained such a way, to hold  

/20| ( ) | arccos10 , [0, ]
| ( ) | , [ , ]

a
l

r

              (9) 

in both lower and upper pass-band. 
According to the Eq. (4), one could conclude that 

amplification of the notch filter at frequency ωn could be zero 
if the value of parameter p1 is defined according to following 
equation

1 3 2[ cos 2 (1 )cos ].n np p p                     (10) 

Incorporating Eq. (10) in Eq. (8) after some mathematical 
manipulations, expression  

2

3

[sin( ( ) )(cos cos )
cos( ( ) )sin ] [sin( ( ) )
(cos 2 cos 2 ) cos( ( ) )sin 2 ]

cos sin( ( ) ) sin ( )

n

n

n

p
p

            (11)

is obtained, which give mutual dependence  among 
parameters p2, p3 and the phase characteristic φ(ω). In order to 
adequately obtain the values of unknown parameters p2 and p3
(what would uniquely define the value of parameter p1
according to Eq. (10)), it is necessary to know exact values of 
phase characteristic φ(ω) at M ≥ 2 frequencies. Based on that 
data, a system of M equations could be formed with two 
unknowns. For M = 2, the system of equations has the unique 
solution, while for M > 2 one is forced to find least-square 
(LSE) solution. To remind a reader that magnitude of 
resulting couple all-pass filter and phase of all-pass sub-filter 
are mutually related. The specifications adopted for cut-off  
could be written in the form 

( )
( ) .

l l

r r

    (12) 

Eq. (12) define the precise location of two points at phase 
characteristic φ(ω) with coordinates (ωl, ε–ωl) and  (ωr, π–ε–
ωr). The system of equations generated by using Eq. (11) 
applied to that two particular points leads to the unique 
solution for parameters p2 and p3: 

1
2 11 12

3 21 22

sin cos sin( )
sin cos sin( )

n l

n r

p a a
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        (13) 

where 
11
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21

22

sin( ) sin cos
sin 2 sin cos 2
sin( ) sin cos
sin 2 sin cos 2 .

l n

l n

r n

r n

a
a
a
a

                   (14) 

The obtained parameters not necessarily fulfill the conditions
given by Eq. (9). From the other hand, using the software 
package Wolfram Mathematica, it was numerically justified 
that filter which coefficients are obtained by Eqs. (13) and 
(10), would met specifications given by Eq. (9) in a wide 
range of maximal allowed attenuation i.e. a [0.001, 3] dB, 
for arbitrary notch frequency location from a set ωn [0.1π, 
0.9π] rad  and with band-stop width Bw [0.001π, 0.1π] rad. 
In other words, it holds  

1020log | cos( ( , , , )) |
min 1,

[0, ) ( , ].

w n

l r

B a
a            (15) 

III. COMPARISON WITH STANDARD NOTCH 
FILTER

The transfer function of standard digital notch IIR filter [1],
based on application of second order phase corrector is given 
with: 
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where parameters k1 and k2 are given with 
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1 tan / 2
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w
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k k
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The maximal band-pass attenuation has value of 3 dB. 

Fig. 2. Magnitude of proposed and standard notch filter with notch 
frequency ωn =0.1π and Bw=0.05π

Fig. 3. Magnitude of proposed and standard notch filter with notch 
frequency ωn =0.35π and Bw=0.08π

Magnitude characteristics of proposed notch filters 
alongside with standard solution, for different notch 
frequencies are presented in the following three figures. Fig. 2 
corresponds to filters with notch frequency ωn =0.1π with 
band-stop width Bw=0.05π. Figs. 3 and 4 show results for 
filters with specifications ωn =0.35π, Bw=0.08π and ωn =0.8π, 
Bw=0.1π, respectively. In order to facilitate comparison, all 
presented filters have the same attenuation of 3 dB at 
boundary frequencies. 

According to the obtained results, displayed in given three 
figures, one can conclude that improvement in magnitude 
characteristic is more significant if the notch frequency is 
close to π, or even better results for notch frequency in 
vicinity of zero. That fact provides opportunity to increase 

sampling rate in order to improve filter efficiency in a simple 
way. The enhancement is negligible for filters with notch 
frequency which is located at central zone (about π/2). To 
remind the reader that this improvement is natural, behalf to 
slightly higher order of implemented filter. Standard notch 
filter solution involve the second order all-pass sub-filter in 
one of parallel branches, while the proposed filter apply third 
order all-pass sub-filter. One more unknown filter’s 
coefficient offers the opportunity to expand the system of 
equations in order to fulfill the all given notch filter 
specifications.  

Fig. 4. Magnitude of proposed and standard notch filter with notch 
frequency ωn =0.8π and Bw=0.1π

Fig. 5. Phase  and phase error of proposed and standard notch filter 
with notch frequency ωn =0.1π and Bw=0.05π

Phases of the proposed and standard notch filter and 
corresponding phase errors are displayed in Fig.5. Standard 
filter’s phase approximates constant phase in both pass-bands, 
while proposed filter’s phase approximate piecewise linear 
phase. It is not possible to obtain filter with only one notch 
frequency with standard solution if order of all-pass sub-filter 
from one of parallel branches is higher than 2. Taking into 
account the fact that constant equal to one is in one path (with 
zero phase) choosing all-pass filter of order 2k for another 
path will lead to resulting filter with k notch frequencies. In 
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other words, it is not possible to improve magnitude 
characteristic of standard filter with one notch frequency by 
choosing higher order all-pass sub-filter. On the other hand 
the proposed filter configuration does not have such 
constraint. Increasing of order of all-pass sub-filter has to be 
simply followed by increasing of delay line order. If 
difference in their orders remain to be equal to 2, resulting 
filter possess only one notch frequency. Choosing sub-filters 
of higher order give opportunity to reduce simultaneously the 
phase and magnitude error [8].   

IV. SOFTWARE REALIZATION AND THE 
SIMULATION RESULTS

The Matlab® software package is used for design and 
realization of the proposed narrow band-stop filter. Sinusoidal 
noise with amplitude 0.2, at power-line frequency Fn = 50 Hz, 
is superimposed on the electrocardiogram (ECG) signal s[n]
downloaded from the database MIT-BIH [7], as it is given in 
Eq. (18). All available signals in MIT-BIH database are 
recorded after digitalization using sampling frequency Fs =
360 Hz 

[ ] [ ] 0.2sin(2 / )n sx n s n nF F                           (18) 

Fig. 6. ECG signal s[n], ECG signal with added sinusoidal noise 
x[n] and filtered signal at output of notch filter y[n]

Specifications of the digital filter in z domain are: ωn = 2π
Fn / Fs = 5π/18, while for band-stop width and maximal 
attenuation in pass-bands are adopted Bw = 0.02π and a = 1 
dB, respectively. Software realization of the designed filter is 
based on linear difference equation derived according to Eq. 
(2) 

       3

1

1y[ ] ( [ 1] [ ]),
2

[ ] [ 3] ( [ 3 ] [ ])i
i

n x n w n

w n x n p x n i w n i
          (19) 

In Fig. 6, ECG signal s[n] which corresponds to 100th sample 
in MIT-BIH database is shown, together with corrupted 
version of this signal x[n] after  addition of sinusoidal noise. 
Filtered version of the signal at output of proposed notch filter 
y[n] is also presented in Fig. 6. It is evident that designed 

notch filter successfully eliminated sinusoidal noise at power-
line frequency from ECG signal. In the steady state, output 
signal y[n] is noise free.  

V. CONCLUSION

Design and software realization of IIR digital filter with one 
notch frequency is presented in this paper. The proposed filter 
is realized as parallel structure with pure delay in one path and 
all-pass sub-filter in another path. The existing methods for 
design of notch filter do not deliver solution with cut-off 
frequency symmetry about notch frequency. The proposed 
filter fulfills all predefined specifications i.e. for arbitrary 
given maximal pass-band attenuation, band-stop boundary 
frequencies are symmetrical about notch frequency. The 
efficiency of the presented method is illustrated by filtering 
ECG input signal corrupted with sinusoidal noise at power-
line frequency. The proposed filter has approximately linear 
phase in pass-bands and minimal order. The phase and 
magnitude error of one notch filter could be further reduced 
by increasing simultaneously the order of delay element and 
all-pass sub-filter.  

ACKNOWLEDGEMENT

The research presented in this paper is financed by the 
Ministry of Education, Science and technological 
Development of the Republic of Serbia under the project  
TR33035.

REFERENCES

[1] Y. V. Joshi, S.C. Dutta Roy, "Design of IIR digital notch 
filters", Circuits, Systems and Signal Processing, vol. 16, no. 4, 
pp. 415-427, 1997.

[2] G. Stančić, S. Nikolić, “Design of digital recursive notch filter 
with linear phase characteristic”, 11th International Conference 
on Telecommunications in Modern Satellite, Cable and 
Broadcasting Services (TELSIKS), pp. 69-72, 2013. 

[3] S. D. Roy, B. Kumar, B. Jain, “FIR notch filter design: A 
review”, Facta Universitatis Series, vol. 14, no. 3, pp. 295-327, 
2001. 

[4] K. Aboutabikh, I. Haidar, N. Aboukerdah, "Design and 
implementation of a digital FIR notch filter for the ECG signals 
using FPGA", IJARCCE, vol. 5, no. 1, pp. 452-456, 2016.

[5] K. Hirano, S. Nishimura, S. Mitra, "Design of Digital Notch 
Filters", IEEE Transactions on Communications, vol. 22, no. 7,
pp. 964-970, 1974.

[6] S. Nikolić , I. Krstić, G. Stančić, "Noniterative design of IIR 
multiple-notch filters with improved passband magnitude 
response", Int. Journal of Circuit Theory and Applications,  vol. 
46, no. 12, pp. 2561-2567, 2018.

[7] G. B. Moody, R. G. Mark "The impact of the MIT-BIH 
Arrhythmia Database", IEEE Eng in Med and Biol vol. 20, no. 
3, pp. 45-50, 2001. 

[8] G. Stančić, S. Nikolić, “Digital linear phase notch filter design 
based on IIR all-pass filter application”, Digital Signal 
Processing, vol. 23, no.3, pp. 1065-1069, 2013. 

98

Ohrid, North Macedonia, 27-29 June 2019



99

Ohrid, North Macedonia, 27-29 June 2019



100

Ohrid, North Macedonia, 27-29 June 2019



101

Ohrid, North Macedonia, 27-29 June 2019



102

Ohrid, North Macedonia, 27-29 June 2019



Algorithm Selection for Automated Audio Classification 
based on Content

Ivo Draganov1 and Krasimir Minchev2

Abstract – In this paper an approach for algorithm selection 
for automated audio classification is proposed based on content. 
Three popular algorithms for speech vs. music discrimination 
are incorporated, namely the zero-crossing rate, average frame 
power and 4-Hz energy modulation which prove effective at 
different level depending on the content of the audio being 
processed. Extensive testing is done over various musical pieces 
from different countries and in different styles to evaluate the 
accuracy and time consumption for each one. Then based on 
registered levels and with statistics from the initial record for 
particular audio recording the most proper could be switched on 
for processing in a complete audio classification system. 
Obtained results re considered promising for future use on a 
wider scale.

Keywords – Audio Classification, Music Speech 
Discrimination, 4 Hz Energy Modulation, Zero-Crossing Rate,
Average Frame Power.

I. INTRODUCTION

Discrimination between speech and music signals is applied 
in various areas of speech signal processing, such as Voice 
Activity Detection (VAD). On this occasion, many solutions, 
both in the time domain and in the frequency, have been 
proposed. The most common are: 4 Hz energy modulation, 
entropy modulation, spectral center, spectral flow, and zero-
crossing rate (ZCR). Less frequent are spectrum overturning, 
spectral centroid, spectral flux variation and others [1, 2]. We 
will look at some of them by striving to discriminate given 
signals with accuracy we will seek maximum knowledge of 
the content but at the same time we will discuss the 
complexity of the calculations. We will focus on the 
discrimination of speech and sound signals based on their 
energy. The energy distribution of speech and musical signals 
will be evaluated by looking at the frequency of zero-
crossings, short-term energy, and 4 Hz modulation also 
considering the Minimum Energy Density (MED), Low 
Energy Frames (LEF), and the Modified Low Energy Ratio 
(MLER) [3].

In order to discriminate speech and musical signals, 
features that are different for both classes are used. A simple 
look at the waveform of a one-minute excerpt of a voice 
signal, pop music, classical or opera signal shows great 
differences between classes. The shape of the signal of the 
speech signal shows a great difference in energy and 
amplitude that none of the musical signals show. The highly 

compressed waveform of a song seems to lack dynamics, 
while the classic instrumental and the opera performance have 
a low amplitude peak and show great dynamic deviations.

Even if the classes are easy to identify in wave form, the 
exact position of the transitions is difficult to detect. An
excerpt from pop music shows possibilities of the song
dynamics stopping abruptly when vocals appear. The 
transition is difficult to be spotted [4].

The rock music samples are not the same in comparison to 
the four examples described above but the most important and 
interesting thing here are the changes. In all the examples 
containing music the square root of RMS never goes down to 
zero and does not deviate significantly from the average
value. There are many snippets in the speech signals 
containing null or near null values of the frames variation and 
the differences are sharp. Investigating the spectra of the four 
examples reveals that all musical examples have a higher peak 
at the low frequencies, although the peak occurs at different 
frequencies. This peak is mostly responsible for the 
fundamental frequency of vocal components. The classical 
music that vocals are missing is not as sharp as the other three 
examples. The speech signal has more energy in the frequency 
range around 1 to 3 kHz, unlike the musical examples.

Sandars notes, "It is well known that the energy contour is 
capable of separating speech from music". Discrimination of 
speech from music is most likely to be based on the 
differences of the continuous change in the envelope of the 
energy curve. In speech signals the vocals and the consonants 
are clearly distinguishable and on the other hand, the shape of 
the musical signal that is more stable is also easily detectable.
Furthermore, we are aware that the speech signal has a 4 Hz 
energy modulation characteristic, which coincides with the 
frequency of the syllabi. Sandars uses a simple method of 
discriminating speech and musical signals. He found that 
using statistics calculated on the basis of a zero crossing 
factor, he could reach a classification of about 90 percent. By 
adding more information on the energy contour, he upgraded 
the accuracy to 98% [5].

In this paper we are investigating wide range of sound 
recordings differing in content which may utilize a proper 
algorithm for discrimination of music vs. speech with higher 
reliability and in the same time in some cases with reduced 
computational complexity based on three audio metrics – the 
ZCR, average frame power (FPOW) and 4 Hz energy 
modulation (4Hz). In Section II the selected metrics are
described. Then, experimental results follow in Section III 
with discussion on the overall performance of the tested 
implementations. A conclusion is made in Section IV.1Ivo Draganov is with the Faculty of Telecommunications at 

Technical University of Sofia, 8 Kl. Ohridski Blvd, Sofia 1000,
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II. MEASURES USED

The first method we select for discriminating speech from
music signals is the zero-crossing rate (ZCR). The frequency 
of zero crossings is a simple method of describing the content 
based on its most energetically pronounced frequency. We 
observe the definition of zero crossing frequency in the next 
expression [1]:

 |sgn[x(m)]-sgn[x(m-1)] | w(n-m), (1)

where:
sgn[x(n)]= 1, x(n)≥0, (2)

                sgn[x(n)]=-1, x(n)<0. (3)

And w(n) is the window comprising of N number of frames:

W= 1/2N, 0≤n≤N-1, (4)
W = 0, otherwise. (5)

The short-term energy method is a little more complicated 
than the above-mentioned, but it's simpler to apply than 
finding the 4Hz measure. Given that the amplitude of the non-
intuitive segments is noticeably lower than those of the speech 
segments, the short-term energy of the speech signals reflects 
the amplitude dispersion. By observing a speech signal, we 
can notice that the peak of the signal amplitude is noticeable 
as well as the fundamental frequency in the speech parts of the 
signal. This suggests that simple time processing techniques 
could derive useful information about signal characteristics. 
Most short-term processing techniques that derive features 
from the time domain Q[n] can be represented mathematically 
as [6]:

 
  T[x(m)]w(n-m). (6)

 
T is the transposed matrix, which may be linear or non-

linear, x(m) represents the information sequence, and w(n-m)
represents a time-limited window sequence. The energy of a 
discreet signal is defined by the expression:

(m), (7)

where Et is the total energy and s(m) is the discreet signal. For 
the calculation of Short-Term Energy, the signal is considered 
in short frames, whose size is usually between 10 and 30ms. It 
is necessary to take all samples in a frame from the signal 
from m = 0 to m = N-1, where N is the length of the frame. 
Then:

(m)+ (m)+ (m). (8)

The samples value’s are zero outside the frame. Therefore:

(m). (9)

From (9) it could be estimated that the total energy of a 
frame for the signal from 0 to N-1 samples. The short-term 

energy is defined as the sum of the squares of the samples in a 
frame according to: 

(m) . (10)

After splitting in frames and windows, the N-th frame of the 
signal becomes s(m).w(n-m) and therefore Eq. (10) becomes:

(n-m) , (11)

where w(n) is represented with a window function of limited 
duration, and n is the offset of the frame in number of 
samples. This shift may be as small as one sample or as large 
as one full frame.

The most complex for realization of the three methods is 
4Hz modulation [7]. This method implies better 
discrimination and a higher rate of success than the previous 
two methods, but its implementation goes through more 
stages. First it is needed to derive MEL coefficients. Pre-
emphasis is introduces, then the signal spectrum is re-
emphasized and the constant component is removed. A low-
order digital filter (most commonly a first order FIR filter) is 
attached to the input x(n) so it is aligned in its spectrum:

H(z)=1-a 0.9<a<1. (12)

Then follows splitting in frames and the spectral analysis is 
performed on them. This is because human speech does not 
change much over time and can be treated as a quasi-static 
process. Very popular frame length is 20-30ms. Hamming 
window weighting of each frame takes place according to:

y(n)=x(n)w(n), (13)

W(n)=0.54-0.46cos( ). (14)

Every frame undergoes Discrete Fourier transform:

X(k)= y(n) 0≤n,k≥N-1, (15)

A set of triangular band-pass filters that simulate the 
characteristics of the human ear are applied to the signal 
spectrum. This process is called Mel filtering. Human hearing 
perception analyzes audible spectrum of groups based on the 
number of overlapping critical bands. These bands are 
allocated in such a way that the frequency resolution is high in 
the low frequency area and low in the high frequency area.
Mel frequency is found from linear frequency based on:

=2525 x log(1+ ). (16)

The energy of the filter bank is found by:

E= |X(k) . (k) (17)

and after DCT over all MEL coefficients, finding their second 
derivatives and filtering the result in 40 channels with another 
FIR filter, all the energies contained in them are summed 

104

Ohrid, North Macedonia, 27-29 June 2019



together and the total energy is normalized with the average 
energy of the frame. The modulation is characterized by the 
variation of the filtered energy in dB per a second from the 
whole signal.

III. EXPERIMENTAL RESULTS

Experimental testing relies on a custom built database 
comprising of 5 speech and 10 music recordings in non-
compressed format. Sampling frequency is 44100 Hz with 
resolution of the samples of 16 bits and all being stored in 
single channel wav files. The duration for all sounds captured 
is 1 minute.

Table I contains the ZCR, FPOW and 4Hz values obtained 
from the speech signals where speechf labels identify 
recording with a female voice and speechm – a male one.

TABLE I
SPEECH SIGNALS MEASURES

Test set ZCR FPOW 4Hz
speechf1 0.0947 0.0018 45.5400
speechm2 0.0671 0.0034 45.3575
speechf3 0.0743 0.0036 36.4281
speechm4 0.0853 0.0035 41.4678
speechm5 0.0793 0.003 43.5407
Average 0.0801 0.0031 42.4668

In Table II the resulting values for the three parameters are 
given when found over the 10 music recordings some of 
which are typical folklore works from different geographical 
locations.

TABLE II
MUSIC SIGNALS MEASURES

Test set ZCR FPOW 4Hz
Rock 0.1971 0.0024 0.6245
Jazz 0.0971 0.0016 13.8121

Latino 0.2086 0.0035 0.5937
Folk 0.0899 0.0067 5.4985
Hindi 0.0916 0.0056 5.6968

Nordic 0.1083 0.0023 2.5773
African 0.0888 0.000837 64.8428
Chinese 0.0421 0.0036 25.4098
Russian 0.0612 0.0038 14.1327
Classic 0.0688 0.0029 11.7992
Average 0.1053 0.0033 14.4987

In order to discriminate speech and music signals based on 
these methods using full validation, we must use the average 
values for all files of a given type - musical or speech signals, 
and by them to calculate a threshold to use. To compute the 
threshold of a method, we collect the two average values of 
the musical and speech signals and divide them into two, and 
thus we get the threshold that will discriminate against the 
signals. For the zero crossing frequency, the values below the 
threshold, i.e. the signals with a lower frequency of zero 
crossings, will be defined as speech signals and those with 

higher values - as musical. Related values found for the 
thresholds are tZCR = 0.0928, tFPOW = 0.0032, and t4Hz =
28.4830. 

The results from full validation of the speech database are 
shown in Table III.

TABLE III
CLASSIFICATION ACCURACY OF SPEECH SIGNALS

Measure ZCR FPOW 4Hz
Threshold 0.0928 0.0032 28.4830
Classify Right Wrong Right Wrong Right Wrong
speechf1 0 1 1 0 1 0
speechm2 1 0 0 1 1 0
speechf3 1 0 0 1 1 0
speechm4 1 0 0 1 1 0
speechm5 1 0 1 0 1 0

Accuracy,% 80 20 40 60 100 0

Let's take a look at the data in the second and third columns 
referring to the ZCR method. We determine the accuracy of 
the validation against the correct classification of the speech 
signal due to the threshold of the different methods that are 
used according to the method described above. After the 
classification of all speech files for the zero crossing 
frequency method, we obtain accuracy of 80% at full 
validation. Taking into account the simplicity of this method, 
its accuracy is very satisfactory. We continue with the 
examination of the fourth and fifth columns where the short-
term energy method is described. When it is classified after all 
the speech files, we obtain the accuracy of the 40% full 
validation, which is an unsatisfactory result. The following 
method is observed in columns six and seven, where the 
dispersion method of 4 Hz modulation energy is described. 
For it, we get 100% validation accuracy, which is the highest 
possible result we are looking for. By comparing the three 
methods, we can categorically define the 4Hz modulation 
energy method as the best method for determining speech 
signals, given its complexity compared to the other two 
methods, the result is expected. But the simplest method - the 
frequency of zero crossings is more effective for determining 
speech signals than the more sophisticated method - the short-
term energy method.

The first wrong classification we notice for the ZCR 
method in the first female voice record. Given the simplicity 
of the method, it is not the most reliable classifier since the 
values of the source data do not differ dramatically from the 
wrong classification and may be due to the low energy in this 
record and the presence of more consonant letters or silence 
mixed with some noise. Let's look at the short-term energy 
method, and we see that all but one values are very close. We 
see that wrong classification is in both female and male 
speech records. Their values are so close that we can not 
identify features that are clear and suggest an increase or 
decrease in energy to a subsequent misclassification. These 
close values may be due to the peripheral devices used, the 
non-isolated environment, etc. So the accuracy of the short-
term energy method is unsatisfactory for end-user 
applications.

The most effective and accurate method that end-user can 
use is the dispersion of 4 Hz modulation energy. Depending 
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on the priority, if it is the accuracy and not time consumption,
the best and most appropriate is this method.

The classification accuracy for the music signals is 
presented in Table IV.

TABLE IV
PAGE LAYOUT DESCRIPTION

Measures ZCR FPOW 4Hz

Threshold 0.0928 0.0032 28.4830

Classify Right Wrong Right Wrong Right Wrong

Rock 1 0 0 1 1 0

Jazz 1 0 0 1 1 0

Latino 1 0 1 0 1 0

Folk 0 1 1 0 1 0

Hindi 0 1 1 0 1 0

Nordic 1 0 0 1 1 0

African 0 1 0 1 0 1

Chinese 0 1 1 0 1 0

Russian 0 1 1 0 1 0

Classic 0 1 0 1 1 0

Accuracy,% 40 60 50 50 90 10

After the necessary calculations for all the music signals for 
the zero crossing method, we get the accuracy of the full 
validation of 40%. The accuracy of this method of 
recognizing musical signals is not satisfactory. Some of the 
errors that are introduced in classifying using this method may 
be due to the type of music used. We observe a proper 
classification for rock, jazz, etc., while in classical, Russian, 
Chinese music, etc., we observe a wrong classification, which 
may be due to the instruments and pauses contained in a 
certain type of music. For example, classical and Chinese 
music is experiencing energy accumulation at low and high 
frequencies, as are the moments of silence caused by 
instruments used in this type of music such as string, wind, 
keyboard instruments - flute, violin, piano.

The next method that we are looking at is the short-term 
energy method for it after the classification of all the music 
files we get the accuracy of the full validation 50%. The 
accuracy of this method for recognizing a musical signal is 
better than the accuracy of the zero crossing frequency 
method and its accuracy of speech recognition but is still 
unsatisfactory and the use of this method is not very reliable.

After the classification of all music files with 4Hz method, 
modulation energy has a 90% accuracy of full validation. The 
only error that has been made is with African music, yet this 
method is the closest to the maximum accuracy we are 
looking for. By comparing the three methods, we can 
conclude that the method of 4 Hz modulation energy 
dispersion is the most reliable method for recognizing musical 
signals. But this time for the classification of musical signals, 
the short-term energy method is more applicable than the zero 
crossing frequency method. Observing Table IV we can see 
that the wrong classification, which is present in the 4Hz 
method, is not correctly classified in the other two methods.

In Fig. 1 the overall performance is given for the three 
algorithms of classifying the test audio content into speech 
and music with the complete variability in different styles.

Fig. 1. Overall accuracy of classification for the three tested 
algorithms

IV. CONCLUSION

The best and most accurate method that most satisfies the 
discriminatory condition and can be used by an end user in an 
objective environment with publicly available and relatively 
cheap peripherals for speech and music discrimination is the 
4Hz method. The following method, which certifies the 
discrimination condition to some extent and can be used is the 
method of the zero crossing rate, although it is not very 
reliable, but the calculation is much simpler, which makes it 
an ideal choice if the main goal is speeding-up the process
rather than achieving accuracy close to 100%. For future 
improvement of the zero crossing method and the short-term 
energy method, professional peripheral devices and 
soundproofing environment can be used to increase their 
classification accuracy. End user use can use those along with 
other methods or features to improve their performance.
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Study of Parasitic Effects in Two-Integrator Loop Gm-C
Filters If Realized with Single Stage OTAs

Boncho Nikov1, Ivan Uzunov2 and Marin Hristov3 

Abstract – A generalized study concerning the effects of OTA 
imperfections in the second order Gm-C filters based on two-
integrator loop configuration is done in the paper. Single stage 
CMOS OTAs are assumed in the investigations and the most 
important OTA imperfections in this case are their input 
resistance and input capacitances. Most of the considered circuits 
have similar properties concerning these imperfections and it is 
shown that the gyrator biquad has the best behaviour. 

Keywords – Gm-C filters, operational transconductance 
amplifiers (OTA), imperfections, biquads. 

I. INTRODUCTION

The active filters based on operational transconductance 
amplifiers (OTA) and capacitors, known as Gm-C filters, are 
still widely used in analog signal processing [1,2]. The 
frequency domain of their implementation is very wide – it 
ranges from Hertz area [3] up to several hundreds of MHz [4,5] 
and even to GHz [6]. They attract with several benefits: easy 
for integration; versatile configurations satisfying different 
requirements; wide frequency tuning range, covering more than 
one decade when necessary [3,4,6]. These filters are known for 
long time, however they are still object of investigations, 
related to their extending and modifying applications and to the 
use of the new technologies for their realization. The permanent 
trends for reducing of the supply voltages, reduction of the 
sizes, requirements for low consumed dc power, etc., change 
the OTA parameters and as consequence the effects of these 
parameters in filter circuit.  

Most often as second order Gm-C sections (biquads) are used 
the circuits belonging to the wide class of two-integrator loop 
filters [1,2]. This is due basically to their versatility – for the 
most of them one circuit is able to realize every transfer 
function, which is achieved by applying the input signal or by 
taking the output signal from different points of the circuit. 
Other advantages are their abilities for realizing of high Q-
factors and for operation at high frequencies. 

Usually single stage CMOS OTAs are used for design of Gm-
C biquads. Multistage OTAs are appropriate for realizing of 
high Gms, which is achieved at the price of reduced frequency 
bandwidth due to appearance of high-impedance node between 
the stages [7]. OTA with high Gms are necessary for high 

frequency filters, which is in contradiction with their limited 
bandwidth. Thus, it is desirable in such cases to try to design 
OTAs with high Gms.  

The influence of the single-stage OTA parameters on the 
behavior of Gm-C sections differs in some extent compared 
with multistage OTA. The major parasitic parameters of a 
multistage OTA are its input and output impedances and the 
frequency dependence of Gm, represented usually by single 
pole approximation [1]. The basic parasitic parameters of 
single-stage CMOS OTA are their input capacitances and their 
output impedances. The frequency dependence of Gm in this 
case (its increasing with frequency) can be represented by one 
zero [1]. However it is more appropriate to consider Gm as 
frequency independent and add a parasitic transition 
capacitance to be accounted for the frequency dependence – in 
fact this is Cgd of the transistors in input differential pair of the 
OTA. Since this capacitance is much less than the input 
capacitance it has less effect. 

This paper tries to compare the effects of the OTA parasitic 
parameters in the most popular Gm-C biquads based on two 
integrator loop configuration. The goal is to estimate how these 
influences change the possibilities of the circuits for realization 
of high Q-factor filters and their ability for operation in wide 
frequency range. The second chapter, describes shortly the 
considered circuit if ideal OTAs are used. Third chapter 
considers the effect of OTA output resistances on the behavior 
of the circuits, and in the fourth chapter is discussed the changes 
due to the input capacitances of the amplifier – so called excess 
phase effect. 

II. SHORT DESCRIPTION OF THE CONSIDERED 
CIRCUITS

The filter circuits, which will be investigated here, are given 
in Fig. 1. They represent most of the two-integrator loop 
biquads [1,2] and their single-ended versions are shown for 
simplicity. All circuits are able to realize different biquads 
(low-pass, high-pass, band-pass, with complex zeros) 
depending on the way of applying the input signal and taking 
the output signal. The transfer functions of the circuits can be 
written in the general way: 

  , (1) 

where N(s) is either first or second order polynomial or a 
constant, depending on the section type. The parasitic effects, 
considered here, concern basically the denominator of the 
transfer function and are significant at high pole Q-factor. For 
this reason their influence on the numerator N(s) will be not 
considered and inputs and outputs are shown in Fig. 1 for the 
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case of band-pass sections – circuits, which most often require 
high Q-factors. 

The coefficients of the transfer function denominators and 
the pole parameters are summarized in Table I. In all formulas 
a is ratio of identically marked gms, while b differs in Fig. 1(a) 
and Fig. 1(d): 

  . (2) 

Fig. 1. Two-integrator loop biquads [1]: (a), (b), (c) distributed-
feedback configurations; (d), (e) summed-feedback configurations; 

(f) Tow-Thomas Gm-C circuit; (g) gyrator band-pass biquad. 

TABLE I.
TRANSFER FUNCTION PARAMETERS OF THE BIQUADS IN FIG. 1.

d1 d0 = ωp0
2 Qp0

Fig. 1(a)
Fig. 1(d)

Fig. 1(b)

Fig. 1(c)
Fig. 1(e)

Fig. 1(f)

Fig. 1(g)

III. INFLUENCE OF OTA OUTPUT CONDUCTANCES

OTA output impedances consist typically of parallel 
connected conductance and capacitance. The output 

capacitances in the considered circuits are connected in parallel 
either to the integrator capacitors C1 and C2 or to the input 
capacitance of the same or another OTA. In the first case they 
can be considered as parts of C1 or C2; in the second case their 
influence should be considered together with the influence of 
the OTA input capacitances. For this reason the effect of output 
impedances will be considered as effect of output conductances 
only. The inspection of the circuits in Fig. 1 shows that only 
output conductances go1 and go2 of OTAs gm1 and gm2 affects 
the circuit parameters, since they are in parallel to C1 and C2.
The other output conductances are in parallel to OTAs, 
connected as resistors, and can be absorbed in these resistors. 

After these observations the analysis can be done easily – it 
is enough to replace sC1 by sC1 + go1 and sC2 by sC2 + go2 in
the expressions for the transfer functions. Proceeding in this 
way, the following expression for the transfer function of the 
circuits in Fig. 1(a) and 1(d) is derived: 

  , (3) 

where ω1 = go1/C1 and ω2 = go2/C2. The changes due to output 
conductances appear in three places. It increases pole frequency 
however this increase is small. Both terms which are added to 
ωp0

2 are much smaller since the ratios ω1/ωp0 and ω2/ωp0 are  

   ,  . (4) 

They are significantly less than 1 if go1,2 << gm1,2 (well-designed 
OTA) and also high-Q circuits are considered.  

It seems that the multipliers 1 + ω1/s and 1 + ω2/s increase 
the gain to infinity at very low frequencies. However they 
present in the formula only because the change of the 
numerator is not considered. The numerator N(s) is also 
function of C1 and C2. The capacitors in the numerator will 
produce the same terms in a way, which will cause canceling 
with the terms coming from the denominator. Therefore in the 
final expression for H(s) these two multipliers will not exist. 

The most important effect of the output conductances is in 
the first order term in the denominator. The quantities ω1 and 
ω2, which are added to ωp0/Qp0, can be of the same range as 
ωp0/Qp0 and limit the maximum achievable Q-factor. If assume 
(ωp0/Qp0) = 0, i.e. Qp0 →∞, then the pole Q-factor is determined 
by the sum ω1 + ω2 and is equal to 

 . (5) 

Formulas (3), (4) and (5) are derived for Fig. 1(a) and 1(d),
however they are valid for all circuits except the gyrator one 
(Fig. 1(g)), if set b = 1 for Fig. 1(b); b = a for Fig. 1(c) and 1(e); 
and b = a = 1 for Fig. 1(f). Both quantities Qp0 and Qp max
determine the real pole quality factor Qp according the formula

 . (6) 

These results can be interpreted in the following way: If Qp0
is specified then exists a parameter Qp max, dependent on Qp0 and 
on the ratios go1,2/gm1,2, which limits Qp. Since Qp0 is ratio of 
gms and of capacitors and can’t be done infinitely large, the real 
Qp of the circuit is always combination of Qp0 and Qp max. The 
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value of Qp max is necessary to be high if high Qp is needed – it
should be of the range of Qp0 or higher. Since Qp0 enters in the 
denominator of Qp max, this requirement leads to hard demand 
on the ratio go1/gm1 – it should be less than 1/Qp0

2.
The expressions for ωp and Qp for the gyrator circuit are  

, (7) 

where g23 = go2 + gm3, τ1 = go1/C1, τ2 = go2/C2, and ωp0 is given 
in the last row of Table I. The maximum pole Q, defined by 
OTA output conductances only, is achieved when gm3 = 0, i.e. 
when the corresponding OTA is missing (in fact this OTA is 
used only for fixing the desired Qp); and when τ1 = τ2. Thus the 
gyrator circuit has more potential for realization of high-Q
biquads. 

IV. LIMITATIONS FROM OTA INPUT CAPACITANCES

Other parasitics, which may affect significantly the behavior 
of the circuits, are OTA’s input capacitances. Those of them, 
which are connected in parallel to integrator capacitors C1 and 
C2 are not so dangerous. Usually they are smaller than C1 and 
C2 and can be considered as parts of them. Their effect is some 
deviation of the pole frequency, which can be compensated by 
proper adjustment. More critical is the influence of the input 
capacitances, which appear in parallel to OTAs, connected as 
resistors: gm4 and gm6 in Fig. 1(a) and gm4 in Fig. 1(b), (c), (d) 
and (e). They introduce parasitic capacitances Cp4 in parallel to 
gm4 and Cp6 in parallel to gm6, which are equal correspondingly:  

in Fig. 1(a): Cp4 = Cin,2 + Cin,4,  Cp6 = Cin,1 + Cin,6;
in Fig 1(b), (d) and (e): Cp4 = Cin,2 + Cin,4;
in Fig. 1(c): Cp4 = Cin,1 + Cin,2 + Cin,4  

where Cin,k is the input capacitance of OTA gmk. 
The capacitances Cp4 and Cp6 together with gm4 and gm6 form 

parallel RC circuits. They introduce additional phase shift (so 
called excess phase) in the gains of the voltage multipliers, 
created with the help of gm4 and gm6 (for example of the 
multipliers gm3/gm4 and gm5/gm6 in Fig. 1(a)). In fact the 
coefficients a and b in the formulas for d1 and d0 in Table I are 
not frequency independent and the following formulas are valid 

, (8) 

where a0 and b0 are the values of these parameters according 
(2) and frequencies ω4 and ω6 are given by 

  . (9) 

The replacement of the expressions for a and b changes the 
formulas for filter transfer functions in the following way: 

for Fig. 1(a): 
   ; (10a) 

for Fig. 1(b):   ; (10b) 

for Fig. 1(c), (d) and (e):  . (10c) 

The terms (1 + s/ω4) and (1 + s/ω6) appear in the denominator 
and also multiply the numerator. Their effect in the 
denominator of (10c) will be considered firstly. Now it is of 3rd

degree, i.e. the complex poles of the filter are changed and 
appears a third pole, which is real. The influence of the term (1 
+ s/ω4) depends basically on the ratio ω4/ωp0. The numerical 
investigation shows existence of minimal allowed value of this 
ratio, at which the pole Q-factor is equal to infinity and below 
this value Qp < 0, i.e. the circuit is unstable. This is illustrated 
in Fig. 2(a). The minimal value of ω4/ωp0 is equal to Qp0, which 
can be proved mathematically. At (ω4/ωp0) = Qp0 the 
denominator of (10c) can be written as 

, (11) 

i.e. the complex poles are purely imaginary and the circuit is at 
the boundary of stability. Of course the value of ω4 in the real 
circuits should be higher of the limit (= ωp0Qp0) in order to have 
reserve of stability. For example, if assume 20% allowed 
increasing of Qp then ω4 should be not less than 60ωp0, 178ωp0
and 589ωp0 for Qp0 = 10, 30 and 100 correspondingly –
significantly stronger requirement than the limit ωp0Qp0. 

Fig. 2. Influence of the ratio ω4/ωp0 for the circuits in Fig. 1(c), (d) 
and (e): (a) change of the pole Q-factor; (b) change of the pole 

frequency; (c) extra real pole. 

The other influences of ω4 are negligible. Fig. 2(b) shows 
that the relative variation of the frequency of the complex poles 
is less than 0.1% for values of ω4/ωp0, for which the circuit is 
stable. The extra real pole is equal to ω4 as can be concluded 
from Fig. 2(c) and it will cancel with the zero introduced by the 
multiplier (1 + s/ω4) in the numerator. 

The considerations above are valid also for the circuit in 
Fig. 2(a) when ω4 = ω6. Then identical multipliers (1 + s/ω4) 
appear in the numerator and denominator of (10a), they cancel 
themselves and the denominator of (10a) becomes the same as 
those of (10c). When ω4 and ω6 differ, the studying of the 
transfer function can be done numerically, calculating the poles 
at different values of ω4 and ω6. Elaborating in this way it is 
found out for moderate ratios ω4/ω6 between 0.5 and 2 that the 
instability is defined from ω6 only and the limit is ω6/ωp0 ≈ Qp0.
Which is interesting, this limit doesn’t depend on ω4. The other 
influences are insufficient as in the previous case: the frequency 
of the complex pole pair is stable and two real pole appears, 
which are far from the complex poles. 
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The variations of Q and of the pole frequency of the circuit 
in Fig. 1(b) from the parasitic frequency are illustrated in Fig. 
3. The Q-factor also increases at low ω4, however it is not so 
much and the circuit stays stable even for values of ω4
unrealistically close to ωp0. The change of the pole frequency 
also is small. The extra real pole, which also appears in this 
circuit, is far from the pole frequency for ω4 > 10ωp0 (normal 
values of ω4) and its effect can be neglected. 

Fig. 3. Influence of parasitic frequency ω4 = gm4/Cp4 in Fig. 1(b): 
(a)  variation of pole Q-factor; (b) variation of pole frequency. 

Generally, the excess phase due to parasitic capacitances in 
parallel to OTAs, connected as resistors in Figs. 1 (a) to (e), 
causes the effect, known in the two-integrator loop biquads 
with other types of amplifiers [1]: increasing of the pole Q-
factor, which may bring even to instability of the circuit. In the 
considered case the reason is the input capacitances of some 
OTAs. This effect limits the high frequency application of the 
circuits. High pole frequencies are achieved by large Gms of 
OTAs gm1 and gm2 and small capacitances C1 and C2. Large Gms
require transistors with larger sizes in single stage OTAs and as 
consequence – higher input capacitances. The consideration 
here shows existence of lower limit for the ratio ω4/ωp0. Thus, 
raise of ωp0 leads to higher gm1 and gm2, higher input 
capacitances, lower ω4 and as result – approaching the limit.  

A way to compensate the effect of excess phase is to add a 
proper resistor in series to one of the capacitors C1 and C2 – the 
one which is in the loop immediately before gm4. This resistor 
together with the capacitor shifts the phase of the voltage over 
them in opposite direction to the phase shift, caused by gm4 and 
Cp4. This approach is necessary to be considered for each circuit 
separately. It is applied for some circuits [8, 9] and can help 
partly. Its disadvantage is different dependences of gm4 and 
compensating resistor from temperature, process, etc.  

The last two circuits in Fig. 1 – the one in (f) and the gyrator 
biquads in (g) do not suffer from excess phase. This is because 
all OTA input capacitances in these circuits are in parallel to 
integrator capacitors and there is no place, where an extra phase 
shift can arise. This superior property of both circuits is only 
when they are realized with single stage CMOS OTAs. For 
example one of the first papers concerning the excess phase and 
its compensation is about gyrator circuit [8], of course when 
gyrator amplifiers are realized in different way. 

V. CONCLUSION

A generalized consideration of Gm-C biquads based on two 
integrator loop configuration is done concerning the influence 
of OTA output resistances and input capacitance. These OTA 
imperfections have the most negative impact on the circuit 

behavior when OTAs are single-stage CMOS. The effects of 
both types of imperfections are considered separately – an
approximate approach, however it allows more clear 
characterizations of the influences.  

The OTA output resistances reduce pole Q in all circuits. In 
the most of the circuits except the gyrator biquad Q is defined 
by ratio between Gms of some OTAs and the output resistances 
additionally reduce it. The gyrator circuit is an exception of this 
rule and its Q can be defined only from the output resistances 
of the OTAs in the gyrator, which makes the gyrator able to 
realize higher Q.

OTA input capacitances, when they are in parallel to 
amplifiers connected as resistors, change the phases of some 
voltages in the circuit, which causes intolerable increasing of Q 
and even instability. The effect is more visible when the circuit 
is intended for operation at higher frequencies. Again the 
gyrator is an exclusion – it doesn’t suffer from this 
disadvantage.   
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Using object recognition benefits in a system for fire 
detection in the nature 

Maria Pavlova1

Abstract – The subject of fire recognition is quite popular and 
many studies discus it. This paper presents a research on a fire 
recognition field. A camera mounted on the unmanned aerial 
vehicles (UAV) records videos of the surrounding environment. 
The method of recognising fire captured on the videos, part of this 
research, aims to reduce time needed to detect fire. The method 
assisted by OpenCV library capabilities recognises fire event. The 
results are described in this paper.

Keywords – Object recognition, OpenCV, Fire recognition,
Machine learning. 

I. INTRODUCTION

Fire in a building or in the nature is a problem of very high 
concern. To find a way to prevent a fire is a task of significant 
importance. For the matters of the indoor fires there are already 
different fire preventions systems. These systems proof to be 
highly efficient in buildings and another indoor facilities.  

The problem of detecting fire in the outdoors is quite 
complex. An efficient fire detection requires more advanced 
technologies such as neuro networks, object recognition and, in 
addition, unmanned aerial vehicles (UAV). 

This paper presents the results of a research in the area of fire 
recognition in inaccessible locations. For the purposes of the 
research is used UAV with a small lightweight digital camera 
mounted on it. The camera records video clips of the 
surrounding environment and then transfers them to a remote 
workstation, running fire recognition software.  

Nowadays, different object recognition algorithms are 
available for any purpose. One of them is Machine learning 
with feature object recognition used in the current research. For 
the purpose of the research, Python wrapper is used to 
encapsulate the C/C++ code, thus increasing overall 
performance. Additional benefit is that the wrapper can be used 
in any Python module and OpenCV library as such, and 
OpenCV opens a large spectrum of possibilities in the Machine 
Learning. 

Video cameras and computer vision methods are used for fire 
detection in chemical factories and other high fire risk 
industrial. The Deep machine learning will increase the 
accuracy and reduces the costs for high level of security [8]. 

This paper has four contributions with following contents: 
the first contribution is introduction; second contribution of this 
paper is the software implementation; the third is about results                              

and the fourth contribution is the conclusion and the 
References. In each part of this paper the subject will be 
explained accordingly. 

II. SOFTWARE DESCRIPTION 

Fire detection using infrared camera [1], [2] is a popular 
decision among the building’s fire detection systems. There are 
also researches, using this same camera for outdoor uses. 

The solution using infrared cameras is unquestionably 
reasonable, but it gives its best results in short distances. When 
talking about open spaces, that’s almost never the case – often 
the areas of fire are inaccessible and thus the results are usually 
far from the necessary precision. 

Therefor this research is aiming to offer a fire recognition 
method in the outdoors with a camera, capturing the surface. 
The camera is shown on fig. 1 

  

Fig. 1. Camera mounted on UAV 

The application has been written and tested on Linux 
operation system. Captured video is processed by deep learning 
algorithm for detecting the fire in captured video.  

There are many systems based on pixel object recognition 
like Pixel-to-pixel machine [4] and they have their application 
in their own fields. This approach is based on Paul Viola and 
Michael Jones algorithm for rapid and reliable object detection 
[3]. The algorithm which is proposed by Paul Viola is improved 
by Rainer Lienhart [5]. In this research the object detection 
classifier is based on features technique, which is faster than 
pixel system. Furthermore the complicated fire image (color, 
texture) will be recognized better with feature classifier. The 
algorithm allows for additional own classifiers to be created.   

Basically the cascade of boosted classifiers works with haar-
like features, from now on called classifiers. It is named 
cascade, because several simple classifiers (stages) are parts of 

1Maria Pavlova is with the Faculty of Telecommunications at 
Technical University of Sofia, 8 Kl. Ohridski Blvd, Sofia 1000,
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the whole classifier. The word boosted means that every stage 
of classifier is a result of another. It is possible to use one of 
four supported techniques – Adaboost, Real Adaboost, Gentle 
Adaboost and Logitboos. Adaboost is the technique used in this 
research. As mentioned before, the classifier has more than one 
classifier inside. The haar-like features are inputted data of the 
main classifier and it is deeply explained in [6]. 

Each feature used in a separate classifier is determined by
shape, position, scale. The feature are computed by subtracting 
the sums of pixels by “integral image” in respected areas under 
white and black rectangles.[WK1] Black and white rectangles 
areas, which the image is separated. In their article “Rapid 
Object Detection using a Boosted Cascade of Simple Features”
authors described deeply their method [3]. They apply the 
results for face detection classifier.

Base on above mentioned and the possibilities to prepare 
own cascade classifier, this research present the own cascade 
classifier fire detection. The algorithm use for classifier training 
is shown in table 1.  

TABLE I 
ALGORITHM FOR PREPARING THE CASCADE CLASSIFIER

1 Collect the negative images
2 Collect or Create positive images
3 Create a positive vector file by stitching together all 

positives
4 Train cascade classifier

The process of creating the classifier and all related works 
are presented in author’s article “Object Recognition System 
Operating from Different Type Vehicles Using Raspberry and 
OpenCV”. As the aim of this paper is to present the results of 
this research, the algorithm steps will be mark shortly. 

To create the data base of negatives images is important task 
and first should be done. The data base should be at least 1000 
pictures. Important requirement for the pictures: do not contain 
the object of recognition. In this case the fire.

          
Fig. 2. Result from creation of positive vector and stitching together 

all positives 

Second step of this algorithm is creation of the positive data 
base. It may create from one image or collection of more. 
OpenCV has a powerful module opencv_createsampels [7].
With this function in terminal under Linux the script is one row: 

“opencv_createsamples -img fire5038.jpg -bg bg.txt -info 
info/info.lst -jpgoutput info -maxxangle 0.5 -maxyangle 0.5 -
maxzangle 0.5 -num 1300”

The result is very interesting and is shown in fig.2. We can 
see that the positive image fire is covered over the background 
image. The positive object is marked with red circle on the 
shown figure. 

After preparation is possible to do the last step to train the 
cascade classifier. About cascade classifier is explaned from 
Viola and Jones in “Rapid Object Detection using a Boosted 
Cascade of Sample Features” [10]. In OpenCV library this is 
one row of code, but behind this row has a lot of work for 
devising. Create simples first and after this is possible to train 
the stages. The number of stages is important. It depends of 
number of created samples. One towsend and two hundred
positive samples will give opportunity around 10 stages. One 
stage contain the number of stage, the number of features in 
each stage and thresholds of each stage. On fig. 3 is shown stage 
2 and stage 7 after cascade training. 

        
Fig. 3. Stage 2 and stage 7 after Cascade Training

III. RESULTS OF SOFTWARE IMPLEMENTATION

Finally the result of all this steps is the XML file from 
Classifier Training. This file is argument of function 
cv2.CascadeClassifier. Implementation of this function give 
result fire recognition. For this application this XML file is 
named cascade_training_fire.xml.  

In additional one blue rectangle marks the recognized object.  
For this purpose is used the function cv2.rectangle(). Its 
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arguments are video or image, size and colour of the outline.  
On fig. 3 is shown the screenshot of one of the videos, which 

are used for test. Blue rectangle define very well the fire and 
the smoke. 

Fig. 3. Result from fire recognition

From another video we have also good results shown in fig. 
4 and fig. 5.  

Fig. 4. Positive result from fire recognition

  
On fig. 5 is shown very good result - the recognition of 

smoke. In this moment of video the classifier works really 
precise.  That means that the training of machine for smoke 
gives very good results. From all tested pictures the smoke is 
recognized completely, with only one mistake: if there is the 
clouds in the picture the result will be wrong. It is shown in 
fig. 7. If we take into account the application area of the system, 
namely the observation of the ground surface, we may draw the 
conclusion that the program recognizes smoke in 98% of the 
cases. 

  

Fig. 5. Positive result from fire recognition

To recognize the fire precisely is task with high importance, 
because of people security and prevents of forest fire. It means 
the accuracy should be very high. But unfortunately in the 
results we have object recognition different than fire.  

On fig. 6 is shown one of this negative results.  

Fig. 6. Recognition of face instead of fire

The problem here is that the classifier recognize the face and 
the moving of all this people give the negative result. The 
problem with detection is serious and one of possible way to 
resolve is present in [9]. The authors have proposed a method, 
which extract the regions with movement. This regions are the 
potentials places with fire. 

Second problem is that the machine recognise the clouds like 
smoke. This effect is shown in fig. 7. 
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Fig. 7. Recognizes the clouds instead of smoke

There is one more problem on this picture – the blue 
rectangle on the right side surrounds leaves instead of fire.  

The last problem that was registered is that the classifier 
recognized the car lights instead of fire and this bad result is 
shown on fig. 8. 

Fig. 8. Recognizes the car lights instead of fire

IV. CONCLUSIONS

The results of this research show that 40 % of all tested 
videos give bad results in fire recognition. In the remaining 
60% of test videos the classifier recognizes the fire very well. 
It’s clear that the described approach is necessary to be 
improved. This will be the next aim in this research. 
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Modeling of 3D Human Body for Photorealistic Avatar 
Generation: A Review

Nicole Christoff 1 

Abstract – One of the challenges in computer graphics is the 
human body modeling. The adequate design of the human shape 
comes from the complexity of the anthropology itself. Numerous 
methods for the 3D human figure processing tasks have been 
provided for a range of identity-dependent body shapes and its 
various poses. In this paper, a survey of existing methods for 3D 
human body modeling is given.  

Keywords – 3D body shape, Human modelling, Geometric 
segmentation. 

I. INTRODUCTION

The way people perceive the world around them and interact 
with each other change; the current communication technology 
involves the transmission of audio and visual data between 
objects. This way, users can interact with others at a distance. 
Undoubtedly, video communication tools such as Skype and 
Viber are useful for many applications and tasks. However, 
text, 2D image and voice are not sufficient enough to satisfy as
an alternative to human interaction, because there is no 
personal contact between the interlocutors and there is a limited 
sense of presence (sharing the same space). For the user these 
facts create a feeling of incompleteness and dissatisfaction with 
the communication process. 

Currently, although in an early stage of development, 
augmented reality (AR), mixed reality (MR) and virtual reality 
(VR) offer great potential to include the five human senses in 
the communication process to become more meaningful and 
natural to all participants. 

To simulate the particular physical function in the virtual 
environments, on each element is applied numerous algorithms. 
More particularly, those algorithms are developed for the 
human body models. Building a model involves many issues, 
such as 3D body training dataset preparation, designing a 
proper body model, and training the model to fit the prepared 
data.  

The rest of the paper is organized as follows: in Section II, 
some of existing human body representations are briefly 
described. Some of free available databases are presented in 
Section III. In Section IV, the human body shape modeling 
techniques can be found. The conclusion is given in Section V. 

II. HUMAN BODY REPRESENTATION

To compare a population groups and to create an 
anthropometric dataset, the anthropometric measurements can 

be used as a basis. ISO 7250-1 gives such list of body 
measurement descriptions. A list of primary and secondary 
dimension indicators is given by ISO-8559 standard Part 2 [1]. 
Fig. 1 represents some of the measurement landmarks that are 
used by the both standards. 

Fig. 1. Some of the major body measurement landmarks extracted 
from ISO-7250 and ISO-8559 standards (issue from [2]). 

The anthropometric measurements are used to describe the 
human shape.  They represent an estimation of the distances 
(linear and curvilinear) between anatomical landmarks or 
circumferences at particular regions of interests of the human 
body. For example, in medicine, in case of difficulty in 
determining the height of a patient, upper arm circumference is 
used for estimation of his body mass index [3]. Body mass 
index (BMI) is the ratio of the stature and the weight. The 
anthropometric measurements are widely used in many 
simulation systems [4].

Common anthropometric measurements include height 
(stature), weight (body mass), erect sitting height, triceps 
skinfold (upper arm girth), arm circumference (upper arm 
girth), abdominal circumference (waist circumference), calf 
circumference, knee height and elbow breadth [5].

Male (see Fig. 2) and female (see Fig. 3) bodies can be scaled 
by modifying standard anthropometric dimensions. Such 
examples are shown in Fig. 1 and Fig. 2, where height, weight 
and erect sitting height are used to represent a range of body 
sizes. Unfortunately, not all dimensions of the figures are 

1Nicole Christoff is with the Faculty of Telecommunications at 
Technical University of Sofia, 8 Kl. Ohridski Blvd, Sofia 1000,
Bulgaria, E-mail: nicole.christoff@tu-sofia.bg. 
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adjusted, which sometimes leads to unrealistic shapes of these 
scaled figures [4]. 

Fig. 2. Editing tree anthropometric parameters of a men’s body. Left 
to right: average shape, with height decreased by 10 cm, weight 
decreased by 20 kg and decreased the ratio erect sitting height 
(decreased by 5 cm) to the stature (unchanged from the initial). 

Fig. 3. Editing tree anthropometric parameters of a women’s body. 
Left to right: average shape, with height increased by 10 cm, weight 

increased by 20 kg and increased the ratio erect sitting height 
(increased by 5 cm) to the stature (unchanged from the initial). 

III. DATABASES

Regarding 3D body shape datasets, we can mention several 
of them, freely available online [6], [7]: 

Civilian American and European Surface Anthropometry 
Resource (CAESAR) project is the earliest research on 
anthropometric surveys conducted by 3D scanners. This is 
the largest commercially dataset, which contains raw 3D 
colored meshes with missing regions. It contains 
approximately 4000 human bodies of different shapes 
(male and female bodies) [6]. An example is shown in Fig. 
3 a). 
Shape Completion and Animation for PEople (SCAPE) 
dataset is built by only one subject in different poses. As a 
result, 71 meshes using only geometric information, 
reconstructed from real data, are obtained [8]. In Fig. 3 b), 
one of those registration is visualized. 
FAUST - This data set containing 300 real, high-resolution 
human scans of 10 subjects in 30 poses, is created with a 
common template using a texture-based registration 
technique [9]. An example can be seen in Fig. 3 c). 

Dyna - Using over 40,000 scans of ten subjects, a dynamic 
body shape dataset is created by Pons-Moll et al. [10]. The 
dataset is a physics simulation of soft tissue motions in 
dynamic mesh sequences. A frame of a female subject is 
illustrated in Fig. 3 d). 

Fig. 4. Examples, from left to right, from CAESAR database [6],
SCAPE database [8], FAUST [9] and Dyna database [10].

IV. HUMAN BODY SHAPE MODELING

The methods for the human body shape modeling can be 
categorized into four categories: direct model acquisition, 
image based reconstruction, template model-based scaling and 
statistics-based model synthesis [11].   

A. Direct model creation 

This method represents a construction of a human form 
and anatomical models via 3D scanning. 3D scanners or RGB 
R scanners with Kinect are used for the object/human model 
acquisition. The huge problem with this method is the holes and 
gaps in the scanned data, due to the self-contact (for example 
the armpits). This causes the topological structure of the 
scanned model. In the case of phase changes, the human will 
obtain unrealistic shape. Apart from the acquisition error of the 
capturing device (e.g. holes and noise in a scan), the clothes 
are additional difficulties for the body representation.  

A good practice is meshing hands, feet and head separately 
of the body [4]. They contain more details, like the hair on the 
head. 

Fig. 5. Example of scan of a human torso, clothed with a t shirt. 

116

Ohrid, North Macedonia, 27-29 June 2019



For example, in Fig. 5 a 3D scan of human (male) torso, 
clotted with a T shirt is presented. Referring the  measurement 
landmarks (see Fig. 1), there are 11 landmarks which we want 
to obtain, but the information is missing (due to the T shirt, 
which gives wrong information about the real sizes): 2 - upper 
arm length, 4 - length of scye, 5 - back length, 13 - waist girth, 
17 - abdomen girth, 18 - height hip girth, 19 - underbust girth, 
20 - chest bust length, 21 - back width, 22 - chest bust width, 
24 - shoulder length. 

B. Image-based reconstruction 

The image-based reconstruction, or photogrammetry is a 
process for recovering the exact positions of object’s surface 
points applying measurements made in multiple separated 2D 
images from a set of angles. The creation of a digital human 
model consists of the following steps: 3D point cloud 
generation; structuring and modelling (segmentation the 
relevant anthropometric information and mesh generation); 
texturing and visualization [12]. The produced model often still 
contains gaps (the noise and depending on the background of 
the subject), but is cheap and accessible (requires a set of 2D 
images). 

To create a 3D representation of a human figure, 
Ramakrishna et al. used 2D coordinates of anthropometric 
landmarks in a 2D image. The method can work with a simple 
body poses and estimates the camera using a matching 
algorithm, working on the image projections.  Ramakrishna et 
al. propose a condition for the sum of squared limb-lengths, 
computed in closed form, necessary for the creation of realistic 
3D human configurations. The method is robust to missing data 
[13].

C. Template model-based scaling 

The template model-based scaling method is a process of 
deformation of a single template human body model to obtain 
an additional model. From this template model, its landmarks 
(limbs) and proportions are scaled and adjusted to create new 
body shapes. The first step of the template model is marking 
the specific regions and identifying them with unique numbers. 
After that, a correspondence of specific regions of the main 
body mesh (set of vertices) is done. This process is based on 
the measurement landmarks extracted from ISO-7250 and ISO-
8559 standards, illustrated in Figure 1 [2]. It is a simple method, 
which generate new datasets with small resources (only one 
body scan). 

Đonlić et al. [14] propose anthropometry-based approach 
can successfully segment various body-types. They utilize a 
generated 3D body model to segment six specific body parts of 
the human: head, torso, left and right arm, and left and right leg. 
Their approach is sensitive to outliers and the quality of the 3D 
reconstruction, due to the low-cost scanner that they had used. 

D. Statistics-based model synthesis 

A statistical shape model can be built using a set of examples 
of a shape. For the training set, each shape is represented by a 

set of n labelled landmark points. They are consistent from one 
shape to the next one.  Given a set of such labelled training 
examples, they need to be aligned into a common coordinate 
frame. The idea is to minimize the sum of squared distances to 
the mean of the set. Then, each shape can be represented by a 
2n element vector. The aligned training set forms a cloud in the 
2n dimensional space. It can be considered as a sample from a 
probability density function, the cloud is approximated with a 
gaussian. The Principle Component Analysis (PCA) is used to 
pick out the main axes of the cloud. It models only the first few, 
which accounts for the majority of the variation. 

First parametric modeling method of 3D body shape is that 
of Anguelov et al. [8], introducing the fundamental Shape 
Completion and Animation for PEople (SCAPE) method. 
SCAPE is a statistical model that captures variation in both 
individuals’ shape and pose. The method is based on a 
decomposition of the body shape into both articulated and non-
rigid deformations. The method is presented in Fig 6. The 3D 
body shape is represented as a triangular mesh. For a triangle 
face fk, pose deformation Qk and body identity-dependent shape 
deformations Sk, with identity-dependent shape parameters β, 
are applied. The deformation Qk is predicted from the nearest 
body part joint angles α. To take into account all changes 
between different humans, the deformation matrix Sk,
calculated from the parameters β in the PCA subspace, is 
computed. After that, each body part (a single bone) to which 
the triangle fk is assigned, is rotated by an articulated rigid 
rotation Rk [15].  

Fig. 6. Working mechanism of SCAPE (issue from [15]). 

Many follow works are based on this method. For example, 
a variant of a SCAPE model is Loper et al. [16] and Pishchulin 
et al. [7].

Loper et al. [16] propose a realistic learned linear model of 
human body shape and pose, using PCA. The resulting 
principal components become body shape blend shapes. As a 
preprocessing step, authors register a template mesh for each 
scan and pose normalize the data. Loper et al. trained and tested 
the algorithm with the CAESAR dataset. On the trained 
meshes, they fit the algorithm and then compare the vertex 
errors.  The similarity with SCAPE is that the Loper’s model 
decomposes the body shape on the same way. The difference is 
that Loper’s model is based on a vertex approach and corrective 
blend shapes are used [16].
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Pishchulin et al. [7] uses a statistical model of 3D human
shape and pose to rebuild the statistical body representation and 
learned from a database, based on CAESAR dataset [6]. For the 
human body reconstruction, they use sparse input data. They 
propose a method for scan alignment that quantitatively lead to 
the best learned models. 

V. CONCLUSION

Study of methods for generating human body models with 
different measurement ranges is one of the main problems of 
computer graphics.  It comes from the complexity of the 
anthropоlogy itself. We have summarized the common technics 
used in such 3D human models, and mention some advantages 
and disadvantages. We have listed some of available 3D body 
datasets.
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On image preprocessing methods for preparation liver CT 
image series database for intelligent segmentation and 

classification algorithms
Melinda Kovács1 and Szilvia Nagy2

Abstract – In this paper entropy-, and other statistical 
parameters- as well as convolutional filter-based preprocessing 
methods are studied in order to prepare series of images from 
various phases of computer tomography takes about human liver.  
are given. The purpose is to build a database for intelligent image 
segmentation and lesion classifying methods with both the liver 
and the different types of roundish objects within the liver having 
their own masks as well as their classification. The masks resulted 
from our methods are to be cross-checked, labelled and corrected
by medical experts manually, they only give a basis for helping to 
build the database.

Keywords – Image processing, liver, computer tomography, 
image series database.

I. INTRODUCTION

Computed tomography was introduced by Godfrey 
Hounsfield in 1969. It is based on X-ray imaging, a method was 
used from the beginning of the 20th century, but unlike plain 
X-ray method, which produces 2D summational images from a 
body part, computed tomography takes a data map of X-ray 
absorbing measurements, from which a computer can create 2D 
or 3D objects. The first use in a real patient was a brain scan in 
1971. Hounsfield (and Allan M. Cormack) received the Nobel 
Prize in Physiology or Medicine in 1979 for the development 
of computer assisted tomography. 

As an essence of the CT machine, an X-ray tube and a 
detector row are opposed to each other. The detector row is 
measuring the output beam intensity integrated along a line 
between X-ray source and detector. It depends from the 
generation of the given CT machine, whether the X-ray tube is 
rotating or the detector row, or both, and how many tubes and 
detector rows are present. Since either the detector or the tube 
is rotating, data is produced from a given point’s X-ray 
attenuation from many angles, which means that the attenuation 
of the point can be calculated. 

“Tomography” means “imaging by sectioning”. From the 
raw data of thin sections acquired by the machine, a series of 
algorithms create a thin slice and then a reconstructed image. 
The mathematical background of CT imaging reconstruction is 
the Radon transformation invented in 1917 by Johann Radon, 
who showed that a function could be reconstructed from an 

infinite set of its projections [1]. Stefan Kaczmarz developed a 
method to find an approximate solution to a large system of 
linear algebraic equations in 1937 [2].

Image reconstruction is a mathematical process that 
generates visual images from the X-ray attenuation data 
acquired by the CT machine from many different angles. Image 
reconstruction has an impact on image quality as well as on the 
radiation dose. Two major reconstruction method categories
are exist. Analytical reconstruction methods are usually based 
on filtered back projection (FBP), which uses a 1D filter on the 
projection data before back projecting the data onto the image 
space. [3]. Iterative Image Reconstruction methods can be 
found in [4].

Medical imaging uses a special file standard named Digital 
Imaging and Communications in Medicine (DICOM). It is used 
for storing and transmitting medical images without data loss. 
It can be exchanged between to receiving-capable entities. 
DICOM Conformance Statements state the DICOM classes 
they support, and the standard includes the definition of the file 
format, and the protocol for network communication. Every 
radiological modality has a standard in DICOM [5]. In the case 
of computer tomography, images are stored usually as matrices 
of unsigned integers (even though the intensity corresponding 
to air is –1000 in hounsfield units (HU): everything is shifted 
by 1000) with dynamic range about 4-5000. The dynamic range
of the liver in a CT image is usually not much more than 256. 
This means, that for image processing purposes, in the case of 
the liver, standard image formats are also sufficient, and 
probably more favorable, as the DICOM files have too high 
dynamic range, they may contain information about the patient 
and the environment, and they need special readers.

Mostly liver segmentation is done by intelligent systems, that 
need training sets and tests sets consisting of rather large 
number of images and masks. Preparation of such a training set 
is rather time and resource consuming. Also, medical experts 
are needed for checking and correcting the masks, even if the 
preparation is done by less qualified staff. Our goal is to provide 
preliminary masks for both the liver contour and the lesions in 
order to decrease the human labour need of building databases. 

Also, usually independent images are used for image 
processing purposes, as for larger number of neighbouring 
images to be studied together much higher computational 
capacity is necessary. From the point of view of medical 
experts, however, individual images are usually hardly 
interpretable, thus it is more favourable to study the series of 
images in order to be able to determine the nature of the finding.

In this article we are presenting the first steps on building a 
database. After thresholding the image to the intensity domain 
of the liver, we apply different kinds of preprocessing methods 
in order to provide preliminary masks for the liver. As a next

1Melinda Kovács is with the Multidisciplinary PhD School of 
Engineering Sciences, Széchenyi István University, Egyetem tér 1. 
Győr, H-9026 Hungary.

2Szilvia Nagy is with the Department of Telecommunications at 
Széchenyi István University, Egyetem tér 1. Győr, H-9026 Hungary, 
E-mail: nagysz@sze.hu.

119

Ohrid, North Macedonia, 27-29 June 2019



step we apply an active contour method for generating a more 
fitting mask and compare the resulting masks to one another. 
The applied preprocessing techniques are mean and median 
filtering, gradient filtering, calculating Rényi entropies for the 
environment of the pixel and structural entropies. 

In Section II, we summarize the properties of the liver on a 
CT image of various phases, in Section III we give the applied 
mathematical tools. In Section IV. the results are shown and in 
Section V the results are summarized and a conclusion is 
drawn. 

II. ON THE CT IMAGES OF HUMAN LIVERS

In diagnosing liver diseases especially tumours, usually 
contrast material is used, and CT image series are taken before 
injecting the contrast material (native phase), at the time when 
the contrast material is mainly in the arteries (arterial phase), at 
the time, when it is mainly at the veins (portal phase), and later, 
after ten-fifteen minutes (late phases). The most interesting and 
informative phases are the arterial and portal ones, though for 
some differential diagnosis purposes the other phases can be 
necessary, too.

The liver itself on CT images is a rather diffuse object, with 
high intensity variation within the organ from pixel to pixel, but 
generally a rather uniform average intensity throughout the 
whole organ, except for the blood vessels and the different
lesions, like cysts, benign or malignant tumours, as it can be 
seen in Fig. 1.

It seems to be a rather simple thresholding problem to select 
the liver, however, the dynamic range of the muscle tissue
usually overlaps with that of the liver, so it is rather complicated 

to distinguish between the stomach or blood vessel walls as 
well as the muscles between the bones and the liver, if they are 
touching, like in the bottom part of Fig. 1.

III. ON THE APPLIED FILTERS

We applied local filters with rather small radius (2, 3 or 5) in 
order to help the segmentation of the liver from the 
environment. 

A. Mean, median, standard deviation, gradient

As a first step, we studied the mean and median filtered 
versions of the images. As awaited, they make the liver rather 
homogeneous, with small variation. We used the difference of 
the two filtered images, as it can be seen in Fig. 2., as the first 
possible tool for finding the borderlines of the liver and the 
lesions within.

Fig. 1. Arterial and portal phases of two livers with different lesions.
The upper row liver has a small cyst around position (90,130), which 
is more visible at the portal phase. The liver in the lower row has a 
larger FNH (focal nodular hyperplasia) around position (150,50),

which is more visible at the arterial phase. The scale of the colors is 
shifted by −50 HU in order to show the most significant 256 HU
wide part of the dynamic range, all the units below −50 HU are

substituted by 0, and all the levels above 206 HU are substituted by 
255.

Fig. 2. Filtered versions of the third subfigure of Fig. 1 with the 
difference of mean and median filtered image, the standard deviation 

and gradient filters. 
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Also, the standard deviation was used similarly to the mean 
and median operations in a 5×5 sliding window: this was our 
second candidate for aiding the segmentation.

Gradients are usually the basis of edge detections, so we also 
applied gradient filters to the images. Their results can be seen 
in Fig 2. for the first subplot in Fig. 1. Both the gradient and the 
deviation are large at the borderlines of the liver and the tumor, 
while they remain rather small, but significantly larger than 
zero at the healthy liver parts.

B. Entropies

Also, the Rényi entropy based structural entropy and the 
filling factor was used as in sliding windows of size 5 by 5, 
similarly to the previous cases. 

The Rényi entropy 
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was introduced by Alfréd Rényi [7] and proved to be an 
extension of Shannon’s entropy definition. Pipek and Varga 
used the differences of Rényi entropies, namely the

,SSSstr 21 (2)

structural entropy and the logarithm of the spatial filling factor 

,SSq 20ln (3)

to characterize the localization type, i.e., the average shape of 
electron distributions [8-10]. These quantities were generalized 
for any type of probability distributions and used for 
characterizing microscopy [11-13] and surface scanner images
[14]. They were also applied antecedents in colonoscopy image 
analysis [15-17], based on the fuzzy classification method of 
[18-20]. Generally it can be said that for distributions with rapid 
decrease the structural entropy is larger, or the logarithm of the 
filling factor is smaller compared to distributions with less 
steep slopes.

In Fig. 3, as an example, the 1st and 2nd Rényi entropy filtered 
versions of the third image in Fig. 1 are given together with the 
structural entropy (2). (The zeroth Rényi entropy is constant, 
this is why the image from a filter based on (3) is not shown)

C. Thresholding and active contour

Usually the patients are diagnosed based on the ALARA 
principles, i.e., the radiation should be “As Low As Reasonably 
Achievable”, which means that for some cases only one phase 
is available, in some cases more, depending on the purpose of 
the diagnosing process. As it can be seen from Fig. 1, the liver 
itself is much more separable in the portal phase image.
Therefore we suggest starting the segmentation of the liver 
from the portal phase, if available. 

The lesions however might not be distinguishable and very 
probably they are not diagnosable from a single phase only, this 
is why we suggest searching for smaller, roundish objects from 
the arterial and also the later phases as well.

The first step for creating masks for the lesions is to provide
a mask for a liver in order to limit the search to its area. Using 
a rather simple thresholding can mark the liver area rather well.
If two masks are used, one for giving the area above the muscle 
tissue level, i.e., a lower mask, and one for filtering out the too 
high intensities (the bones, blood vessels, stomach or bowel 
content, etc.), their difference can be used as a basic mask for 
the liver and the blood vessels, stomach and other objects that 
are separated from the liver by a non-masked area. These later 
objects can be eliminated from the mask by an area filling 
algorithm, while the others usually have thin wall, which can 
be the basis of the separation, though this tends to leave not nice 
artifacts.

Using the area filled mask as a basis of an active contour 
algorithm [21,22] can provide more precise masks.

IV. RESULTS

For the basis of the lower and upper masks mentioned in the 
previous subsection, the median filtered images are of much 
more use than the original or mean filtered versions, as it can 
be seen in the example in Fig. 4. 

The area filling segmentation algorithm needs a point that is 
within the boundaries of the liver. Although people differ in 
size, points in the liver can be found, moreover, a basic form 
corresponding to the liver could also be found, similarly to [21] 
in order to have a larger starting are for the filling algorithms. 

Fig. 3. Filtered versions of the third subfigure of Fig. 1 with Rényi 
entropies and structural entropy.

Fig. 4. Lower mask from the original and from the median filtered 
images. The threshold level is at 100 HU.
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The conditions for quitting the filling for a line can be based on 
all the filtered images given in the previous section, however, 
the most effective one seems to be the gradient combined with 
the median and the structural entropy forming a condition: 

median larger than a threshold (100 HU), or some 
of the few neighbors from the center of the area are 
larger than the threshold
gradient between the limits (10 and 200 HU)
structural entropy decreasing to a small number 
(almost 0, e.g. 0.01) from its first local maximum 
from the center of the area

The combination of these three conditions can give rather 

nice segmentations, as it is visible in the example in Fig 5.

V. SUMMARY AND CONCLUSION

Basics of a method for providing automatic masks for liver 
CT images is given. The masks are to be supervised manually 
in order to provide a database for machine learning algorithms 
and diagnostics based on computational intelligence methods.

The masks for the liver are generated from a threshold mask 
based on median filtered portal phase images, using area filling 
from a starting liver point. The conditions for filling can be 
based on several processed versions of the image, from gradient 
and standard deviation filtered to Rényi entropy filtered 
images. A combination of filling conditions is given using the 
median filtered image as well as the gradient and structural
entropy images for determining the borderlines of the liver.

For segmentation of the lesions within the area of the liver, 
similar methods can be used: higher and lower median density 
roundish spots are to be searched.
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Estimating the Width of an Oblong Shape 
Using a Single Camera

Vladimir Sibinovic1

Abstract – In this paper a hypothesis is tested that a single, cheap 
web camera can be used to estimate the width of an oblong shape, 
e.g. wire or thread. The designed system is calibrated and tested 
under controlled parameters. The goal is to achieve the error in 
estimation less than ±0.1 mm. 

Keywords – Camera, Image processing, Estimation.

I. INTRODUCTION

Manufacturing industries rely on real-time data input for 
continuous and unattended process optimization [1]. Because 
this is a crucial part of the production process, expensive and 
precise laser sensors are usually used for on-line and non-
invasive width measurement. With the availability of cheap 
electronics nowadays, many simple processes are being 
automated with the focus being on price. With that in mind, we 
try to estimate the width using cheap CMOS camera and image 
processing.

For the purpose of this paper a testing rig has been created to 
provide a fixed distance between the camera and target plane.
The rig was printed on a 3D printer and is shown on Figure 1.
Camera is position at 30mm from the base which is used as the 
target area. This distance was chosen arbitrary as a lowest 
distance at which the camera produces clear images.

Figure 1. Testing rig for the system

Camera is positioned so that the oblong shape target, e.g. 
white line on a black background is on the vertical centre of the 
image and spans across the whole image on the horizontal axis.

II. SETUP

The system is based around Microsoft LifeCam-5001 HD 
web camera, and its parameters are shown in Table 1.

TABLE I
CAMERA PARAMETERS

Resolution 1280 x 720
Field of View 66°
Communication USB 2.0
Sensor OV9712

The camera uses OmniVision CMOS sensor that has image 
area of 3888 μm x 2430 μm, with a pixel size of 3 x 3 μm.

The area that the camera can capture at the distance of 30
mm, from camera front, was experimentally determined to be 
43 x 24 mm. From this and the vertical resolution of the camera 
we can calculate that 1 pixel represents 0.033 mm on the target 
plane. 

By using simple geometry shown on Figure 2, and 
trigonometry we can calculate the exact distance of the sensor 
from the target plane.

Figure 2. Field of view geometry 

The determined distance is 37.9 mm. Which correlates to the 
camera geometry, as we defined the distance of 30 mm from 
the front of the camera and the camera sensor is about 8mm 
inside of the camera. 

1 Vladimir Sibinovic is with the Faculty of Electronic Engineering
at University of Nis, Aleksandra Medvedeva 14, Nis 18000, Serbia, E-
mail: vladimir.sibinovic@elfak.ni.ac.rs
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III. IMAGE PROCESSING

Image processing was done using OpenCV library
implemented on a PC in C++ programming language. First a 
picture is loaded in grayscale. Since the effect of color is not 
the scope of this paper, we have chosen a white object on black 
background to provide maximum contrast. Next, a Gaussian 
blur was applied. This blurs the sharper edges, and has proven 
to increase the accuracy of the system.

After a detailed analysis of different thresholding options [2],
the best results, for the given problem, were achieved using 
binary threshold with Otsu’s method [3]. After the preparation 
of the image the user moves the region of interest and positions 
it over the area where the estimation is needed. User can define 
the length and width of the ROI window using the provided 
GUI. The key objective here is to select a ROI that has the target 
represented as white pixels. Figure 3 shows the GUI and Figure
4 shows a typical ROI.

Figure 3. Graphical User Interface of the system

Figure 4. Typical extracted ROI from which the system computes the 
width of a shape

After selecting the ROI, the user starts the estimation 
process. On the ROI the system goes through all of the pixels 
in each column and calculates the number of white pixels in 
each column. When it reaches the end of ROI it calculates the 
mean value of the width of the white pixels in the ROI. These 
values are then used for calibration and later for estimation. 

IV. CALIBRATION

To calibrate the system, we first take known widths, and 
calculate the relationship between the mm and pixels. For 
setting referent values we used Wurth Digital Venire Caliper 

that has an accuracy of 0.02 mm in the range from 0 to 100 mm.
A range from 1mm to 4 mm was used as referent values. A 
sample step of 0.2 mm was used, with an exception of the 
region from 2.6mm to 3mm, where the sample step was 0.1 
mm. This is a special region of interest for further work and that
was why the sample step was lowered. Figure 5. shows the 
gathered data and the fitted line with R2 of 0.9998 and can be 
represented as Eq. 1:

9808.0084.35 xy (1)

Figure 5. Calibration data and fitted line

By using Eq. (1) to calculate the width we can determine the 
error of fitting. The results are shown in Figure 6.

Figure 6. Error of fitting

The average absolute value of the error is 0.011 mm and the 
maximum positive error is 0.017 mm and the minimal negative 
error is -0.031 mm. This is satisfactory as a fitting error.

V. TESTING

Testing was done using two different test sets. The initial test 
was done using a range from 1 to 5 mm of width with a step of 
1mm. And the second test sample was larger with a smaller step 
size of 0.3mm. The results from the first test gave and absolute 
average error of 0.037 mm, which encourage us to test on a 
larger sample. The error in estimation from the second test is 
shown in Figure 7.
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Figure 7. Error in estimation

The error of estimation is in the range from -0.113 mm to 
0.206 mm. The error is larger at the beginning of the range and 
at its end. In the region from 1mm to 4 mm the error is within 
±0.1 mm. For testing 10 different points ware used for each 
measurement, and the mean was used as a final estimation.

Using one arbitrary image the system was tested for 
continuity along the x-axis of the image. A sliding window of 
20 pixels was positioned at 10 different positons along the x-
axis and the estimation of width was done. The results are 
shown in Figure 8.

Figure 8. Estimation at different points along the x-axis.

From this we can conclude that the x position plays a role in 
the estimation error. The error is large when working with the 
left part of the image. This will be investigated further, but our 
opinion is that it may be from the calibration. During the 
calibration of the system the calliper used was positioned so 
that it is in the right part of the image. For the y-axis all of the 
pictures taken ware so that the centre part of the image is in line 
with the target. In this paper we assumed that the camera lens 
is centred and symmetrical, but the provided data suggest 
otherwise. This will be further investigated determining 
intrinsic camera parameters by means of camera calibration [4].

VI. CONCLUSION

In this paper a system for width estimation of an oblong 
shape has been designed and tested. The system has proven that 
it has potential to achieve the required estimation error of less 
than ±0.1mm.

The results from the initial tests show that the system has a 
small error of estimation, but upon further investigation the 
error has shown correlation with the position of measurement 
along the x-axis. This system can be used as a cheap non-
invasive on-line width measurement system for processes 
where the tolerances are not the vital.

For further work other cameras will be tested against the 
same datasets, and intrinsic camera parameters will be 
investigated for their role in the process of estimation.

Another direction that we hope to investigate is the use of the 
proposed method as a basis for roundness estimation, as this is 
also a parameter that needs to be measured in the production of 
wire, pipes, filament, and etc.
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Local-adaptive Enhancement of Details in Thermal
Images

Velin Iordanov1 and Ivo Draganov2

Abstract – In this paper two algorithms are compared for local 
adaptive enhancement of contrast of thermal images. They are a 
modified adaptive gamma correction and local adaptive 
multiscale combining. The second is recursively applied at 
different scales preceded by smoothing with a Gaussian kernel 
and weighted averaging with consequent combination of 
resulting images. It is believed that this algorithm is also 
applicable for details highlighting. The analysis is made over a 
set of thermal images varying in contrast, details and overall 
content. Positive results are obtained which prove the 
applicability of the second approach for real-world 
implementations.

Keywords – Sharpness Enhancement, Local-adaptive 
Operator, Gaussian Kernel, Gamma Correction, Thermal 
Image.

I. INTRODUCTION

Contrast enhancement and image sharpening play a crucial 
role in digital image processing related to various tasks from 
tracking vehicles to object spotting, from establishing medical 
diagnosis to forensic analysis and many more. Two major 
branches may be followed along the development of these 
techniques – the local and global approach. The first allows 
better processing of finer details in images but takes longer
times to execute while the global algorithms are faster but 
lowering the finer details after processing.

In [1] Kim et al. present a histogram equalization algorithm 
which employs block overlapping for a sequence of images  
contrast enhancement. It is addressed towards security 
applications, mainly domestic surveillance, in low light 
conditions. Results are presented in qualitative manner with 
image comparison among various other methods with visible 
increase of the quality.

Stark [2] makes a step further into proposing generalization 
of the histogram equalization. Using a cumulation function in 
order to make mapping between local histogram the author 
achieves to get a wide set of degrees in contrast change – from 
untouched intensities to complete equalization.

Another approach proposed by Chang and Wu [3] includes 
analysis of the local standard deviation and then applying 
histogram transformation. This approach is considered 
especially effective in medical image processing following 
radiography.

Despite the high quality images obtained by described 

algorithms it becomes necessary over time for a number of 
applications to have implementations fast enough working in 
or close to real-time [4, 5].

In our study we are comparing two algorithms, originally 
developed for contrast enhancement – the adaptive gamma 
correction [6] and local-adaptive multi-scale contrast 
enhancement [7]. The testing is oriented specifically towards 
thermography applications and as the results described below 
reveal the second approach could be very well used for 
enhancing the details in such thermos images.

In Section II detailed description of both algorithms are 
given followed by experimental results in Section III and then 
a conclusion is made in Section IV.

II. COMPARED ALGORITHMS

Input data:
Grayscale valued digital image with P pixels horizontally 

and Q pixels vertically. The brightness I varies from 0 to 255 
for each pixel. It is located by path and filename. The software 
implementation needs to find P and Q automatically. If the 
input file contains a color image, only the brightness 
component (e.g. Y from the YCbCr color space of a JPG file) 
is used.

Output data:
The program implementation outputs a non-compressed 

image to external memory (e.g. HDD) as bmp. If initially the 
processing started with a halftone image, it must also be a 
bmp. If it is a colored one, the newly obtained array after 
processing is the Y component while the color-difference 
components (Cb and Cr) are the same as those in the original 
file, and the resulting file is bmp.

A. Adaptive Gamma Correction

Algorithm:
Gaussian filtering is applied to the input image - the σ

(standard deviation) needs to be set by the program interface.
For every pixel of the filtered image ig(x, y) the parameter 

is:
γ (x, y) = (ig (x, y) - 128) / 128. (1)

The output image is obtained from the input by the formula:
o(x, y) = 255 (i (x, y) / 255).|γ (x, y)|. (2)

The difference with the original approach is that in the 
current realization the gamma is taken as absolute value. 
Testing proved that negative values close to -1 when i (x,y) is 
close to 0 leads to overflow of the types used (double) due to 
the extremely small values of o(x,y). The effect on the image 
quality at the output is thought to be not less than that of 
reported results from testing of the initial implementation.

The output image is saved in the same format, e.g. bmp.

1Velin Iordanov is with the Faculty of Telecommunications at 
Technical University of Sofia, 8 Kl. Ohridski Blvd, Sofia 1000,
Bulgaria, E-mail: velin.iordanov@gmail.com.

2Ivo Draganov is with the Faculty of Telecommunications at 
Technical University of Sofia, 8 Kl. Ohridski Blvd, Sofia 1000,
Bulgaria, E-mail: idraganov@tu-sofia.bg

126

Ohrid, North Macedonia, 27-29 June 2019



B. Local-Adaptive Multiscale Processing

Specific input parameters:
Proportionality factor - α (fractional coefficient in floating 

point representation) - is set by the user at startup of the 
program.

Number of processing scales - k (integer = 1, 2, 3, ...) - set 
by the user at startup of the program.

Cutting threshold (integer) - Amax = {0, 255} - set by the 
user.

Scaling factor - m - integer (2, 3, ...) - set by the user, 
default is 3.

Algorithm:
The average image brightness is calculated by:

M = sum (I (i, j)) / (P.Q), i = {0, (P-1)}, j = {0, Q-1)}.(3)
The image is passed k times:
First pass - a 3x3 window is used to scan the entire image 

starting from its first row and first column, going to the right 
in the row to the end of the pixel columns, then the window 
passes to the second row and so on to the end of the last row. 
For each mask (window) position a calculation is done for the 
local average brightness of the pixels in the mask, the local 
standard deviation from the pixel brightness over the same 
area (the value of each mask pixel is derived from the average 
mask brightness, all the differences are raised to a second 
degree and the resulting numbers are added together and the 
result is divided by the number of pixels in the mask). It is 
found: (α.M / s) -1. If this number is greater than Amax, it is 
acknowledged as equivalent to Amax. If it is less than zero, it 
is confirmed as equal to zero. The center pixel’s brightness in 
the mask is subtracted from the average of all masks 'a' and 
multiplied by ((α.M / s) -1). After all the picture’s passes, all 
newly received values for the brightness in a pre-allocated
array in the memory are saved.

Second pass - a 3m x 3m pixel window is used. All 
processing steps are repeated as in the first pass. All new 
brightness values are stored in a separate memory array.

Then the scanning continues - the window size is 3m ^ (k-1) 
x 3m ^ (k-1) pixels. The steps are the same every time and 
each time the results are saved in a separate array for the new 
intensities.

Summing the array with original image brightness levels 
and those from each pass then follows - getting a resultant 
array of the same size - P x Q pixels.

Default values:
Example values for initial tests: α = 0.5, m = 3, k = 4 (4 

windows with 3x3, 9x9, 27x27 and 81x81 pixels), Amax =
100. Input images use low-contrast images, including infrared 
ones.

III. EXPERIMENTAL RESULTS

The test set of images contains 10 IR shots (grayscale) with 
dimensions of 640x512 pixels. They are part of the FREE 
FLIR Thermal Dataset for Algorithm Training [8] The 
intensity resolution is 16 bits per pixel. All images are saved 
in tiff container using LZW compression.

The interface of the implementation for both algorithms is 
web-based generated by C# tools. Fig. 1 depicts the entry 
point for the local adaptive gamma correction.

Fig. 1. Adaptive Gamma Correction GUI

The local-adaptive contrast enhancement algorithm at 
various scales is shown in Fig. 2.

Fig. 2. Multiscale contrast enhancement GUI

Test image 1 is shown in Fig. 3.

Fig. 3. Test image 1 – original
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From the results obtained, we notice a multiple increase of 
the contrast in the algorithm with adaptive gamma correction 
without major changes in sharpness (Fig. 4).

Fig. 4. Adaptive gamma correction result for image 1

Some images seem to lose part of the details after 
processing. In the multi-scale processing algorithm, we notice 
multiple sharpness improvement for all images and contrast 
enhancement for part of the images (Fig. 5-8).

Fig. 5. Multiscale local-adaptive processing at k=1

For image 1, with an adaptive gamma correction, a high 
illumination of the image is noticeable, but part of the detail is 
lost - the second car on the right is hard to see, but the details 
of a darker fan become clearer as a ladder in the distance, for 
example. After applying the multi-scale pass for image 1, we 
notice a darker picture than that for the adaptive gamma 
correction for all passes of 1 - 4. We notice best sharpness 
when processing with 1 or 2 passes. Better outlines of details 
in the picture are noticed, for most cases we get the best 
visibility in 4 passes - some of the pictures can be seen in 
details that are not visible in the original shots.

Fig. 6. Multiscale local-adaptive processing at k=2

Fig. 7. Multiscale local-adaptive processing at k=3

Fig. 8. Multiscale local-adaptive processing at k=4

The average sharpness over all test images for the tested 
algorithms is given in Fig. 9.
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Fig. 9. Resulting image sharpness

For some images, it is clear that the adaptive gamma 
correction gadget worsens detail, while a multi-step scan
algorithm increases it several times.

The RMS contrast for all cases is given in Fig. 10.

Fig. 10. RMS contrast prior and after processing

From the graph we see that the average image contrast 
obtained with an adaptive gamma correction algorithm has a 
higher value than the image after a multi-scale pass.

We could get better values than the multi-scale pass if we 
provide appropriate mask size, coefficient of proportionality, 
and cut-off values for each image. There are cases where the 
default values give the best result – as for image 2 at k=2.

The significant difference in RMS contrast for the images 
processed by the adaptive gamma correction and the multi-
scale local-adaptive algorithm is a result mainly on the fact 

that the latter operates on a several different scale levels
combined at the end. For each of these levels different
statistical parameters are found which give good result after 
applying the transform function – better contrast and details in
the same time over the area of the mask. When fusing 2 or 
more of the areas converted by this approach the details for 
each are well preserved and leads to even better detailed 
picture as a final representation but due to interfering effects 
among areas with varying contrast the overall RMS value tend 
to be smaller than that of the adaptive gamma correction. A 
possible solution to this problem is to embed a map of the 
edges and smaller details in the resulting picture by the multi-
scale approach over already enhanced in contrast image by 
another, possibly globally working, algorithm.

IV. CONCLUSION

In this paper two algorithms for local adaptive contrast 
enhancement are compared by testing over a set of infra-red 
images – the adaptive gamma correction and local-adaptive 
multiscale contrast enhancement. The adaptive gamma 
correction proves better than the multi-scale approach taking 
into account the RMS contrast achieved but lots of details are 
lost from the original image. With the increase of the number 
of processing scales within the second algorithm the sharpness 
of the images becomes higher and higher and more and more 
details become visible. This approach is considered quite 
promising for large number of applications such as objects 
tracking, texture extraction, and various patter recognition 
tasks as a pre-processing step.
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Simulation Model for Medical Images Watermarking 
using Wavelet Transform and DCT 

Rumen P. Mironov1, Stoyan Kushlev2 

Abstract – A simulation model of algorithm for digital 
watermarking of medical images using Wavelet transform and 
DCT is presented. The model is implemented on a signal processor 
TMS 320C6713 and its experiments indicate it can be used in real-
time systems. The developed algorithm for watermarking ensures 
high transparency of the digital watermark and is resistant to 
various types of malicious attacks. The obtained experimental
results for some attacks over the test medical images are made on 
the base of evaluation of mean-squared error and signal to noise 
ratio of the reconstructed images.

  
Keywords – Medical Image Watermarking, Wavelet 

Transform, DCT, Unitary Transforms, Matlab Simulation. 

I. INTRODUCTION

Recent technological advances in Computer Science and 
Telecommunications introduced a radical change in the modern 
health care sector, including: medical imaging facilities, Picture 
Archiving and Communications System (PACS), Hospital 
Information Systems (HIS), information management systems 
in hospitals which forms the information technology 
infrastructure for a hospital based on the DICOM (Digital 
Imaging and Communication in Medicine) standard. These 
services are introducing new practices for the doctors as well 
as for the patients by enabling remote access, transmission, and 
interpretation of the medical images for diagnosis purposes [1], 
[2], [3].

Digital watermarking has various attractive properties to 
complement the existing security measures that can offer better 
protection for various multimedia applications [4]. The 
applicability of digital watermarking in medical imaging is 
studied in [5] and a further justification of the watermarking 
considering the security requirements in teleradiology is 
discussed in [2].

The new medical information systems required medical 
images to be protected from unauthorized modification,
destruction or quality degradation of visual information. The 
other problem is a copyright protection of disseminated 
medical information over Internet. In this regard three main 
objectives of watermarking in the medical image applications: 

data hiding, integrity control, and authenticity are outlined in 
[5], which can provide the required security of medical images.

Every system for image watermarking is characterized with 
invisibility of the watermark, security of the watermark, 
robustness of the watermark and the ability for reversible 
watermarking. The importance of each depends on the 
application and how it is used [6], [7]. 

Based on processing domain, watermark techniques can be 
separated as watermarking in spatial domain, watermarking in 
frequency domain and watermarking in phase domain of the 
input signal. According to the way of watermark preprocessing, 
discern two groups of methods: the first one is when the 
watermark is transformed in the domain of the input image and 
the second one is when the watermark is not transformed in the 
domain of the input image. Another classification is based upon 
the transparency of the watermark into the input images - the 
watermark is transparent or non- transparent [8], [9]. 

The best way to test the watermark robustness is by 
simulating of unauthorized attacks. Unauthorized attacks are 
attacks against the integrity of the watermark. The most used 
attacks are unauthorized removal, adding or detection of 
watermark. The removal and adding of watermarks are active 
attacks while the detections of watermarks are passive attacks. 

An outline of the medical image watermarking field that uses 
various techniques to embed watermark data and utilize various 
functions to detect tampered regions is given below in the paper 
[10].

In the available literature, there have been various 
watermarking realizations using Matlab Simulink environment 
[11], [12], [13], [14] and etc. In all of them two-dimensional 
simulations of Discrete Cosine Transform (DCT) and / or 
Discrete Wavelet Transform (DWT) have been examined and 
individual solutions for different types of attacks have been 
considered. In these articles are discussed different 
implementations of watermarking algorithms using MATLAB 
Simulink environment based on DCT, DWT and combination 
of DCT&DWT transforms. Simulation results show that DWT 
is somewhat better than DCT but combination of these two 
transforms gives much better results than individual one.

In the present work a simulation model on Matlab Simulink 
environment of developed by the authors’ algorithm for digital 
watermarking of medical images using Wavelet transform and 
DCT is described [15]. The emphasis in the development has 
been placed on the selection of the most suitable embodiment 
directed to applications in the medical field. This is extremely 
important with regard to the specifics of medical images and 
their use as was discussed at the beginning of the consideration.

The developed algorithm ensures high transparency of the 
watermark and is resistant to various types of malicious attacks.
The obtained experimental results for some simulated attacks 
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over the three test medical images are made on the base of 
evaluation of the mean-squared error and signal to noise ratio 
of the reconstructed images. The robustness of the watermark 
against some attacks are tested with the post processing of 
watermarked images by adding of Salt and Pepper noise, 
Gaussian noise, filtration with median filters and average 
filters. The developed on the MATLAB simulation model is 
experimented by the personal computer with 3.2GHz Core-i5 
processor and specialized signal processor board - TMS 
320C6713 DSK.

II. SIMULATION MODEL DESCRIPTION

The common block scheme of the new developed algorithm 
for digital watermarking is discussed in the article [15]. The 
principal block scheme of simulation model, representing the 
embedding of the watermark is developed using MATLAB 
Simulink environment and is presented in Fig.1. 

Fig.1. Simulation model, representing the embedding of the 
watermark

The presented model was developed with standard modules 
from the Simulink library, which allows it to be used in the 
implementation on a signal processor boards of the TMS 
family. The most important blocks are:

- Subsystem “DWT-IDWT”;
- Subsystem “Watermarking”; 
- Subsystem “Evaluation”.
In the Subsystem “DWT-IDWT” the input image is 

decomposed into 3 levels via 2D DWT. The transformed by the 
2D DCT image of the digital watermark is included in one of 
the three 2D DCT transformed blocks from the 3th level of the 
2D DWT – LH3, HL3 or HH3. The choice of the watermark 
insertion block with size PxQ is based on the maximum of 
entropy, as is is described in [15].

The Subsystem “Watermarking” is presented in Fig.2.
By means of the "Auto threshold" and "Mark correction 

Block Processing" blocks, the watermark coefficients are 
limited to the coefficients of the marker block in order to avoid 
oversaturation. The "Resize" block changes the size of the 
watermark to be suitable for tagging with the specified block, 

then DCT transformation is applied. The resulting values are 
multiplied by the marker depth coefficient ("Constant"). The 
DCT transformation is applied to the tag block. The two results 
were combined followed by reverse DCT transformation.

Fig.2. Simulation Subsystem “Watermarking”

The efficiency of the developed models for watermarking 
of medical images is estimated in the Subsystem “Evaluation”
using the following metrics: peek signal to noise ratio (PSNR) 
estimate how transparent is the watermark to the human eyes; 
normalize cross-correlation (NC) is used to determinate how 
close the extracted watermark is compared to the original. High 
value of NC means that there are little differences between 
them; mean square error (MSE) and normalized mean square 
error (NMSE) are used to determinate how much the watermark 
image has change compared to the original. 

The principal block scheme of simulation model, 
representing the extraction of the watermark is developed using 
MATLAB Simulink environment and is presented in Fig.3. 

Fig.3. Simulation model, representing the extracting of the 
watermark

The developed decoder is informed. The transformed 
images - marked and original are including at the input. The 
purpose of the decoder is to determine what message (sign) is 
included in the watermarked image. The watermark is received 
in the reconstruction unit. Over the data received by the decoder 
applies inverse discreet wavelet transform. The most important 
blocks are:

- Subsystem “Mark”;
- Subsystem “Original”; 
- Subsystem “Mark Extract”;
- Subsystem “Evaluation”.
In the Subsystem "Mark", analogous to the encoder, a 2D-

DWT and extraction of the highlighted block is performed on 
the tagged images. In the Subsystem "Original", a 2D-DWT 
and extraction of the marker block is performed on a copy of 
the original image. 
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The Subsystem “Mark Extract” separates the watermark 
from the tagged fragment of the image using the marker depth 
coefficient ("Constant") and performs 2D-IDCT as is shown in 
Fig.4.

Fig.4. Simulation Subsystem “Mark Extract”

In the subblock "NC" the normalized cross-correlation is 
calculated using the formula given in [15]. The block is shown 
in Fig.5. 

Fig.5. Simulation subblock “NC”

III. Experimental Results

For the analyses of efficiency of the developed model for 
watermarking of medical images three test images, shown in 
Fig.6a, b, c, with size 512x512 and 256 gray levels are used.

The test images shown in Fig.6 are transformed by the 3
levels DWT and the input watermark (letter K) is embedded
into the transformed block (LLH) with maximum entropy of 
each image.

The robustness of the watermark against some popular 
attacks are simulated with the post processing of watermarked 
images by adding 100% of Gaussian noise with mean 0 and 
variance 0.01; adding 100% of Salt and Pepper noise; filtration 
with median filter with size 3x3; filtration of Gaussian noisy 
image with average filter; filtration of Salt and Pepper noisy 
image with median filter.  

To estimating the efficiency of the developed models for 
watermarking of medical images the following metrics are 
used: peek signal to noise ratio (PSNR), normalize cross-
correlation (NC), mean square error (MSE) and normalized 
mean square error (NMSE) to determinate how much the 
watermark image has change compared to the original. 

The results obtained from the tests shows that the efficiency 
of the developed in Simulink model with regard to watermark 
quality, its invisibility to the user and its resistance to some of 
the most commonly used attacks is the same as the program 
implementation developed by the authors and shown in [15]. 
The differences between the program implementation and the 
Simulink model appear only in the third decimal place (which 
represents an average of 0.004%).

Comparing the developed watermarking model with the 
existing ones in the literature, although the used images are 
different, the following conclusions can be drawn:

- the embedded watermark is practically invisible for the
users and the visual quality of watermarked images is the same 
in the different publications;

- the coefficients PSNR, NMSE and NC are of the same order 
of magnitude for the various methods; 

- the methods presented in the publications [11],[13] and [14]
use frames of video sequences that are of inferior quality 
compared to those used in the article which demonstrates the 
advantages of the method described in the work;

- the described hybrid watermarking method (3 stage 2D 
DWT and 2D DCT) allows better resistance against most
commonly used attacks. 

Fig.6b. Input X-ray test image “Spine 2”.

Fig.6a. Input X-ray test image “Spine 1”.

Fig.6c. Input X-ray test image “Spine 3”.
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The developed in the MATLAB Simulink environment 
model was tested on a personal computer with 3.2GHz Core-i5 
processor and on a specialized signal processor board - TMS 
320C6713 DSK. 

The results, obtained from the simulation of Matlab, show 
that time coding for different images varies between 2.7 and 
2.79 seconds. The biggest part of it is used for entropy 
processing and evaluation of the threshold for inserting 
watermark is about 2 seconds. Simulation on the signal 
processor TMS 320C6713 takes place over a real time scale, 
requiring about one second to load each image individually. 

IV. CONCLUSION

A simulation model for digital watermarking of medical 
images using Wavelet transform and DCT is presented. The 
obtained experimental results for some attacks over the three 
test medical images are made on the base of mean-squared 
error, signal to noise ratio and normalized cross-correlation of 
the reconstructed images. They shows that the developed model
for watermarking allows high robustness to possible attacks 
based on image processing operations as transforms, filtrations
and etc.

On the other hand the embedded watermark is practically 
invisible for the doctors and retains largely the information in 
the original images. This will allow to a great extent to verify 
the reliability of the medical data transmitted and recorded as 
images.

The developed watermarking algorithms and Matlab's 
simulations are comparable in quality and efficiency to the 
solutions described in the literature. In addition, experiments 
were performed with higher quality still images, indicating that 
the proposed solution could be used for more responsible tasks, 
for example in medicine, military, agriculture and cultural 
heritage. 

All this leads to the conclusion that the developed models 
can be used successfully for watermarking not only of medical 
but on other type of data presented as images. 
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Simulation Model Medical Images Watermarking 
using Complex Hadamard Transform 

Rumen P. Mironov1, Stoyan Kushlev2 

Abstract – A simulation model of algorithm for digital 
watermarking of medical images using complex Hadamard 
transform is presented. The model is implemented on a signal 
processor TMS 320C6713 and its experiments indicate it can be 
used in real-time systems. The developed algorithm for 
watermarking allow high detection of unauthorized access or 
attacks on the included watermark. The obtained experimental 
results for some attacks over the test medical images are made on 
the base of mean-squared error and signal to noise ratio of the 
reconstructed images.

Keywords – Medical Image Watermarking, Complex 
Hadamard Transform, Unitary Transforms, Matlab Simulation. 

I. INTRODUCTION

Recent technological advances in Computer Science and 
Telecommunications introduced a radical change in the modern 
health care sector, including: medical imaging facilities, Picture 
Archiving and Communications System (PACS), Hospital 
Information Systems (HIS), information management systems 
in hospitals which forms the information technology 
infrastructure for a hospital based on the DICOM (Digital 
Imaging and Communication in Medicine) standard. These 
services are introducing new practices for the doctors as well 
as for the patients by enabling remote access, transmission, and 
interpretation of the medical images for diagnosis purposes [1], 
[2], [3].

Digital watermarking has various attractive properties to 
complement the existing security measures that can offer better 
protection for various multimedia applications [4]. The 
applicability of digital watermarking in medical imaging is 
studied in [5] and a further justification of the watermarking 
considering the security requirements in teleradiology is 
discussed in [2].

The new medical information systems required medical 
images to be protected from unauthorized modification,
destruction or quality degradation of visual information. The 
other problem is a copyright protection of disseminated 
medical information over Internet. In this regard three main 
objectives of watermarking in the medical image applications: 

data hiding, integrity control, and authenticity are outlined in 
[5], which can provide the required security of medical images.

Every system for watermarking can be characterized with 
invisibility of the watermark, security of the watermark, 
robustness of the watermark and the ability for reversible 
watermarking. The importance of each depends on the 
application and how it is used [6], [7]. 

Based on processing domain, watermark techniques can be 
separated as watermarking in spatial domain, watermarking in 
frequency domain and watermarking in phase domain of the 
input signal. According to the way of watermark preprocessing, 
discern two groups of methods: the first one is when the 
watermark is transformed in the domain of the input image and 
the second one is when the watermark is not transformed in the 
domain of the input image. Another classification is based upon 
the transparency of the watermark into the input images - the 
watermark is transparent or non- transparent [8]. 

The best way to test the watermark robustness is by 
simulating of unauthorized attacks. Unauthorized attacks are 
attacks against the integrity of the watermark. The most 
command attacks are unauthorized removal, adding or 
detection of watermark. The removal and adding of watermarks 
are active attacks while the detections of watermarks are 
passive attacks.

In the class of transparent watermarks they may be further 
categorize techniques as robust or fragile. A robust mark is 
designed to resist attacks that attempt to remove or destroy the 
mark. Such attacks include lossy compression, filtering, and 
geometric scaling. A fragile mark is designed to detect slight 
changes to the watermarked image with high probability. The 
main application of fragile watermarks is in content 
authentication. Most of the work, as reported in the literature, 
in watermarking is in the area of robust techniques [4], [8], [9].
Many important applications could benefit from the use of 
fragile watermarks [10]-[15].

A fragile watermark is a mark that is readily altered or 
destroyed when the host image is modified through a different 
image transformation techniques. Fragile marks are not suited 
for enforcing copyright ownership of digital images - an 
attacker would attempt to destroy the embedded mark and 
fragile marks are, by definition, easily destroyed. The 
sensitivity of fragile marks to modification leads to their use in 
image authentication [10]. 

The fragile watermarking techniques in spatial domain 
mainly include manipulation of the LSB by different methods 
– vector quantization, chaos theory and etc. [11].  

Frequency domain techniques have proved to be more 
effective than spatial domain techniques in achieving high 
robustness against attacks and can embed more bits of 
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watermark. Commonly used frequency domain transforms are 
Discrete Wavelet Transform (DWT), Discrete Cosine 
Transform (DCT), and Discrete Fourier transform (DFT) and 
genetic algorithms [12], [13], [14]. 

The idea to use the Complex Hadamard transformation for 
watermarking was first presented by Mironov and Kunchev in 
[16] and is further developed for still images and video 
sequences in a number of subsequent publications. In the 
present work a simulation model of developed by the authors’ 
simulation model for digital watermarking of medical images 
using Complex Hadamard Transform (CHT) is described [15].

The developed model allow high detection of unauthorized 
access or attacks on the included watermark. The obtained 
experimental results for some simulated attacks over the test 
medical images are made on the base of mean-squared error 
and signal to noise ratio of the reconstructed images. The 
robustness of the watermark against some attacks are tested 
with the post processing of watermarked images by adding of 
Salt and Pepper noise, Gaussian noise, filtration with median 
filters and average filters. The developed on the MATLAB 
Simulink simulation model is experimented by the personal 
computer with 3.2GHz Core-i5 processor and specialized 
signal processor board - TMS 320C6713 DSK.

II. SIMULATION MODEL DESCRIPTION

The common results and properties, obtained from the one 
dimensional Complex Hadamard Transform (CHT) [16], can 
be generalized for two-dimensional Complex Hadamard 
Transform. In this case the 2D signals (images) can be 
represented by the input matrix [X] with the size NxN. The 
result is a spatial spectrum matrix [Y] with the same size. The 
corresponding equations for the forward and the inverse 2D 
CHT are: 
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The Hadamard transformation is simple for implementation,
there for it is used for compression and watermarking of 
information. The proposed complex Hadamard transform 
matrix has the advantages of having similar structure as the 
well know real Hadamard matrix. The properties of complex 
Hadamard transform matrices and its applications in digital 
image processing are described in detail in article [16].

The algorithms on which are based the developed models for 
embedding and extraction of watermark are described in article 
[15]. The principal block scheme of simulation model, 
representing the embedding of the watermark, developed using 
MATLAB Simulink environment is presented in Fig.1. 

The presented model was developed basically with standard 
modules from the Simulink library, which allows it to be used 
in the implementation on a signal processor boards of the TMS 
family. The difference is only in the blocks where the complex 
transformations are performed because they do not exist in 
existing Simulink implementations. The most important blocks 
are:  

- Subsystem “Embedding”;
- Subsystem “Marking”;

- Subsystem “F/M Matrix”; 
- Subsystem “Watermarking”. 

Fig.1. Simulation model, representing the embedding of the 
watermark using CHT

In the Subsystem “Embedding”, shown in Fig.2, the input 
image and the sign image (in subblock “Preparation”) are 
preparing for watermarking.  

Fig.2. Simulation Subsystem “Embedding”

In the Subsystem “Marking” show in Fig. 3, the 
watermarking process is executed.  

Fig.3. Simulation Subsystem “Marking”

The “H/IH” subsystem specifies direct Complex Hadamard 
Matrix and its inverse matrix for the input image. The “F/M 
Matrix” matrix subsystem (shown in Fig.4) defines complex 
and real parts of amplitude-frequency and phase-frequency 
components on the base of equations, described in [15].  

Fig.4. Simulation Subsystem “F/M Matrix”
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Through the "WM_M Correction" block, watermark 
coefficients are limited to marker block coefficients in order to 
avoid oversaturation. The "Watermarking" subsystem adds the 
resulting watermark to the converted input image. 

In the subblocks “CHT” and “ICHT”, the direct and inverse 
complex Hadamard matrices are created respectively based on 
the examinations made in [16]. 

The principal block scheme of simulation model, 
representing the extraction of the watermark is developed using 
MATLAB Simulink environment and is presented in Fig.5. 

Fig.5. Simulation model representing the extraction of the watermark
using ICHT

The marked image is loaded from the workspace using the 
subblock "Signal from Workspace". In the subblock 
"Preparation" the preparation of the complex matrix of 
Hadamard is carried out. In the Subsystem "Extracting", show 
in Fig. 6, the extraction of watermark is done.

Fig.6. Simulation model of Subsystem “Extracting”

The “H/IH” subsystem specifies direct Complex Hadamard 
Matrix and its inverse matrix for the input image. The “CHT”
subsystem performs a complete complex transformation of 
Hadamard onto the tagged image. The “F/M Matrix” matrix 
subsystem (shown in Fig.4) defines complex and real parts of 
amplitude-frequency and phase-frequency components on the 
base of equations, described in [15]. 

The Subsystem "Original" performs the functions of "CHT"
and "F/M Matrix" blocks, but applied to a copy of the original 
image. The "Water Mark" subblock performs the extraction of 
the watermarked image. The "Correction of Water Mark" and 
"WM_Correction" subblocks make a retrograde correction of 
the watermark coefficients that stopped the coder. The 

"Evaluation" subsystem calculates the SNR, PSNR, MSE, 
NMSE and normalized cross-correlation metrics.  

III. Experimental Results

For the analyses of efficiency of the developed model for 
watermarking of medical images three test images, shown in 
Fig.7a, b, c, with size 512x512 and 256 gray levels are used.

These images are transformed by the 2D CHT with kernel 
32x32. By this way the input image is divided on 256 sub-
images with size 32x32, the input watermark (letter K) is 
embedded into the phase spectrum of some sub-images.

Fig.7b. Input X-ray test image “Spine 2”.

Fig.7a. Input X-ray test image “Spine 1”.

Fig.7c. Input X-ray test image “Spine 3”.
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The robustness of the watermark against some popular 
attacks are simulated with the post processing of watermarked 
images by adding 100% of Gaussian noise with mean 0 and 
variance 0.01; adding 100% of Salt and Pepper noise; filtration 
with median filter with size 3x3; filtration of Gaussian noisy 
image with average filter; filtration of Salt and Pepper noisy 
image with median filter.

To estimating the efficiency of the presented simulation 
model for watermarking of medical images the following 
metrics are used: peek signal to noise ratio (PSNR) estimate 
how transparent is the watermark to the human eyes; normalize 
cross-correlation (NC) is used to determinate how close the 
extracted watermark is compared to the original. High value of 
NC means that there are little differences between them; mean 
square error (MSE) and normalized mean square error (NMSE) 
are used to determinate how much the watermark image has 
change compared to the original. 

The results obtained from the tests shows that the efficiency 
of the developed on Matlab Simulink environment model with 
regard to watermark quality, its invisibility to the user and its 
resistance to some of the most commonly used attacks is the 
same as the program implementation developed by the authors 
and shown in [15]. There are no differences between the results 
obtained through program simulation and simulation made 
with Simulink.

This is due to the fact that in modules using complex 
Hadamard transform are included software blocks (Math 
blocks) as there are no standard blocks for this transform in 
Matlab Simulink Blockset. 

The developed in the MATLAB Simulink environment 
model was tested on a personal computer with 3.2GHz Core-i5 
processor and on a specialized signal processor board - TMS 
320C6713 DSK. 

The results, obtained from the simulation of Matlab, show 
that time coding for different images varies between 3.1 and 
3.36 seconds. The decoding process is about 1.93 seconds..
Simulation on the signal processor TMS 320C6713 takes place 
over a real time scale, requiring about one second to load and 
prepare each image individually. 

IV. CONCLUSION

A simulation model for digital watermarking of medical 
images using complex Hadamard transform is presented. The 
obtained experimental results for some attacks over the test 
medical images are made on the base of mean-squared error,
signal to noise ratio and normalized cross-correlation of the 
reconstructed images. They show that the developed model 
allows high detection of unauthorized access or attacks on the 
included watermark. On the other hand the embedded 
watermark is practically invisible for the doctors and retains 
largely the information in the original images. This will allow 
to a great extent to verify the reliability of the medical data 
transmitted and recorded as images.

Experimental results obtained from the simulation of signal 
processor TMS 320C6713 show that the developed model can 
be implemented and hardware used in systems for the 
protection of medical imaging systems against unauthorized 
access in real time.

All this leads to the conclusion that the developed models for 
watermarking can be used successfully for watermark 
protection of medical data.
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A review of methods for human motion prediction in 
video sequences with application to 3D telepresence and 

holoportation systems 
Maria Yotova1, Nikolay Neshov2, Agata Manolova3  

Abstract – Nowadays, the new technologies especially 5G are 
paving the way of innovative solutions for communication 
between humans. One very new technology is holoportation, but 
it also presents a lot of challenges in terms of digital data 
gathering and transmission. Human motion prediction methods 
will offer one of the solutions for real time communication in the 
holoportation context. We present a conceptual model of 
holoportation architecture for real time communication based on 
highly accurate 3D modelling of the human face and body, 
recognition and prediction of human actions and facial 
expressions to achieve realistic communications. Designed this 
way the proposed conceptual model of the holoportation system 
addresses the challenges from the information transmission 
aspect where real time constraints and narrowband channels are 
imposed. 
 

Keywords – holoportation, immersive telepresence, mixed 
reality, prediction of human actions. 

 

I. INTRODUCTION 

The way people see the world and interact between 
themselves is changing; 5G and other new technologies are 
paving the way of innovative solutions for real time life like 
long distance communication between humans. Without doubt 
video communication tools such as Skype and FaceTime are 
useful for many applications and tasks. However, text, 2D 
image and voice are not enough of a satisfying alternative to 
the personal interaction because the real eye contact is 
missing, touch is not possible between interlocutors and there 
is a limited feeling of presence (sharing the same space) [1]. 

These facts bring a sense of incompleteness and 
dissatisfaction from the communication process to the user. So 
how the ever evolving technology will help? 

Currently in their infancy, augmented reality (AR), mixed 
reality (MR) and virtual reality (VR) technologies offer great 
potential to include all five human senses in the 
communication process to make it more meaningful for all 
participants. These technologies are already changing the way 
people interact between each other and with the machines and 
eventually will radically restructure the work process and the 
way of living. They will make it easier and more effective for 
executives, teachers, technologists, people with different 

professions to communicate in a more natural way anywhere 
around the globe, with all the advantages of physical presence 
but without the limitations of the current 2D video 
communication systems.  

One of the new technologies that can enhance the current 
state of the 2D communication is holoportation. Holoportation 
is a complete human-computer-machine interface combining 
AR and VR telepresence thus creating real-life digital scans 
and realistic 3D avatars of subjects, displayed in MR 
environment, used for real time communication and 
interaction between remote users [2]. Holoportation can 
incorporate all five senses - optic, auditory, olfactory, 
gustatory, and tactile. This technology opens the door to new 
heights of interpersonal communication, but it also presents a 
lot of challenges in terms of digital data gathering and 
transmission. 

In this paper we present a schematic model of a 
holoportation architecture addressing real time 
communication needs, based on highly accurate 3D modelling 
of the human face and body, recognition and prediction of 
human actions. We will concentrate our efforts to present and 
review the most current methods for human action prediction 
– a vital step for the real time holoportation process. 

The rest of the paper is organized as follows: the next 
section presents the current state of the art of immersive 
telepresence systems. In section III the key features/building 
blocks of the proposed holoportation system will be described 
with accent to the human action prediction step. The final 
section draws the conclusion and suggest the scope of future 
work. 

II. CURRENT TELEPRESENCE SYSTEMS 

In the last couple of years many research groups approached 
in different ways the above noted challenges with system 
developments for different use case scenarios and contributed 
to the advancing field of telepresence research. With the 
increased availability and sophistication of consumer RGB-D 
sensors and VR/AR glasses, there is currently an exponential 
emergence of 3D telepresence systems.  

One of the most comprehensive reviews and classification 
of the current state of the immersive telepresence is done in 
[3]. The author presents an "Immersive Group-to-Group 
Telepresence" system by implementing a 3D capture and 
reconstruction pipeline which generates and distributes 
realistic 3D user representations in real time. One of the 
functionalities of the systems is the use of two large multi-
user projection displays which offer individual stereoscopic 
perspectives for up to six co-located users. The distributed VR 

1Maria Yotova, Agata Manolova and Nikolay Neshov are with the 
Faculty of Telecommunications at Technical University of Sofia, 8 
Kl. Ohridski Blvd, Sofia 1000, Bulgaria, E-mail: E-mail: 
m.yotova08@gmail.com, nneshov@tu-sofia.bg amanolova@tu-
sofia.bg.   
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framework delivers gaze tracking and eye contact between 
participants. It suffers from fairly coarse user’s representation 
due to the low resolutions of the utilized RGB-D sensors. The 
framework was tested over a local area network so no data for 
more remote connection is yet available. 

One of the very recent papers describes a low-cost, low-
bandwidth telepresence system capable of rendering people 
and objects in 3D through data fusion and reconstruction 
without the use of head-mounted displays or any other 
wearable devices [4]. The visualization is done on a 
quadrangular acrylic pyramid by projecting the images using a 
video projector. This approach albeit requiring low bandwidth 
suffers from a serious resolution decrease from 1920 × 1080 
to 640 × 480 with limited size holographic display and no 
high fidelity audio transmission and synchronization. 

SLAMCast [5] is a very promising multi-client real time 
telepresence framework for remote collaboration which 
enables efficient remote exploration of quasi-static scenes by 
multiple independent users while at the same time being able 
to observe the other user’s interactions with the environment. 
An oriented towards interpersonal communication cost-
effective telepresence framework based on 3D data streaming 
and real time 3D reconstruction is described in [6]. The 
authors use skeleton data extracted from the depth sensors to 
animate a 3D human model including rigging the face to 
express facial expressions. The initial experimental setup 
show encouraging results to accomplish real time shared 
person space but no latency information or compensation of 
data loss is supplied; the sensors used do not allow 
transferring complex hand movements and multi-user real 
time telepresence is not assured. 

AVATAREX [7] follows the principles of MR and 
connects users that are simultaneously occupying the same 
space in the real world and its virtual replica. This framework 
deals with the idea of how users experience the co-presence in 
AR and VR. VR users share the same gaming area, but they 
are physically in another room than the AR users. Even 
though AVATAREX covers both aspects of shared space it 
does not currently deal with distance communication so data 
transfer and latency are not considered in this research. 

Many more research papers on the topic of immersive 
telepresence including different senses can be cited but there 
is no universal solution. The proposed approaches’ success 
depends on the sensors used, the type of data gathered and 
way of data processing. The immersive telepresence systems 
are built on several complex software and hardware 
technologies, so it is very important to pinpoint what are the 
current challenges and requirements for real time 
holoportation. 

III. SCHEMATIC MODEL OF THE HOLOPORTATION 
SYSTEM 

A. Online and offline communication 

A holoportation system is composed of multiple 
consecutive steps in order to receive an avatar object.  

The first step is the object scanning, where we aim to 
capture the body of the person in order to estimate its shape, 
skinning, and pose. There are multiple ways to implement a 
high quality 3D body scanner, but the most common one is by 
using high quality cameras in a controlled environment. The 
scanning process can be performed either online or offline, 
but in both cases there are shortcomings.  

The online scanning system must have a very high 
performance in order to reconstruct the body. For this scenario 
a Kinect is used, which captures the raw data, then this data 
needs to be processed in order to be received correctly. 

On the other hand –the offline scanning is performed only 
once and therefore it is more difficult to animate the avatar in 
real-time. However, the offline scanning creates more 
accurate and noiseless avatar, because the cameras used for 
the scan have very high quality. 

B. Data processing 

The next logical step is the data processing. The captured 
images are used to create a 3D model of the human facial 
characteristics and body with real textures such as skin, facial 
expressions and clothing. Creating such model based on 
images is usually done in multiple stages [8]. Capturing and 
representing accurately the facial characteristics and 
expressions especially when the parties in the communication 
process wear large physical devices such as VR/AR glasses, 
which occlude the majority of the face, is very challenging. So 
in order to identify the user and capture in detail the facial 
expressions, the facial data will be gathered and transmitted 
separately in the communication channel. We must 
parametrize the facial characteristics of the participants during 
the teleconference [9]. The facial key points transmitted in 
real time are used to reanimate the avatar’s face.  

The second task for the proposed holoportation will be the 
real time avatar animation visualized at the remote site, based 
on the metadata captured at the home site. The created 3D 
model needs to be rigged with the captured skeleton hierarchy 
created by the Kinect sensors and appropriate texture maps. 
Skeleton data is transmitted separately in the communication 
channel. A skeleton based animation strategy is employed for 
robustly and accurately fitting the avatar to the skeleton and 
then large scale deformations and movements are applied in 
real time. Thanks to the multiple Kinect sensors employed, 
there are no occlusions of joints. 

Additionally, we will employ a method for recognizing 
human activities, to perform short term prediction of the 
skeleton movements to compensate for network latency. 

C. Motion prediction 

To provide a real time experience in a two way 
communication, between the participants, all the data, 
including body movement, speech and facial expressions, 
must be transferred without any lag, because it will lead to 
inconsistency of the speech-movement relation, for example. 
There is no need to transfer the static objects, because they 
can be created in both systems – such objects are furniture, 
walls, etc. 
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In a short distance, transferring a 3D human model a real 

time communication isn’t an issue, but unfortunately, in a 
long distance communication there are restrictions due mainly 
to the speed of the data transfer, because a real-time transfer 
on a LAN network reaches a speed between 1-2Gbps, and to 
achieve a real time communication, we need to transfer 
hundreds of megabits. To avoid the network delay, a human 
motion prediction algorithm can be applied. This way, by 
scanning the avatar, we can send a metadata, which will be 
received by the recipient, containing the predicted position of 
the sender. Then the skeleton, presented by a number of joints 
that represent key body parts, animates the avatar, avoiding 
the long-distance data-transfer delay.  

In this section we will make an overview of the recent 
methods that are used to make a short-term human motion 
prediction. To make a motion prediction in a video sequence 
there are several steps to be completed. First must be 
performed an action detection, then this action must be 
tracked and after that, we may say that this action is 
recognized. After the recognition of the action, comes the 
classification and then it is possible to make a short term 
prediction on what the next body position will be. Traditional 
approaches use Markovian assumptions [10, 11], but the latest 
works on this problem are based on different methods which 
use convolutional neural networks(CNN) or recurrent neural 
networks, or more specifically on Long short term memory 
(LSTM) and Gated Recurrent Unit (GRU). The LSTMs are 
widely used in action and speech recognition [12] thanks to 
their ability to learn long-term feature relationships by 
processing overlapping sequences of consecutive frames. 

To solve the motion prediction task, Fragkiadaki et al. [13]. 
prose two architectures: LSTM-3LR (3 layers of Long Short-
Term Memory cells) and ERD (Encoder-Recurrent-Decoder). 
Both are based on concatenated LSTM units, but the latter 
adds non-linear space encoders for data pre-processing. The 
authors also note that, during inference, the network is prone 
to accumulate errors, and quickly produces unrealistic human 
motion. Therefore, they propose to gradually add noise to the 
input during training which forces the network to be more 
robust to prediction errors. This noise scheduling makes the 
network able to generate plausible motion for longer time 
horizons, especially on cyclic walking sequences. Jabri et al. 
[14] have shown competitive performance on VQA with a 
simple baseline that does not take images into account, and 
state-of-the-art performance with a baseline that is trained to 
exploit the correlations between questions, images and 
answers. 

In their paper Martinez et al. [15] propose a different 
approach than the LSTM networks. Their work is based on the 
GRU [16], with the help of which, they manage to drop the 
spatial encoding layer. This allows them to train their model 
on 3.6M Dataset for a few hours, and there is no need to train 
a different model for each different action. They analyse the 
motion continuity as velocity, rather than a set of poses, which 
allows them to model only one velocity, as opposed to 
presenting all possible human poses. To achieve this, they 
base their work on Sequence-to-Sequence architecture [13]  
with the help of which during training, the ground truth is fed 
to an encoder network, and the error is computed on a decoder 

network that feeds its own predictions. The decoder also has a 
residual connection, which effectively forces the RNN to 
internally model angle velocities. 

Pavllo et al. [17] propose similar approach as Martinez et 
al. for short term predictions using a quaternion network, we 
consider predicting either relative rotation deltas (analogous to 
angular velocities) or absolute rotations. We take inspiration 
from residual connections applied to Euler angles, where the 
model does not predict absolute angles but angle deltas and 
integrates them over time. For quaternions, the predicted 
deltas are applied to the input quaternions through quaternion 
product. First they create a recurrent architecture, where they 
also use a GRU, because of its simplicity. The idea is that at 
each step, the model receives the previous state and features, 
in order to make a next pose estimation. After further work, 
they create a convolutional based architecture, where they 
replace the GRU and the linear layer with convolutional 
layers. 

In Table 1 are summarized the most recent papers on 
motion prediction on the Human3.6M dataset 
(http://vision.imar.ro/human3.6m/description.php). 

IV. CONCLUSION 

The main goal of this paper is to provide a comprehensive 
survey of the most recently published motion prediction 
methods that can be employed in immersive telepresence 
systems. And also to present a schematic model of a 
holoportation system and to outline some of its key concepts. 
The benefit of the proposed holoportation system is that it 
allows users to interact practically in real time - anywhere, 
anytime, with anybody – either in a virtual or integrated way 
offering the feeling of personal interactivity and the feeling of 
shared space. Holoportation offers the opportunity to address 
the current limitations in 2D communication permitting 
immediate, 3-D visual, auditory, tactile and emotional 
interaction between remote users. But a lot of work is still 
needed to make this system an everyday reality for the 
society. 
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Speech Intelligibility in Serbian Orthodox Churches and 
IEC 60268 – 16 Standard

Violeta Stojanović1, Zoran Milivojević2 and Momir Praščević3

Abstract – This paper presents an analysis of the speech 
intelligibility in Serbian Orthodox churches "St. George" in 
Žitni Potok and "St. Prokopije" in Katun, which was based on 
the measured values of the objective acoustic STI parameter and 
IEC 60268-16 Standard. The first part of the paper includes 
tables and graphs presenting results of the calculated values of 
STI parameter (obtained on the basis of practical measurements 
of acoustic impulse responses in the churches) and the 
corresponding percentages values of the intelligibility of 
sentences, PB words and CVC logatoms set by the Standard. The 
second part of the paper includes correlation and regression 
analyses of the results, as well as the conclusion.

Keywords – Objective acoustic parameter STI, IEC 60268-16 
Standard, Correlation and regression.

I.INTRODUCTION

Speech is the main means of communication among people. 
In many situations, the voice signal degrades while 
transmitting the channel between the speaker and the listener. 
This results in a decreased speech intelligibility at the location 
of the listener.

One of the methods of assessing the intelligibility of the 
listener's speech is the method of measuring the objective 
Speech Transmission Index STI. This method has been the 
subject of continuous development and refinement since it 
was introduced in the 1970s, as confirmed by many revisions 
of IEC 60268-16 Standard [1]. Houtgast and Steeneken 
described in 1973. an objective method for estimating the 
speech intelligibility in rooms by calculating a physical index 
from the modulation transfer function (MTF) [2]. This 
physical index, called the Speech Transmission Index (STI) is 
calculated at discrete frequencies, weighted, summed and 
normalized to yield a single index of speech intelligibility.
Houtgast and Steeneken modified the original STI model in 
2002. [3]. They established a relationship between the revised 
Speech Transfer Index (STIr) and subjective speech 
intelligibility. The revised Speech Transmission Index (STIr )
is obtained by a weighted summation of the modulation 
transfer indices for all octave bands and the corresponding 
corrections of excessive repetition. The redundancy correction 
is related to the contribution of adjacent frequency bands [3].

The relationship between the objective acoustic parameter 

STI and the speech intelligibility (expressed as percentage) is 
shown in Table I [1]. This correlation was made using 
intelligibility of [2]: a) syllables, b) words from the so-called 
"Harvard List" and c) sentences, using the Speech Reception 
Threshold (SRT) method. Fig. 1. shows the relationship 
between the revised Speech Transmission Index (STIr) and 
subjective intelligibility: a) sentences, b) PB words, and c) 
CVC logatoms [1].

TABLE I
RELATIONSHIP BETWEEN STI, QUALITY SPEECH INTELLIGIBILITY TO 

IEC 60268-16, AND THE SPEECH INTELLIGIBILITY SIABLES (SIS),
WORDS (SIW) AND SENTENCES (SISENT).

STI

Quality 
according to:

IEC
60268-16

SIs
(%)

SIw
(%)

SIsent
(%)

0 0.3 bad 0 34 0 67 0 89
0.3 0.45 poor 34 48 67 78 89 92
0.45 0.6 fair 48 67 78 87 92 95
0.6 0.75 good 67 90 87 94 95 96
0.75 1 excellent 90 96 94 96 96 100

Fig. 1. Classification of the relationship of speech intelligibility and 
STI.

In this paper, we analyzed the speech intelligibility for two 
Serbian Orthodox churches and this was based on measured 
values of objective acoustic parameters STI at central 
frequencies fc = {500 Hz, 2 kHz} and the quality of speech
intelligibility according to IEC 60268-16 Standard. The values 
of objective acoustic parameters STI were determined 
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according to the measurement of acoustic impulse response 
and EASERA software package. The classification of speech 
intelligibility in acoustically examined churches was 
determined by the relationship between the value of STI
parameters and the percentage of speech intelligibility of 
sentences SIsent, PB words SIPBw and CVC logatoms SICVC, set 
by the Standard. The relationship between these quantities 
was determined by correlation and regression analyses, using 
Matlab software package.

The paper is organized as follows: Section II explains the 
experiment and presents the experimental results; Section III 
shows the analysis of the results and Section IV is the 
conclusion.

II. EXPERIMENT

The process of measuring impulse response was carried out 
in two Serbian Orthodox churches: 1) the church "St. George" 
in Žitni potok and 2) the church "St Prokopije" in Katun. 
Analysis of acoustic objective parameters in these churches is 
explained in detail in [4].

The church "St. George" in Žitni Potok (church 1) has a 
volume of V = 2163 m3 and inner area is S = 167 m2. The 
church "St Prokopije" in Katun (church 2) has a volume of V
= 1659.68 m3 and inner area is S = 646.68 m2. The interior 
walls and the ceilings in the churches covered with plaster 
(the coefficient of absorption = 0.02). The floors with the 
ceramic tiles (the coefficient of absorption = 0.015).

For the purpose of the analysis in this paper, we took the 
acoustic impulse responses measured at MP = 9 measuring 
points in both churches. Their arrangement is shown in Fig. 2.
and Fig. 3. The database includes 63 wav files that were 
obtained by recording the acoustic impulse response using the 
software package EASERA. For each measuring point, 7 
measurements were made. Sound source LS is placed near the 
altar.

The equippment used for the experiment as follows: (a) an 
omnidirectional microphone (PCB 130D20), having a 
diaphragm diameter of 7mm; (b) a B&K omnidirectional 
sound source type 4295 (dodecahedron loudspeaker); (c) a 
B&K audio power amplifier, rated at 100W RMS, stereo, type 
2716-C; (d) a laptop, incorporating a Soundmax Integrated 
Digital Audio sound card from Analog Devices. Measuring of 
the impulse response is carried out using incentive log sweep 
signal with the duration of 5 s sampling frequency is fS = 44.1 
kHz. The procedure for recording and calculation of acoustic 
parameters was performed in accordance with ISO 3382.

The mean values of STI parameters at all measured MP 
positions in the churches, at fc = {500 Hz, 2 kHz}, were 
calculated using the EASERA software package. Based on the 
classification of the speech intelligibility and the STI
parameter set by the Standard (Fig. 1.), the values of the 
speech intelligibility were determined as follows: sentences 
SIsent, PB words SIPBw and CVC logatoms SICVC for each MP 
position in the churches. Next, mean values sentSI , PBwSI
and CVCSI were calculated for all measured MP positions in 

Fig. 2. The position of the measuring points MP and sound source LS 
in the church "St. George" in Zitni Potok.

Fig. 3. The position of the measuring points MP and sound source LS 
in the church "St Prokopije" in Katun.

church 1 and church 2. The assessment of the quality of 
speech in the churches was performed according to the 
Standard (Table I). The strength of the relationship between 
the objective STI parameter and the qualifying values of 
speech intelligibility qualities: SIsent, SIPBw and SICVC for both 
churches individually, at fc = {500 Hz, 2 kHz}, was 
determined by regression and correlation analyses.

A. Resultats of the experiment

Tables II and III show the values of objective STI
parameters and the values of subjective speech intelligibility 
SIsent, SIPBw and SICVC at the central frequencies fc = {500 Hz, 2 
kHz} for church 1 and church 2, respectively. Table IV shows 
the mean values of these measures for both churches. Figs. 4. 
-6. show regression lines for measures STI and SIsent, STI and
SIPBw and STI and SICVC at central frequencies fc = {500 Hz, 2 
kHz} for church 1. Figs. 7. – 9. show lines regression of these 
measures, at the same frequencies, for church 2.
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TABLE II
THE VALUES STI, SISENT, SIPBW AND SICVC AT 500 HZ AMD 2KHZ FOR

THE CHURCH 1

f = 500 Hz
MP

1 2 3 4 5 6 7 8 9
STI 0.66 0.53 0.51 0.4 0.38 0.37 0.34 0.37 0.45

SIsent (%) 99 90 62 50 40 36.5 27 36.5 67
SIPBw(%) 95.2 89 81 76 73 72.5 68 72.5 82
SICVC (%) 74.5 62 52.5 46 43 41 37 41 52.5

f = 2kHz
STI 0.77 0.62 0.5 0.46 0.4 0.37 0.35 0.39 0.58

SIsent (%) 100 98 84 70 50 36.5 31 44 96
SIPBw (%) 97 93.5 87 82 76 72.5 70 74.5 92
SICVC (%) 82 70.1 58 54 46 41 38.5 43 68.5

TABLE III
THE VALUES STI, SISENT, SIPBW AND SICVC AT 500 HZ AND 2KHZ FOR

THE CHURCH 2

f = 500 Hz
MP

1 2 3 4 5 6 7 8 9
STI 0.57 0.49 0.44 0.38 0.37 0.42 0.43 0.44 0.48

SIsent (%) 95 81 64 40 36.5 57 61 64 77
SIPBw(%) 91 85.05 81 73 72.5 78.5 80 81 84
SICVC (%) 66.5 58 51.5 43 41 48.5 50 51.5 56.5

f = 2kHz
STI 0.69 0.55 0.54 0.52 0.5 0.57 0.57 0.58 0.56

SIsent (%) 100 97 96 87.5 90 95 95 96 94
SIPBw (%) 96 90 89.5 87.5 89 91 91 92 90.1
SICVC (%) 74.5 64 62.5 61 62 66 66 67 65

TABLE IV

THE MEAN VALUES STI , sentSI , PBwSI AND CVCSI AT 500 HZ

AND 2KHZ FOR BOTH CHURCHES

Church 1 Church 2
f (Hz) 500 2000 500 2000
STI 0.44

poor
0.45

poor-fair
0.45

poor-fair
0.57
fair

sentSI (%) 64
bad

70
bad

66.5
bad

95
fair-good

PBwSI (%) 81
fair

82
fair

81.5
fair

91
good

CVCSI (%) 51.5
fair

54
fair

52.5
fair

66
fair

a) b)
Fig. 4. The regression line for SIsent and STI at: a) 500 Hz and b) 

2kHz for the Church 1.

a) b)
Fig. 5. The regression line for SIPBw and STI at: a) 500 Hz and b) 

2kHz for the Church 1.

a) b)
Fig. 6. The regression line for SICVC and STI at: a) 500 Hz and b) 

2kHz for the Church 1.

a) b)
Fig. 7. The regression line for SIsent and STI at: a) 500 Hz and b) 

2kHz for the Church 2.

a) b)
Fig. 8. The regression line for SIPBw and STI at: a) 500 Hz and b) 

2kHz for the church 2.

a)
b)

Fig. 9. The regression line for SICVC and STI at: a) 500 Hz and b) 
2kHz for the church 2.
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B. The results analysis

Based on the results shown in the Tables II - IV and the 
Figs 4. – 9. the following can be concluded:
1) for church 1: a) At f = 500 Hz mean value of the objective 
parameter STI = 0.44 classifies poor intelligibility of speech.
According to the criteria for the subjective  intelligibility of 
speech set by the Standard, the mean sentSI = 64% determines 

poor intelligibility of sentences while the values PBwSI = 81% 

and CVCSI = 51.5% determine fair intelligibility of PB words 

and CVC logatoms. b) At f = 2 kHz is STI = 0.45 and 
determines the intelligibility of speech that is at the border 
line between poor and fair. The intelligibility of sentences is 
poor, and the  intelligibility of PB words and CVC logatoms is 
fair ( sentSI = 70%, PBwSI = 82% i CVCSI = 54%).

2) for church 2: a) At f = 500 Hz speech comprehension is 
at the border line between poor and faire because the mean 
value of the objective parameter is STI = 0.45. And here the 
poor  intelligibility have sentences, sentSI = 64% and faire 

intelligibility of PB words and CVC logatoms, PBwSI = 81.5% 

and CVCSI = 52.5%. b) Compared to previous results 
concerning the speech intelligibility, church 2 at 2 kHz shows 
the best rating of speech intelligibility- faire ( STI = 0.57).
The intelligibility of sentences is at the border line between 
faire - good, sentSI = 95%, because sentSI = 64% The 

intelligibility of PB words is good ( PBwSI = 91.%), whereas 

the intelligibility of CVC logatoms is acceptable ( CVCSI =
66%).
3) for church 1, the correlation and regression analysis gave 
the following connection of the investigated quantities with 
the corresponding Pearson coefficients at a) f = 500 Hz and b) 
f = 2 kHz:

a) SIsent = -46.1711 + 230.3093 STI, r = 0.9513;
SIŠBw = 41.9349 + 82.7397 STI, r = 0.9714;
SICVC = -0.7633 + 113.808 STI, r = 0.9843;

b) SIsent = -22.0756 + 182.0226 STI;
SIŠBw = 48.666 + 68.6275 STI, r = 0.9571;
SICVC = 2.7703 + 107.2336 STI, r = 0.9895.

This analysis shows that there is a statistically positive, strong, 
linear connection between the objective parameter STI and the 
subjective intelligibility of speech SIsent, SIPBw i SICVC
4) for church 2, the correlation and regression analysis gave 
the following connection of the investigated quantities with 
the corresponding Pearson coefficients at a) f = 500 Hz and b) 
f = 2 kHz:

a) SIsent = -70.9358 + 301.9707 STI, r = 0.9802;
SIŠBw = 31.7904 + 108.0687 STI, r = 0.9479;
SICVC = -5.1318 + 127.5338 STI, r = 0.9963;

b) SIsent = 62.7759 + 55.8742 STI;
SIŠBw = 64.128+ 46.7511 STI, r = 0.9798;
SICVC = 20.3316 + 79.2595 STI, r = 0.9916.

There is also a statistically positive, strong, linear connection 
between the objective STI parameter and the subjective speech
intelligibility SIsent, SIŠBw and SICVC.

III. CONCLUSION

In this paper, for two Serbian Orthodox churches: 1) the 
church "Sveti Đorđe" in Žitni potok and 2) the church "Sveti 
Prokopije" in Katun, we analyzed the intelligibility of speech 
sentences SIsent, PB words SIPBw and CVC logatoms SICVC,
based on the calculated values of STI acoustic parameters for 
central frequencies fc = {500 Hz, 2 kHz}, and the quality of 
comprehensibility of speech according to the Standard IEC 
60268 - 16.The relationship between these acoustic 
parameters was analyzed using regression and correlation 
parameters.

The mean values of the objective acoustic STI parameter for 
both churches classify poor and fair of speech intelligibility: 
STI = {0.44, 0.45} i STI = {0.45, 0.57} for churches 1 and 
2, respectively. Such  quality of speech intelligibility results 
in: 1) poor intelligibility of sentences in church 1: sentSI =

{64%, 70%} and in church 2 at fc = 500 Hz, sentSI = 66.5%,
whereas the intelligibility is faire - good in church 2 at fc = 2
kHz, sentSI = 95%; 2) faire intelligibility of PB words in 

church 1: PBwSI = {81.5%, 82%} as well as in church 2 at fc =

500 Hz, PBwSI = 81.5%, and good intelligibility in church 2 at 

fc = 2 kHz, PBwSI = 91% and 3) faire intelligibility of CVC 

logatoms in both churches: CVCSI = {51.5%, 54%} and 

CVCSI = {52.5%, 66%}.The correlation and regression 
analyses confirmed a statistically positive, strong, linear 
connection (r 0.7) between the acoustic objective Speech 
Transmission Index STI and the subjective intelligibility of 
speech analyzed according to the comprehensibility of
sentences, PB words and CVC logatoms set by the Standard.
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Signal Analysis with Application  
of k-Nearest Neighbors Method 

Ivelina Balabanova1, Georgi Georgiev2 and Stela Kostadinova3 

Abstract – The paper presents the results of synthesizing k-
Nearest Neighbors (k-NN) models for identification the presence 
of noises. Signals with Gaussian White and Periodic Random 
noises are analyzed. The models are evaluated by resubstitution 
and cross-validation procedures. Classifiers at Euclidean, 
Minkowski, Cityblock and Chebychev metric distances are 
examined. Classification model with 97.375% accuracy, 
parameter k = 5 and Minkowski distance is selected. 

Keywords – noise identification, k-NN models, metric distance, 
resubstitution, cross-validation. 

I. INTRODUCTION

The wide use of the k-Nearest Neighbors (k-NN) method in 
the processing of biomedical signals is confirmed by a number 
of studies.  

The method is particularly useful in assessing the quality 
levels of ECG data from wireless sensor systems for continuous 
monitoring the conditions of patients, where the possibility of 
interference from the human body movement is especially large 
[1]. 

The k-NN is used for diagnosing the condition of the human 
cognitive system, for detecting disturbances in the normal brain 
function as well as exploration of the human motor system on 
the basis of EEG signals [2-4]. 

Voice recognition in background noise environment or 
speech segmentation for identification of the minimal degraded 
speech fragments in the transmission through a co-channel 
interface, are investigated in some studies [5, 6]. 

There is interest in detecting anomalies in the echo 
distribution of meteorological radar data, as well as the 
classification of objects based on 2D scans of separate radar 
routes [7-9].

In the report applicability and method efficiency are studied 
for identification of electrical signals with Gaussian White 
Noise (GWN) and Periodic Random Noise (PRN). 

II. EXPERIMENTAL DATA

Sine, square and triangle waveforms with GWN and PRN are 
simulated in LabVIEW environment. The simulation is 
conducted at an amplitude level "one unit" and a frequency of 
the signals "10.1 Hz", as well as specified noise parameters - 

"0.05" for Standard deviation and Spectral amplitude, 
respectively for GWN and PRN. 

The taken oscillograms are shown on Fig. 1 and Fig. 2. 

a)

b)

c)

Fig. 1. Sine a), square b) and triangle c) waveforms with GWN 

a)

b)

c)

Fig. 2. Sine a), square b) and triangle c) waveforms with PRN 
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2Georgi Georgiev is with the Faculty of Electrical Engineering and 
Electronics at Technical University of Gabrovo, 4 Hadji Dimitar Str., 
Gabrovo 5300, Bulgaria.  

3Stela Kostadinova is with the Faculty of Computer Sciences and 
Automation at Technical University of Varna, 1 Studentska Str., Varna 
9000, Bulgaria, E-mail: stela.kostadinova@tu-varna.bg.  

146

Ohrid, North Macedonia, 27-29 June 2019



Fig. 3. Sine a), square b) and triangle c) waveforms with PRN 

Sample from 2000 information samples for GWN (Class 
№1) and PRN (Class №2) signals defined as target 
identification groups  is acquired based on data from 
experimental signals. Graphical interpretation of the 
investigated signals as points in a three-dimensional 
classification space is given in Fig. 3. 

III. SYNTHESIS OF THE MODELS  FOR
NOISE IDENTIFICATION BY K-NN

METHOD

Classification models based on the k-Nearest Neighbors 
method are created for the following metric distances: 

Euclidean (№1); 
Minkowski (№2); 
Cityblock (№3); 
Chebychev (№4).

The study is performed with a successive increase of k-
neighbors (points in the classification space) in the range of 5 
to 100 neighbors. Key indicators defining the quality of 
classifiers are the errors in the technical approaches 
"resubstitution" and "cross-validation". 

Fig. 4. Resubstitution errors at a) Euclidean/Minkowski,  
b) Cityblock and c) Chebychev distances 

Fig. 5. Cross-validation errors at a) Euclidean/Minkowski,  
b) Cityblock and c) Chebychev distances 

3D representations of the resulting errors of model analysis 
are shown in Fig. 4 and Fig. 5. The following variational limits 
were obtained:  

For resubstitution: 
Euclidean / Minkowski: from 0.0210 to 0.1665;  
Cityblock: from 0.0195 to 0.1785;  
Chebychev: from 0.0215 to 0.1775. 

at cross-validation:  
Euclidean: from 0.0325 to 0.2225;  
Minkowski: from 0.0315 to 0.2225;  
Cityblock: from 0.0375 to 0.2310;  
Chebychev: from 0.0365 to 0.2315. 

Their accuracy levels are calculated according to faults (error 
"0" is equal to 100.00 and "1" to zero precisions).The accuracy 
results for signal identification are contained in Table 1 and 
Table 2. 

TABLE I 
ACCURACIES AT RESUBSTITUTION, % 

k-
neighbors

Distances
№1 and 

№2

Distance
№3

Distance
№4

5 97.900 98.050 97.850
10 96.450 96.300 95.950
15 95.550 95.350 95.250
20 94.400 94.350 94.150
25 94.200 93.600 93.800
30 93.300 92.800 92.800
35 92.900 92.600 92.200
40 92.200 91.600 91.350
45 91.950 90.950 91.150
50 91.400 90.400 90.250
55 91.000 89.900 89.600
60 90.100 89.100 88.450
65 89.350 88.600 88.000
70 88.400 87.650 86.850
75 87.900 87.000 86.250
80 86.750 85.900 85.200
85 86.150 85.550 84.700
90 84.900 84.550 83.350
95 84.350 83.550 83.250

100 83.350 82.150 82.250
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TABLE II
ACCURACIES AT CROSS-VALIDATION, % 

k-
neigh.

Dist.
№1

Dist.
№2

Dist.
№3

Dist.
№4

5 96.750 96.850 96.250 96.350
10 94.850 94.950 94.900 94.700
15 94.550 94.400 94.100 94.200
20 93.150 93.400 92.850 92.700
25 92.800 92.750 92.450 92.000
30 92.000 92.100 91.350 90.650
35 91.300 91.550 90.150 90.250
40 90.150 89.250
45 89.500 89.650 88.550 88.400
50 88.300 88.250 87.650
55 87.550 87.750 86.750 86.250
60 85.900 85.200 84.650
65 85.400 85.250 84.600 83.550
70 83.850 83.700 83.100 82.600
75 82.800 83.600 82.200 82.050
80 81.900 81.800 80.700 80.450
85 81.000 81.250 79.650 80.200
90 80.000 79.400 78.850 78.450
95 79.300 79.000 77.750 78.100

100 77.750 76.900 76.850

There are achieved, regarding the assessment of the quality 
of classification in the procedures of resubstitution:

minimum accuracy 83.350%, 85.150%  and 82.250 
at Euclidean/Minkowski, Cityblock and Chebychev 
distances; 
Highest value of the 98.050% for criterion for 
Cityblock, followed by 97.900% for 
Euclidean/Minkowski and 97.850% for 
Chebychev. 

In test validation are established: 
Highest criteria of success rate in a sequential order 
of 96.850% for Minkowski, 96.750% for 
Euclidean, 96.350%  for Chebychev and 96.250% 
for Cityblock distances; 
Lowest accuracy, as follows: 77.750% for 
Euclidean/Minkowski distances, 76.900% for 
Cityblock  and 76.850%  for Chebichev. 

Fig. 6. Confusion matrix at Resubstitution  
Euclidean/Minkowski distances for k = 5 

Fig. 7. Confusion matrix at Cross-validation  
at Minkowski distance for k = 5 

In terms of results from an analysis of classifiers concerned, 
matrices of correct and incorrect classifications are composed.
Matrices with minimum parameter k = 5 in Fig. 6 and Fig. 7 
informs about the distribution of the prototypes by groups, for 
Minkowski distance respectively: 

the first element of the first matrix line represents 
those with a properly defined affiliation of Class 
№1; 
The second element of the second matrix line 
represents the correct patterns of Class №2. 

TABLE III
APPROXIMATELY EXPECTED АCCURACIES, % 

k-
neigh.

Dist.
№1 

Dist.
№2

Dist.
№3

Dist.
№4

5 97.325 97.375 97.150 97.100
10 95.650 95.700 95.600 95.325
15 95.020 94.975 94.725
20 93.775 93.900 93.575 93.425
25 93.500 93.475 93.025 92.900
30 92.650 92.700 92.075 91.725
35 92.100 92.225 91.375 91.225
40 91.175 90.425 90.300
45 90.725 90.800 89.750 89.775
50 89.850 89.825 89.025 88.950
55 89.275 89.375 88.325 87.925
60 88.000 87.150 86.550
65 87.375 87.300 86.600 85.775
70 86.125 86.050 85.375 84.725
75 85.350 85.800 84.600 84.150
80 84.325 84.275 83.300 82.825
85 83.575 83.700 82.600 82.450
90 82.450 82.150 81.700 80.900
95 81.825 81.675 80.650 80.675

100 80.550 79.525 79.550

The forecasts for approximate estimates of accuracy values 
in connection with identification of GWN or PRN impacts to 
signals that did not participate in k-NN patterns are given in 
Table 4.3. Models with the most appropriate and lowest 
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potential application for noise identification are synthesized 
with 97.375% accuracy at k = 5 and 79.525% k = 100 
at   Minkowski and Cityblock metric distances. 

a)

b)

Fig. 8. k-NN search for class №1 at Minkowski distance  
for k = 5 in a) graphical and b) numeric types 

a)

b)

Fig. 9. k-NN search for class №2 at Minkowski distance  
for k = 5 in a) graphical and b) numeric types 

New points have been claimed in the formed classification 
space to illustrate the k-neighbors search process through the 
selected best model. The new patterns are marked with "x", 
whereas the k-neighbors found in the search areas k = 5 are 
surrounded by "o" (Fig. 8.a) and Fig. 9.a)). In addition to the 
graphical, the nearest found prototypes at a defined Minkovski 
distance are also shown in numerical form (Fig. 8.b) and Fig. 
9.b)). The identification process shows 100.00% accuracy in 
both test groups. 

IV. CONCLUSION

The analysis of the background noise to analogue and digital 
signals using a statistical method k - Nearest Neighbors   is 
assessed with a high degree of efficiency. A drop in accuracy 
of less than 90.00% is observed when searching for more than 
40 points in the vicinity of new patterns. The synthesized 
classification model can be integrated into various signal 
processing systems in communications and electronics. 
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The Influence of Early Reflections and Babble Noise on 
the Intelligibility of Speech Signal  
Dijana Kostić1, Zoran Milivojević 2, Zoran Veličković 3

Abstract – The first part of the paper describes the effect of the 
first reflected component on intelligibility. In the second part of 
the paper, an experiment was described in which the 
intelligibility of words and sentences spoken on the Serbian 
language was tested under the conditions of superimposed 
Babble noise BN8 and in the presence of the first reflection. The 
analysis was performed for a delay up to 50 ms. Objective (STOI 
algorithm) and subjective (MOS test) testing were performed. 
The results are shown tabular and graphically. The analysis of 
the results determinated the delay, in which obtain the best 
intelligibility without the influence of the Babble noise, as well as 
the great destructiveness of the Babble noise to intelligibility. 

Keywords – Intelligibility, Reflection, Babble noise, SMT. 

I. INTRODUCTION

Sound as a means of communication (speech or music) 
plays a major role in human life. For successful 
communication, it is necessary to provide good intelligibility. 
Intelligibility is one of the essential characteristics of 
communication systems, but also of spatial acoustics. On its 
transmission path from the sound source to the listener, the 
reproduced audio signal may suffer some degradation. Signal 
degradation refers to the impact of various types of 
interference: Gaussian Babble, Industrial noise, etc. In speech 
communication in a spatial acoustic (room, classroom, hall)
early reflections also have a significant impact on the speech 
signal. The effect of the first reflection is particularly 
significant. In order to assess the intelligibility of speech in 
conditions of interference, different methods have been 
developed, and one them is speech audiometry. It involves the 
use of certain spoken material that is reproduced to the 
examinee: words (logatoms) or sentences (everyday and 
matrix), which after reproduction should repeat what they 
understood. 

The words most commonly used in order to obtain 
objective test results are logatoms. Logatoms represent the 
meaningless words, composed of consonants (C) and vocals 
(V), constructing with the logatom type: CCV [1], CVC etc. 

The words from everyday speech were created by Plomp 
and Mimpen in 1979 [2]. They formed a list of 170 sentences 
spoken in the Dutch language. When forming sentences, it 

was taken into account, that the words in the sentence do not 
contain more than 3 syllables. 

The matrix sentences test was obtained by forming 
sentences according to the precisely defined order of the word 
in the sentence, so-called fixed syntax structure (name, verb, 
number, adjective, noun). This type of test was first developed 
for Swedish language by Hagerman [3]. The obtained results 
this kind of test have proven to be good, so this type of test 
has been developed for some other languages: Russian [4], 
Spanish [5], Serbian [6] ... 

Respecting the rules set by Hagerman [3], the authors 
formed the Serbian Matrix Sentence Test - SMST base of 50 
words (5 types of words x 10 words of each type) [6]. The 
authors also took care that the words were phonetically 
balanced and that they had no more than 3 syllables in their 
composition. In order to determine whether the words in the 
SMST base have a good appearance of the phonemes and 
reflect the spirit of the Serbian language, a comparative 
analysis was performed with capital literary works written in 
Serbian language: the novels "Bridge on the Drina" by Ivo 
Andrić, "Bakonja fra Brne" Sima Matavulj, epics "The 
Mountain wreath" by Petar Petrović Njegoš and drama 
"Koštana", author Bora Stanković [6].

In this paper, an experiment was performed to determine 
the influence of early reflections and the Babble noise on the 
intelligibility of the speech signal from the SMST base. The 
experiment is organized in several steps: 

a) a speech signal consisting of a words from the SMST 
base were created, to which the Babble noise is superimposed, 
with the ratio SNR = {-5, -2, 0} dB; 

b) the delay of the speech signal was made for values t = 
{0, 10, 25, 50} ms and 

c) The testing intelligibility of speech signal was 
performing using: MOS and STOI test. 

By comparing the results of the experiment with the results 
shown in [7] for Gaussian and Babble noise, as well as with 
the International standard [8], a conclusion was made for 
intelligibility of the speech signal. 

The paper is organized in the following way. Section II 
describes the effect of the first reflexion and the delay time on 
intelligibility. Section III describes the experiment, 
experimental results and analysis. Section IV is a conclusion.  

II. EFFECT OF THE FIRST REFLECTION

The early reflection is a sound wave reflected from a 
certain surface (an obstacle encountered in its path): a wall, a 
ceiling, and a floor and arrives to the listener almost at the 
same time as a direct sound. The first reflection usually 
appears very quickly after a direct wave in the range of 0 ÷ 50 
ms [9]. In order to ensure good intelligibility, it is considered 
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that the first reflection should appear at an interval of 30 ÷ 80 
ms after direct sound [10]. Beside that, in [11] it has been 
shown that early reflection can improve the intelligibility of 
speech in the absence of background noise.  

It has been shown in [10], [11] that the first reflections that 
reach to the listener for about 35 ms after a direct wave, 
contribute to increasing the volume of the sound, and in this 
way can improve the intelligibility of speech. However, in 
conditions of ambient background noise there is no 
improvement in intelligibility [12], [13]. 

In the next part of the paper, an experiment was performed 
in which the intelligibility was tested in the presence of a 
strong first reflection (the amplitude of the direct component 
and the first reflected components are the same) and the 
superimposed Babble noise BN8. 

III. EXPERIMENTAL RESULTS AND ANALYSIS

The experiment was performed to determine the influence 
of early reflections and the Babble noise on the intelligibility 
of the speech signal from the SMST base (words and 
sentences). 

A. Experiment 

The experiment was realized in the following steps (Fig.1). 
Step 1: By combining words from the SMST base, sentences 
with a fixed grammatical structure are formed, i.e., a clear 
speech signal x is formed. Step 2: The Bubble noise BN8 are 
superimposed to the clear speech signal, after the 
amplification k. In this way, the signal y with the specified 
SNR is formed. Step 3: The reflected speech signal xr is 
generated with the time of delay t of the speech signal x.
Step 4: By superimposed of the speech signal x, the Babble 
noise BN8 and the reflected speech xr, a test signal z is 
formed. Step 5: Testing intelligibility of whole sentences and 
individual words by subjective MOS test and objective STOI 
test.  

k

y= x+k nx
MOS test

STOI test

z
SNR

xr

b

b

Fig 1. Block diagram of the realization MOS and STOI test.
Amplitude of the reflected signal is Ar=1 [14].
The subjective MOS test (Step 5) was realized as follows. 

The test signal z was reproduced to the examinee trough the 
handset. After reproducing the test signal, the examinee 
repeated out loud what he had heard. After the answer the 
examiner note the accuracy of certain types of words as well 
as whole sentences. The statistical processing of the results 

gives the intelligibility expressed in percentages. The 
objective test was realized using the STOI algorithm [15]. 
Test result is intelligibility in percentages. At the end, a 
comparative analysis of the intelligibility of speech was made 
in the presence of early reflections and Babble noise with the 
results of intelligibility of speech in the presence of Gaussian 
and Babble noise [7]. 

B. SMST base 

For the purposes of experiment, words from the SMST base 
were used [6]. The words were spoken in Serbian language 
and they recorded in the studio of "Banker Radio" in Niš
(Serbia). The word was read by a professional female speaker. 
The voice signal is memorized in a wav format on a hard disk 
with Fs = 44.1 kHz, 16 bps. 

C. Test group 

The test group were formed from students of the College of 
Applied Technical Science in Niš, with a gender structure: 13 
men and 7 women (aged 19 to 45),  = 22.9 years. Before the 
test, the examinees said, they are not aware that they had 
hearing problems. 

D. The results 

The results of the experiment are shown in the Tables I ÷ 
III and graphically on Figs.2 ÷ 6. The experiment was realized 
for SNR = -5, -2, 0 dB and t = {0, 10, 25, 50} ms. 

TABLE I INTELLIGIBILITY OF SPEECH WITH SUPERIMPOSED
BN8 (SNR = 0 dB), IN THE PRESENCE OF EARLY REFLECTION ( t) 

t (ms) 0 10 25 50

In
te

lig
ib

ili
ty

 (%
)

Name 30 30 40 30 32,50

Verb 55 35 55 40 46,25

Number 55 60 65 55 58,75

Adjective 65 50 30 35 45

Object 60 35 45 45 46,25

Sentence 5 0 0 0 1,25

dSTOI 59,44 58,66 61,32 59,40 59,70

TABLE II INTELLIGIBILITY OF SPEECH WITH SUPERIMPOSED
BN8 (SNR = -2 dB), IN THE PRESENCE OF EARLY REFLECTION ( t) 

t (ms) 0 10 25 50

In
te

lig
ib

ili
ty

 (%
)

Name 65 40 50 25 45

Verb 80 55 45 55 58,75

Number 90 55 50 30 56,25

Adjective 70 50 45 35 50

Object 40 45 25 25 33,75

Sentence 15 10 10 0 8,75

dSTOI 54,13 54,05 56,28 55,66 55,01
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TABLE III INTELLIGIBILITY OF SPEECH WITH SUPERIMPOSED
BN8 (SNR=-5dB), IN THE PRESENCE OF EARLY REFLECTION ( t) 

t (ms) 0 10 25 50

In
te

lig
ib

ili
ty

 (%
)

Name 50 30 10 20 27,50

Verb 70 35 25 20 37,50

Number 75 55 45 35 52,50

Adjective 40 10 15 30 23,75

Object 40 20 5 10 18,75

Sentence 10 0 0 0 2,50

dSTOI 44,87 45,46 45,70 45,45 45,37

TABLE IV INTELLIGIBILITY OF SPEECH IN PRESENCE OF
GAUSSIAN AND BABBLE NOISE [7] 

Inteligibility (%)
SNR (dB) -5 -2 0

Name Gaussian 46.67 66.67 63.33
Babble 26.67 40 53.33

Verb Gaussian 53.33 63.33 70
Babble 6.67 10 36.67

Number Gaussian 53.33 63.33 70
Babble 10 36.67 53.33

Adjectiv Gaussian 56.67 60 63.33
Babble 3.33 20 46.67

Object Gaussian 33.33 53.33 53.33
Babble 6.67 16.67 30

Sentence Gaussian 0 20 20
Babble 0 6.67 6.67

t (ms)

In
te

lli
gi

bi
lit

y 
(%

)

Name
Verb
Number
Adjective
Object
Sentence

Fig. 2. Intelligibility of speech for: a) sentences and b) word for the 
SNR=0dB. 
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Fig 3. Intelligibility of speech for: a) sentences and b) word word for 
the SNR=-2dB. 
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Fig 4. Intelligibility of speech for: a) sentences and b) word word for 
the SNR= -5dB. 
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Fig 5. Intelligibility of speech dSTOI coefficient. 
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A. Analysis the results 

Based on the results shown in Table I ÷ III and Fig. 2 ÷ 4 it
can be concluded that intelligibility of type of word go in 
range: 

a) for the 0 dB from 30 ÷ 65%, 
b) for the -2 dB from 25 ÷ 90%, 
c) for the -5 dB from 5 ÷ 75%, 
Based on the results shown in Table I ÷ III and Fig. 2 ÷ 4 it

can be concluded that intelligibility of word: ’Number’ is the 
best 90% for -2 dB and t = 0 ms, and the worst is ’Object’
for -5 dB and t = 25 ms. 

Based on the results shown in Table I ÷ III and Fig. 2 ÷ 4 it
can be concluded that intelligibility of sentence goes in range 
from 0 ÷ 15%, and it is the best for -2 dB (15%) and t = 0 
ms, and the worst is for 0 dB (0%) and t = (10, 25, 50) ms,
for 2 dB (0%) and t = 50 ms, for -5 dB (0%) and t = (10, 
25, 50) ms. 

 Analysis the results shown in Table I÷III and Fig.5 it can 
be notice, that is dSTOI coefficient of intelligibility goes in 
range:  

a) for the 0 dB from 58,66 ÷ 61,32%  
b) for the -2 dB from 54,05 ÷ 56,28%  
c) for the -5 dB from 44,87 ÷ 45,70%. 
It can be notice that the greater time of delay have influence 

on the intelligibility. The great time of delay in combination 
with parameter SNR, when is strength of noise signal 
increased relative to strength of speech signal, have as results 
lower intelligibility of speech.  

Observing the results from [7] in Table IV, comparing 
intelligibility of the speech signal in the presence of Gaussian 
and in the presence of Babble noise, it can be concluded that 
the results for Gaussian noise is better, while the results in the 
presence of the Babble noise, with and without the presence of 
the early reflections, do not differ significantly. 

IV. CONCLUSION

In this paper the experimental results of speech 
intelligibility testing in the presence of Babble noise and early 
reflections are presents. The intelligibility test was performed 
by a subjective (MOS test) and an objective (STOI algorithm)
test. Subjective MOS results show that increasing of value 
SNR = (-5 ÷ 0) dB increases the intelligibility of the word 
(18,75 ÷ 58,75) %, and sentences (2,5 ÷ 8,75) %. Increasing 
the time of delay of first reflection t = (0 ÷ 50) ms leads to a 
decrease intelligibility of word (90 ÷ 5) %, and sentences (15 
÷ 0) %. Objective STOI results refer to the intelligibility of 
whole sentences. These results show that with the increasing 
of the SNR = (-5 ÷ 0) dB and t = (0 ÷ 50) ms have influence 
on intelligibility of sentences. Increasing the SNR value the 
intelligibility of the sentences have been increases (45,37 ÷ 
59,70) %, while when t  increase the intelligibility of 
sentence decrease (61,32 ÷ 45,45) %.

The test results confirm the conclusion that there is a 
constant intelligibility of the word [10] up to 20 ms, and that 
the delay of about 30 ms can raise speech Intelligibility [12]. 

From the Figs. 2 it can be noticed that after "constant 
intelligibility" the intelligibility of words and sentences have 
been improved at t = 25 ms.  

According to the standard IEC 60268-16, the obtained 
results for intelligibility are classified as "bad intelligibility" 
words (0 ÷ 67) % and sentences (0 ÷ 89) %.

The analysis shows that there is a greater degradation of 
intelligibility in the presence of Babble noise because of the 
identical distribution of energy in the spectral domain. 
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APPLICATION OF THE CONTROL OF CHAOTIC 
PROCESSES IN THE ELECTRONIC 

COMMUNICATIONS
Galina Cherneva1  

Abstract – This paper deals questions related to the ability to 
control the chaotic processes in nonlinear systems with dynamic 
chaos. In the proposed approach is synthesized external impact 
on the system parameters. These parameters extend the phase 
trajectory from equilibrium points to achieve the chaotic regime. 
The approach is applied to dynamic system, described by the 
equations of Lorenz, as the study is done in an environment of 
Mathcad.  
 

Keywords – nonlinear dynamics, Chaos Shift Keying, chaotic 
processes 

I.INTRODUCTION 

The most important achievements of nonlinear dynamics in 
recent decades are the theory of the determined chaos. Chaotic 
processes are quite common and can occur in systems of 
different nature – economic, physical, and biological, etc. [3, 4, 
5]. The chaotic signal is a relatively a new field in 
communication systems, too. Until the sixties of the last 
century the term “chaos” is associated with unpredictable and 
uncontrollable processes. The combination of the terms 
“control” and “chaos” is considered paradoxical. But in the last 
decade of the twentieth century this concept is being changed. 
On the limit of two studies: nonlinear dynamics and the theory 
of control emerged scientific direction, which explore 
possibilities to control the chaotic processes. Under this 
concept is the reforming of process by focusing a little impacts 
on the system in periodic, quasi-periodic, or in chaotic, but 
with other properties [1, 2, 3, 4, 5]. 

The control of the chaotic processes is associated with their 
sensitivity to the initial conditions [6, 7], as a requirement for 
performance of chaotic process is their parameters. As it is 
known [8, 9] small difference in the initial condition can lead 
to exponential decay of the trajectories, which achieve the aim 
of control. 

Another important factor is that the systems with chaotic 
behavior are typical many unstable states, for example, 
between them can happen a little change of the system’s 
parameters. 

The main idea of the control methods of the chaotic 
processes in this paper is to reach needed attractor. It happens 

by impact on the parameters of the system.  
The idea to obtaining needed chaotic attractor is applied to 

the chaotic generators in Chaos Shift Keying (CSK) 
communication system (CS) [10, 11] is proposed an approach 
for the synthesis of impacts of the chaotic generators 
parameters. Through which it is increased the amplitude of the 
deviation of the phase trajectory from the balance points until 
reaching the chaotic mode. The proposed approach is applied 
to the system described by the equations of Lorenz [3] and the 
research was done of environment of Mathcad.  

II. REVIEW OF CSK APPROACH 

A block diagram of the CS with CSK is shown in figure 1. 
The chaotic system with parameters  is located in the  

transmitter. 
The transmitter dynamics are dissipative and chaotic and 

the transmitter state trajectory converges to a strange attractor.  
A message is transmitted by changing one of the parameters 
( j) which results in a change of the transmitter attractor 

dynamics. 

1 Galina Cherneva is with the Faculty of Telecommunications and
Electrical Equipment in Transport at Higher School of Transport of
Sofia, 158 Geo Milev Str., Bulgaria, E-mail: galja_cherneva@abv.bg
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Fig. 1. A principle block diagram of the CS with CSK 
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 If value 1j  responds to symbol “0” and value 2j  to 

symbol ”1” of the binary information signal cS1 , the 
transmitter chaotic generator switches over attractors 1 and 

2.  
In the receiver is the response system. In coherent detection 

[5], the receiver is required to reproduce the same chaotic 
signals sent by the transmitter, often through a chaos 
synchronization process.  

During transmission, the response system parameter 1
~

j = 
constant. All other parameters of the chaotic system in the 
transmitter are identical to their corresponding parameters in 
the response system in the receiver. 

So, synchronization will occur only during periods of 
submission to symbol “0”, when there is a complete 
coincidence between the parameters of both systems. 

III. OBTAINING OF THE PARAMETER VALUE 

Let the chaotic system in transmitter be defined by a system 
of differential equations. 

 ,xfx , (1) 

where  = ( 1, 2, ..., xn ) is the multitude of variables describe 
the state of the system defined in the state space Rn,   is 
combination of control parameters. 

For the system (1) are defined balanced states }{ *x with 

coordinates
**

2
*

,...,,1 nxxx . 
The stochastic process of the fluctuation, is a solution of (1), 

is related to the increase of the amplitude on the deviation of 
the phase trajectory in the surround of the balanced points. 
This deviation is: 

2*2*
22

2*
11 ... nn xxxxxxR  (2) 

If we express the derivatives (3) and define them about the 
parameters , we will determine the law of change of influence 
p(t), through which it can be achieved a chaotic mode of 
fluctuations. 

 
dt

xxd ii
2*

                           (3)  

Then they are synthesized external control impacts by the 
type (4) where K is a weight coefficient 

  P(t) = K.p(t)                        (4)  

They are shown into the system of differential equations 
(1) so that it has the type: 

 tPxfx ,      (5) 

 

IV. MODEL CONSTRUCTION 

Let the transmitter chaotic generator be obtained by Lorenz 
system equation: 

zxyz
xzyxy

xyx
      (6) 

where ,  and  are parameters, x(t), y(t), z(t) – 
variables. 

It is determined that at 1 the balanced states of 
(6) are points with coordinates 

 

1

1

1

*
2,1

*
2,1

*
2,1

z

y

x
    (7) 

According to the equation (5) in the model of Lorentz is 
introduced external impact P  on the second equation of the 
system (7): 

 

zxyz

Pxzyxy
xyx

 (8) 

The task is to synthesize the function P  so that the model 

(8) has a chaotic mode by the new value of parameter . 
For this aim is expressed 

 

xzyxyy
dt

yydyy
dt

yyd

*

*
*

2*

2

2  (9) 

After definition of (9) towards  is prepared 

 xyy
d

xzyxyyd *
*

22 . (10) 

This equation (10) gives the opportunity influence to be 
used on the parameter . Which are determined by the sign of 
the current deviation of the variable  from the balanced 
coordinate (11), where 

0
 is the beginning value of the 

parameter. 

 00
*yysignp  (11) 

On the basis of (11) is formed (12), where the weight factor 
K is selected depending on the desired attractor. 

 KpP  (12) 
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The described approach is simulated by Mathcad, as they are 
used parameters with values 10 , 10  and 3

8 . 

They are shown in figure 2. 
 

X Y Z( )  
Fig. 2.  Periodical mode 

 
After realization of an effect of the type (12) we received a 

chaotic mode. When K = 0.1 the attractor look like in figure 3. 
This is a realization of parameter 11j . 

 

X1 Y1 Z1( )  
Fig. 3. Chaotic mode at =0,1 

 
 
When  = 0.2 is given the classical attracter of Lorentz 

looks like in the figure 4. This is a realization of 
parameter 22j . 

From the given three-dimensional phase trajectories shown 
in figure 3 and figure 4 can be seen how through the influence 
P  (12) is realized the needful value of the parameter . 

 
 
 

X2 Y2 Z2( )  
Fig.4.Chaotic mode at  = 0.2 

 

V. CONCLUSION 

The studies, made in the paper, show that chaotic system 
can realize chaotic mode through external influence of its 
parameters, which are formed of the basis of the deviation of 
the phase trajectories of the balanced states. Through the 
changing on the strength of the impact on the parameter, which 
is expressed by introduce weighting factor, can achieve the 
wanted chaotic attractor. 

The given approach for the control of the chaotic process 
can be applied to different chaotic system which aim is to 
achieve the wanted mode of work. 
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CB-SVD watermarking algorithm for video protection 
with reduced cyclic insertion scheme

1 1 1

Abstract – This paper presents the RCB-SVD watermarking 
algorithm for protecting video content from copying. The bit 
planes of the decomposed monochrome watermark are inserted 
into the video-frame color channels. A CB-SVD algorithm with a 
reduced cyclic insertion scheme was used to insert the watermark. 
Reduced insertion scheme reduces the level of degradation of 
video while simultaneously extracting a high quality watermark. 
The RCB-SVD algorithm does not have the lack of detection of a 
false watermark, as is the case with standard SVD algorithms. The 
built-in redundancy of the reduced cyclical insertion scheme 
increases the resistance to "frame-dropping" attacks. Compared 
to the previously announced results, repair of the extracted 
watermark was achieved by 9.87%.

Keywords – Bit-plane decomposition; CB-SVD algorithm;
Watermarking; Reduced cyclic insertion scheme. 

I. INTRODUCTION

A high performance level of modern communication 
networks has been achieved by combining new modulation 
techniques and new generation communication protocols [1]. 
In addition to the large network flow, modern communication 
networks also reduce packet latency to just a few milliseconds. 
Thus, 4G network technologies provided a latency of 50 ms, 
while from 5G technology it is expected that latency be only 
1 ms. With 5G technology, the whole movie in HD format can 
be downloaded in less than 10 s. By using these technologies, 
the exchange of digital multimedia content has become a 
common user activity. Setting up, and then sharing multimedia 
content on social networks like Facebook, YouTube or 
Instagram can now be implemented with efficient procedures. 
By 2022, 82% of network traffic is expected to relate to some 
kind of video communication [2]. There is a rise in video 
surveillance, Internet video to TV and Consumer Video-on-
Demand traffic.

However, the exchange of multimedia content on the 
network has led to an increase in security risks and the 
occurrence of copyright and identity abuse. Multimedia content 
can be downloaded indefinitely without loss, then modified and 
used illegally for commercial or other purposes. Especially 
important are the problems of copyright protection in this 

network environment. One way to reduce security risks, before 
sharing multimedia content, is to perform reliable user 
authentication [3].

In order to prevent the illegal use of multimedia content, 
numerous protection techniques have been developed. The
problems of protecting multimedia content can be solved by the 
classic encryption technique. However, classical information-
based security systems based on encryption are not adequate 
for application to multimedia content. The main disadvantages 
of standard cryptographic techniques can be described through 
the following facts:

a) inefficiency, it is necessary to transfer a huge amount of 
data further when exchanging encrypted multimedia content,

b) incomplete protection, multimedia content is protected 
only during network transfer,

c) decrypting during playback, multimedia content must be 
decrypted for reception, which potentially makes it unsafe.  

Inserting invisible - secret information (watermark) into 
multimedia content is a frequently used technique to increase 
information security on a global computer network - the 
Internet [3] - [14]. In order to improve the performance of 
individual protection algorithms, hybrid insertion techniques
are used [4]. These techniques involve the implementation of 
multiple transformation domains such as DCT, SVD and DWT. 
The watermark can bee a color picture [5], a monochrome 
(grayscale) image [6], or a binary image [7].  

In this paper, several different binary images obtained by the 
decomposition of the monochromatic watermark [8], [9] are 
inserted into the multimedia content – color video sequence.
The basic problem with this protection concept is that inserting 
a watermark leads to interference in multimedia content. A 
stronger inserted watermark results in the quality decrease of 
the multimedia content, but it ensures the extraction of a quality 
watermark. On the other hand, the poorly inserted watermark 
less degrades the quality of multimedia content, but does not 
provide high quality watermark extraction. Clearly, these are 
two opposing requirements that the multimedia content 
algorithm must reconcile.

In order to protect the video from copying, RCB-SVD 
watermarking algorithm with reduced cyclic insertion scheme 
based on [10] is shown in this paper. Prior to insertion, the 
monochromatic watermark was decomposed into 8-bit planes 
(binary images) which were then inserted into the color 
channels [11]. Application of a reduced cyclical insertion 
scheme removes noticeable video degradation while 
simultaneously extracting a high quality watermark. The 
problem of fake watermark detection in standard SVD 
algorithms is solved, and built-in redundancy increases 
resistance to frame-dropping attacks. Evaluation of the 
proposed algorithm was performed in the software package 
Matlab.  
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Sciences of Niš, A. Medvedeva 20, 18000 Niš, Serbia, E-mail: 
zoran.velickovic@vtsnis.edu.rs.
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Sciences of Niš, A. Medvedeva 20, 18000 Niš, Serbia, E-mail: 
zoran.milivojevic@vtsnis.edu.rs.
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marko.velickovic.rsni@yahoo.com
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Fig. 1. Reduced cyclical scheme for inserting bit planes W1 – W8 into frames of unencrypted video. 

Below follows a reduced insertion model, that is, the extraction 
of the decomposed watermark into multiple frames in the color 
domain of the video. Evaluation of the proposed method was 
carried out and the obtained results were analyzed. In the last 
section some conclusions and recommendations were made.

II. RCB-SVD ALGORITHM

The RCB-SVD video protection algorithm is based on the 
results published in [4] - [11]. Unlike [10] where the linear 
cyclic scheme of insertion is applied, in this paper a reduced 
cyclical insertion scheme is proposed. Fig. 1 shows a proposed 
reduced insertion scheme that reduces the level of interference 
in the video and provides extraction of the better watermark
quality. The RCB-SVD algorithm is based on bit plane 
decomposition of the grayscale watermark and SVD 
decomposition of the frame and bit plane plane. The insertion 
and extraction algorithm is shown in more I and E steps 
respectively.

Step I1: Perform the bit-plane decomposition of the 
monochromatic watermark Wm×n. In order to perform the 
decomposition of the watermark in eight bit-planes, first should 
be present the values of all the pixels of the watermark wi with 
the corresponding binary values bi, k as follows: 

, =  2,   = 1, 2, … , 8;              (1)  = 1, 2, … , ×
In the expression (1), the wi is represented the i-th pixel of the 
monochromatic watermark. The mark ,  would represent 8 
bits of binary value of the i-th pixel. The bit plane to the 
watermark WWk is formed from all k bits of all pixels of the 
watermark: =  ,  (2)

Step I2: The chrominent component of the frame U from the 
YUV video format is divided into unconnected blocks Hi,j
dimensions of 4×4 pixels.

Step I3: For each block Hi,j from the U component, perform 
the SVD decomposition: , = , × , × ,                          (3) 

Step I4: Modify the elements from the second and third row 
of the first column of each matrix (elements u2,1 and u3,1) based 
on the value of each individual bit w from the corresponding 
bit level as follows [11] - [13]:

  = 1, , = , × +
, = , ×           (4)

  = 0, , = , ×
, = , × + (5)

= , ,                              (6) 

where T represents the desired threshold in the difference 
between the elements u2,1 and u3,1 of Ui,j the matrix. The 
modified matrix is denoted by , . 

Step I5: Perform the inverse SVD transformation to obtain a 
block with the inserted bit from the watermark.

, = , × , × ,                          (7) 

Step I6: Repeat steps 4 and 5 for all bits from the appropriate 
bit plane watermark.

Step I7: Repeat steps 2-6 for all bit watermark planes for all 
video frames using the reduced insertion scheme shown in Fig. 
1. In this way, a video with the embedded watermark is 
obtained. For the extraction of the watermark thus inserted, it 
is not necessary to have the originals of either the video or the 
watermark, so this algorithm belongs to the class of blind
algorithms.

A part of the RCB-SVD algorithm for watermark extraction 
is shown in 8-steps E [11] - [13].

Step E1: The component U of protected frame divide into 
nonoverlapped blocks H'i,j of a dimension of 4 × 4 pixels.

Step E2: Perform SVD decomposition of all blocks H'i,j from 
frame: , = , × , × ,                         (8) 

Step E3: The value of the corresponding extracted watermark w' is obtained using the following terms:

= 1, 0,  , > ,1,  , ,                          (9) 
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 ORIGINAL Frames        
65 - 96 

Frames       
33 - 64 

Frames         
1 - 32 

W8 

    

W7 

    

W6 

    

W5
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W3 

   

W2 

    

W1 

  
 a) b) c) d) 

Fig 2. Bit planes W1 do W8 a) original watermark, b) extracted from 
frames 65-96 c) 33-64 d) 1-32 encoded video. 

Step E4: Repeat steps 2 and 3 for all no overlapped blocks of 
the frame.

Step E5: Create a binary image of the corresponding bit-plane 
watermark.

Step E6: Repeat steps 1-5 for eight frames from the video.
Step E7: Form the grayscale watermark of 8 binary bit-planes. 
Step E8: Repeat steps 1-7 for all frames in which the bit-plane 

component of the watermark is inserted into the reduced 
insertion scheme shown in Fig. 1.

III. EXPERIMENTAL RESULTS 

The monochromatic watermark used in the experimental part 
of this paper is shown in Fig. 3a). The illustrated watermark 
represents an adapted central part of the famous monochrome 
Lena.bmp image in a resolution of 36 × 36 pixels. Before 
inserting into a frame of uncoded color video - Foreman.yuv at 
a resolution of 288 × 288 pixels, the watermark was 
decomposed into 8 bit W1 - W8 planes. Bit planes W1 - W8 are 

obtained by bit-plane decomposition in the manner described 
in the chapter "RCB-SVD algorithm". In Figure 2a), the images 
of bit planes of this monochrome watermark are shown. The 
MSB bit plane of the watermark W8 is located at the top of the 
column original. Other bit-plane decomposition of watermark 
W7-W1 are shown below in this column. If we observe the 
displayed bit planes, it can be noticed that with approaching the 
LSB bit plane W1, the watermark decomposition takes a 
stochastic character. This is why in this paper the GMSAT 
algorithm [14] does not use the scribbling of images as shown 
in previous works [6]. Only the bit planes W8, W7, and W6 can 
be protected to increase the security level.

In this paper, a cyclic set of decomposed bit watermark 
planes are embedded in the first 96 frames of the color video
Foreman.yuv. The reduced bit-planes insertion scheme is 
shown in Fig. 1. According to the reduced insertion scheme in 
the first two frames, no bit planes of the watermark are inserted. 
The first bit plane W1 is embedded in the third frame. Then 
skips three frames and the other bit plane W2 is embedded in 
the seventh frame. The process of inserting bit planes continues 
along the reduced scheme to the last frame to be protected. 
When all bit levels are inserted, bitwise W1 is inserted 
cyclically. The insertion of watermark components according 
to the considered algorithm is performed in chrominant 
components of the frame with threshold T = 0.04. This 
threshold value is commonly used in algorithms of this type [5], 
[12], [16], but even with a lower threshold value, excellent 
results are obtained. A reduced insertion scheme provides a 
certain level of redundancy of watermark components. In this 
paper, the algorithm for repairing the extracted watermarks 
described in [13] was applied. If 96 frames of a non-encoded 
video are inserted bit planes according to the scheme shown, 
24-bit planes can be extracted at the reception - 3 complete 
watermarks.  

Insertion is done in a non-encoded video domain, and then 
encrypted with encrypted video by H264 / AV encoder. Since 
the H.264 / AV algorithm belongs to the loss coder class, many 
of the details present in the video are ignored and are forever 
lost. This will inevitably cause errors in the decoding process 
that the human eye does not notice. However, errors that occur 
during decoding will have an impact on the extraction of the 
inserted watermark. The encrypted video sequence was 
encoded by the JM reference software of ITU in version 18.4 
FRExt [15]. The encoding quality is defined by a set of FRExt 
parameters: IntraPeriod = 12, NumberReferenceFrames = 5
NumberBFrames = 1. In Figure 2b), 2c) and 2d), the extracted 
bit planes of the W1 - W8 monochromatic watermark from the 
encoded frames 65 - 96, 33 - 64 and 1 - 32 are shown. Figures 
3b), 3c) and 3d) show grayscale watermarks obtained by 
composing extracted bit planes from frames 65 - 96, 33 - 64, 
and 1 - 32. Below the figures, the obtained SSIM values of the 
extracted watermarks are shown. 

Errors are evident first in the extracted bit plane (Fig. 2), 
and then in the composite monochromatic watermark obtained 
from them (Figure 3). In order to improve the quality of 
extracted watermarks, an algorithm for its repair was applied 
[14]. The redundancy provided by the RCB-SVD algorithm 
enables the extraction of the watermark.

In the shown example, the complete three grayscale

159

Ohrid, North Macedonia, 27-29 June 2019



ORIGINAL Frames 65-96 Frames 33-64 Frames 1-32 RCB-SVD 

     
SSIM=1.000 SSIM = 0.8354 SSIM = 0.9684 SSIM = 0.9781 SSIM= 0.9840 

a) b) c) d) e) 

Fig 3. Watermark a) original b) extracted from frames 65-96 c) 33-64 d) 1-32 encoded video e) corrected.

watermarks with various SSIM values of 0.8354, 0.9684 and 
0.9781 were extracted. After the repair, a watermark was 
obtained, the appearance of which is shown in Fig. 3e) with 
SSIM index 0.9840. It should be noted that for the application 
of this repair algorithm, the origin of the watermark must be 
known. An objective assessment of the quality of the extracted 
watermark measured by the SSIM index for the presented case 
is 0.9840, which is the highest index compared to each 
individual index of the extracted watermark. Compared to the 
previously published results [11], a significant correction of the 
extracted watermark was achieved by 9.87%.

IV. CONCLUSION

Protecting multimedia content from copying has become an 
increasingly important activity of the author before their 
publishing on the Internet. Inserting a watermark into video is 
a technology that provides copy protection for the entire 
duration of the existence of video content. In this paper, we 
present the CB-SVD algorithm with a reduced insertion scheme 
of the monochromatic watermark in the frames RCB-SVD. 
Prior to insertion, the monochromatic watermark was 
decomposed into 8 bit planes (binary images), which were then 
inserted with a reduced cyclic scheme into the color video 
channels. Using a reduced cyclical insertion scheme, the 
extraction of a high quality watermark is possible with the 
significantly higher quality of the protected video. Evaluation 
of the proposed algorithm was carried out on the known color 
video sequence Foreman, while a modified inserted
monochrome image of Lena was used as a watermark in a 
resolution of 32 × 32 pixels. The proposed reduced insertion 
model causes significantly less video distortion, which 
outperforms the performance of standard SVD algorithms. The 
problem of extracting a false positive watermark was blocked.
The built-in redundancy of this algorithm increases the 
resistance to frame-dropping attacks while at the same time 
allowing the extracted watermark to be repaired. Compared to 
the previously announced results, repair of the extracted 
watermark was achieved by 9.87%. In the continuation of the 
research, the RCB-SVD algorithm performance will be 
determined in the presence of different types of attacks. The 
results presented justify the application of the RCB-SVD 
algorithm to protect the video from copying.
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Hybrid Method For Image Segmentation And Recoloring 
Of The Original Grayscale Photographs

Vladan Vučković1, Sanja Spasić2 

Abstract – In this paper we will present hybrid method for 
recoloring the original black and white photos. Main novelty we 
attempt to introduce is specific combination between human and 
machine capabilities in simultaneously image processing. 
Algorithm covers different manual and automatic techniques in 
colorization resulting in better achievements. Cross combined 
methods for image segmentation have a successful image for the 
result. In this paper combined process methods which are based 
on Gray scale algorithm, from one side, and analyses of the 
patent photos in color, from the other side will be also presented. 
This suggested method requires restoration and segmentation of 
the photo, as the result of colorization, will give maximum 
effects. Original colorization algorithm of 2D photo will also be 
presented here, and that algorithm reduces colorization to the 
minimum, under the condition that the user obtains enough 
information about the photo itself during the colorization 
process.   The generality of the proposed method will be 
demonstrated on the series of original photographs from the 
Nikola Tesla Museum of Belgrade heritage.

Keywords – Image processing, Segmentation, Coloring, Image 
restoration

I. INTRODUCTION

Digital image processing belongs to the multidiscipline 
engineers` sphere which covers different aspects of human life 
from photos, mathematics, electronic, optics and computer 
science. In last few decades the number of the applications 
and techniques for the process of digital images increased. 
Considering that increase, the demands in relation with 
developing of technology for the color image process 
increased, too. 

The basic spheres of digital image processing are 
representing representative. Remodeling image, improving 
image quality, image restoration, image analysis, 
reconstruction of image from projection and compression of 
image in the sphere of image analysis are present in the 
coloring, as well as in the image segmentation. 

The term itself - segmentation of image [1] - is related to 
the group of procedures for dividing an image into regions 
with similar attributes, in order to get more precise process of 
coloring [2]. Two basic ways of segmentation which are made 
from structures of data and transformation, are showed for 
making groups of pixels [3]. Hence, it is always recommended 
to start with the method of finding edges and separating 

regions [1],[3].
After the determination of the regions we use half -

automatic techniques of segmentation: class Haf
transformation and texture segmentation. Proposed methods 
of coloring process the monochrome image using appropriate 
colors so that image primarily shows its existence more 
closely. To achieve desired results, in the process of 
colorization, the user the most often uses one automatic 
technique. In that case application of colors is performed 
without the possibility of maneuvering nuances, which as the 
result has different final solutions using variable applications. 
Scientific contributions to this subject already exist. Welsh [4]
widened the automatic system for color transfer from one 
image to another by changing middle variation of the color on 
the image. Dalmau [5] suggested the colorization method 
based on color application on gray scale image wherewith the 
probabilities of the gray pixel limit values are defined. 
Calculated probability is used for further utilization through 
the linear function where the color is channeled through α-
channel. Levan [6] has perfomed colorization based on 
assumption of the neighboring pixels in time/space. He was 
guided by the probability that pixels with similar intensity 
should have the  same colors. Kumar [7] performs 
colorization based on the color image which is of the similar 
texture as the gray one. Afterwards, similarity measures of the 
texture are calculated and compared. After that the transfer of 
the colors from the colored image to the gray image pixels is 
performed. Kumar [8] has also performed image colorization 
through standard deviations of the data. 

However, independently of the technique that is used, object 
possesses two dimensional values which present the raster of 
image. Data on the image has different values independently 
from the image format itself. Grey tones on the image are 
generated through matrix and appropriate color from the 
palette of color spectrum is gotten that way. By the use of 
function for combining 2D vector graphics with the image of 
the object, extremely big manipulation on the image is not 
allowed. By using  half - automatic coloring we achieve great 
effect , during which function canalling black and white 
patterns through RGB canal is performed. Processing of the 
photos will be achived through algorithm and the result of 
segmentation and coloring of image will be used on the 
original image of Nikola Tesla’s Long Island Laboratory and 
the results will be shown in the conclusion of this work.

Thanks to the long cooperation with the “Nikola Tesla 
Museum” in Belgrade on a project supported by the Ministry 
of Science of the Republic of Serbia, authors had the 
opportunity to work with original photographs that were 
created as part of the Museum heritage. The idea to apply the 
general methods presented in this paper to the original photos 
that were obtained from the Museum proved to be very 
successful, so the Museum participated in the project. 

1 Vladan Vuckovic is with Faculty of Electronic Engineering,
ul.Aleksandra Medvedeva 14, Niš, Serbia, E-mail: 
vladan.vuckovic@elfak.ni.ac.rs
2 Sanja Spasic is PhD student with Faculty of Electronic Engineering,
ul.Aleksandra Medvedeva 14, Niš, Serbia, E-mail: 
sanjadjor@gmail.com
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Nowadays, our recolored Tesla images that are in basic 
presentation setup of Museum in Belgrade. The results of our 
work were evaluated both through the basic setup of the 
Museum which has about visitors 40,000 per year, as well as 
the successful presentations in many international exhibitions 
that saw hundreds of thousands of people. 

The project of the Museum was also the default at the 
World Exhibition in China 2010 at the stand of the Republic 
of Serbia. Precise data about these details may be obtained 
directly from the Nikola Tesla Museum [9].

II. SEGMENTATION

Segmentation is closely related to the process of coloring 
[1]. The term „segmentation“ of the image is related to the 
group of actions for dividing image into regions with similar 
attributes. The attribute which is the most often used is 
lightness with monochrome images or colors with color 
images. Segmentation of image comes from the theory of 
Gestalt psychology which studied the making of the groups of 
pixels according to their shape, similar to the properties of 
human observing. The outcomes of this theory are two basic 
aspects of image segmentation:
Data structure - which is needed for studying the qualities of 
homogenous groups 
Transformations - needed for calculating the quality which 
means two basic kinds of segments are boundaries and 
regions. This way of segmentation is presented graphically by 
the knots, where the pixels are the key and present borders 
(Fig. 1) [3]. 

Fig. 1. Classifying regions by boundary pixels.

 From here the mathematical definition can be extracted: 

Segmentation on of image R is formally defined as separating 
into not overlapping regions Ri , where are i=1,2,3,....,N. is 
metrical, not empty, sets.
If P(Ri) is the indicator of uniform of all elements in set Ri,
end  empty set, then it means: 

= =1  
For each  i and j, for which means  ≠ , valves =
For each i=1,2,..N, must be ( )=1  
For all pairs ≠ , means ( )=0. For each i=1,2,..N, is 
connected region.

This definition is of great importance because according to 
it the division of image at regions according to the similar 
attributes is done, as well as combining of the same (in 
monochrome image: color, lightness, edges, measures for 
textures, etc.) pixels.

Although the segmentation represents the most important 
phase in the image analysis, there was only theoretical base 
for segmentation until nowadays. Most actions of 

segmentation which are accepted in practice have neuron 
character. Apart from this, there is no way for quantitative 
estimation of how good the action of segmentation is. Hence, 
starting points are the basic techniques of segmentation for 
separating (Fig. 2):
Finding the edges- separating the pixels which belong to the 
rims of the objects, 
Separating the regions – separating the whole region is object 
from the background of the joining pixels which lightness is 
below the border of background, and the rest to the object and 
reverse. 

                      

             
Fig. 2. a) Separating edges; b) Separating object from background.

This kind of use of general techniques is simply not 
enough, because it would lead to imprecise process of 
segmentation. Therefore, more precise technique is needed to 
provide more serious results. The process of combining is 
specific and very complex. It is needed to coordinate 
techniques for combining with basic foundation where it is 
applied. Considering that manual colorization process can 
take a long time, and automatically can have unwanted results 
in tuning of colors and impossibility of precise segmentation 
as a result of the damaged photo – the most precise way of 
colorization is semi-automatic colorization. 

III. THE ALGORITHM FOR SEMI-AUTOMATIC 
COLORIZATION

Figure shows data-flow diagram of our new algorithm with 
complete colorization phases (Fig. 3):

Fig. 3. The algorithm for semi-automatic colorization.
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The proposed algorithm consists of the following steps: 

Step 1. Upload an image. 
Step 2. If damages exist, reconstruct damaged regions of the 
image. The reconstruction is performed directly. In that case, 
artificial “cloned” pixels must be generated. The pixel is 
copied from the closest neighboring, healthy pixel, where the 
region’s borders are very helpful in order not to step out from 
the mentioned regions.
Step 3. Image filtering of scab in the picture, haziness, 
turbidity. Filters such as: Dust&Scratches, Fibers and Sharpe,
must be applied. This way the damage of the photo is 
minimized. With the help of this tool, 2D matrix which is 
formed from the basics of the photo is obtained. The product 
of every damaged pixel with the good pixel on the photo is 
summarized, and that way resulting pixels which perceive 
color value of the basic pixel are obtained.  
Step 4. Edge detection - extracting contours of the image.
The edges very often detect important information such as the 
location of a discontinuity among the shades, color and 
texture [10]. Moreover, the edge of the figure represents the 
boundary or contour, where significant changes in some of the 
physical aspects of the image occur, such as surface 
reflections, lighting, or distance to the visible surface of the 
observers. Changes in the physical aspect of the image are 
manifested in the form of changes in the intensity, color and 
structure of the image. These edges enrich information 
that refers to the importance of the object recognition and 
detection of the edges themselves and refers itself to the 
process of identification of sharp discontinuities in the 
analysis.
Step 5. Finding and connecting regions with the same basic 
statistical attributes and marking the region by tagging pixels 
after achieving binary files. The simplest method in this case 
is to join each pixel tags or index segment. There is one more 
effective method, which is found in the fact that the closed 
contour that limits a region is specified, but after that each 
pixel within the contour must be marked.
Step 6. The choice of texture as a basis for the matrix 
colorization of individual objects is done by comparing the 
segmentation method with a threshold. Textures RGB
measures and color histogram are calculated for any pixel in a 
region automatically with following procedures (C++ code):
 
private void panelRed_Paint(object sender, PaintEventArgs e) 
        { 
base.OnPaint(e); 
using (Graphics g = e.Graphics) 
            { 
int[] hist = this.texture.GetRedHistogram(); 
int maxHistValue = this.texture.GetMaxHistValue(); 
this.drawHistogram(g, ((Panel)sender).ClientRectangle, 
Color.FromArgb(255, 0, 0), hist, maxHistValue); 
            } 
        } 
privatevoid panelGreen_Paint(object sender, PaintEventArgs e) 
        { 
base.OnPaint(e); 
using (Graphics g = e.Graphics) 

            { 
int[] hist = this.texture.GetGreenHistogram(); 
int maxHistValue = this.texture.GetMaxHistValue(); 
this.drawHistogram(g, ((Panel)sender).ClientRectangle, 
Color.FromArgb(0, 255, 0), hist, maxHistValue); 
            } 
        } 
privatevoid panelBlue_Paint(object sender, PaintEventArgs e) 
        { 
base.OnPaint(e); 
using (Graphics g = e.Graphics) 
            { 
int[] hist = this.texture.GetBlueHistogram(); 
int maxHistValue = this.texture.GetMaxHistValue(); 
this.drawHistogram(g, ((Panel)sender).ClientRectangle, 
Color.FromArgb(0, 0, 255), hist, maxHistValue); 
            } 
        } 
privatevoid drawHistogram(Graphics g, Rectangle bounds, Color 
color, int[] histogram) 
        { 
for (int i = 0; i < histogram.Length; i++) 
            { 
int height = (int)(0.95f * (float)bounds.Height * histogram[i] / 
this.maxHistValue + 0.5f); 
int width = 3; 
int x = i * (width + 1); 
int y = bounds.Height - height; 
g.FillRectangle(newSolidBrush(color), x, y, width, height); 

Part of the function belonging to this code calculates and 
shows color histogram for the starting texture (separating 
RGB component processing). This algorithm automatically 
tunes the color components of the manually segmented image. 
For the purposes of color pre-tuning for these procedures, we 
use original photo of Tesla’s Long Island Laboratory, front 
view (Fig. 4). This complex, high resolution, original 
grayscale image has all color components that could be use 
further on, for automatic colorization.

Fig. 4. The algorithm for semi-automatic colorization.

Step 7. Arranging the basic photo, the borders of the photo 
are separated and that is the base from which we obtain 
separate regions. After that the color is applied, based on the 
patent texture which we chose for that region. After the 
infliction of the colors, the effects (Multiply, Soft Light, 
Color) are applied because of the authenticity of the image.
Step 8. Upon completion of the question: Are we satisfied 
with image colorization? The process is repeated starting with 
the connecting regions.
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All phases in our proposed algorithm, from original grayscale 
to colored version are shown on standard test image 
(pepper_test) (Fig.5):

Fig. 5. Standard test image processed by the algorithm for semi-
automatic colorization.

Also, there is the deviation using different color 
environments. Mathematical differences (PSNR values) are 
negligible, but in visual form that differences are becoming 
highly visible and that is shown in the Fig. 6 (pepper_test): 

Fig. 6. Comparing of the experimental results of the colored 
images through PSNR values: a) colored image in RGB 

environment; b) colored image in YCbCr environment; c) 
colored image with pattern channeling in RGB environment.

Different experiments show that our method highly depends 
on manual (human) side. Nevertheless, if the operator is 
experienced, algorithm clearly improves technique of the 
colorization, as well as shorter time interval for the image 
processing itself in comparison to other colorization 
techniques. 

IV. CONCLUSION

In this paper we presented hybrid procedure for recoloring 
the original black and white photos. We used original 
procedures and recursive algorithms for segmentation of the 
grayscale 2D images as well as half-manual colorization. First
we performed the photo analysis and did necessary 
reconstruction of the photo based on copied pixels addition. 
After that, in the process of the segmentation, the regions 
were separated and by incorporating procedures the photo was 
prepared for colorization. Then, we chose original patents and 
textures, and with the help of the algorithm shown by pseudo-
code, we implemented those modifications in the colorization 

process. In this way we showed method of coloring in very 
successful way, where the risk of making mistakes is 
decreased, because it decreases modifying between the classes 
of withdrawal. It defines preciseness and exactness which 
should be appropriate to time it dates from. This direction of 
research can further be improved in direction of coloring SBS 
stereo images creating the 3D animation. Based on our 
insights, an automatic animation algorithm can be developed, 
giving life to basic original Tesla’s images. These methods 
contribute preserving legacy which can be used as basic 
foundation for further research.
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The performance of the modified AGC algorithm for the 
quality improvement of low-contrast images

Zoran 1 and 2 

Abstract –The first part of the paper analyzes the AGC 
algorithm for the improvement of the visual quality of low-
contrast images. It has been shown that the quality of images with 
low luminance and low contrast, after AGC correction is good. 
However, the quality of images with high luminance and low 
contrast, after AGC correction is not good. In the second part of 
the paper, the author has modified the AGC algorithm (MAGC) 
to improve the visual quality of high-luminance images. The 
efficiency of the MAGC algorithm was tested experimentally. A 
comparative analysis of the statistical parameters of images 
corrected by the AGC and MAGC algorithms shows the 
effectiveness of the MAGC algorithm. All test images with high 
luminance and low contrast, after being corrected applying the 
MAGC algorithm, can be classified as good quality images (GQ 
images), according to statistical parameters.

Keywords – Gama correction, contrast improvement, AGC 
algorithm. 

I. INTRODUCTION

Digital image processing algorithms can, among other 
things, perform visual image quality improvement. Improved 
image quality includes image corrections, such as: luminance, 
color and saturation correction, sharpness, contrast enhance-
ment, edge and contour emphasizing etc. A number of algo-
rithms have been suggested for improving image contrast [1] - 
[3]. The algorithms are used intensively, where the corrections 
are performed by analyzing the histogram of the image, that is, 
histogram equalization (HE) [4]. HE algorithms have a small 
numerical complexity. However, HE algorithms do not always 
give satisfactory results, because they can cause excessive im-
provement in pixels with luminance intensities that are often 
repeated, which results in a decrease in contrast intensity with 
less frequent occurrence [3]. In order to alleviate the problems 
of excessive increase or decrease in contrast, the following al-
gorithms have been proposed: a) BBHE (bi-histogram equali-
zation algorithms), b) DSIHE (dualistic sub-image histogram 
equalization algorithms) [5], c) MMBEBHE (minimum mean 
brightness error bi-histogram equalization algorithms) [6].

In [7] a simple algorithm which uses image classification as 
well as an appropriate method for each type of image has been 
proposed. The main goal of the proposed algorithm is to trans-
form the image into a visually high-quality image. This is 
achieved by: a) increasing contrast and b) correction of lumi-
nance. The algorithm is based on adaptive gamma correction 
(AGC), where the luminance transform function is dynamically 

determined depending on the input image feature (mean value 
, standard deviation ).
In [8] the performance of the AGC algorithm for correcting 

low-contrast images has been determined. The quality of the 
test image before and after correction with the AGC algorithm 
was tested. The testing was performed by: a) objective and b) 
subjective methods. The objective methods (MSE, PSNR, 
AMBE and SSIM) included a comparative analysis of AGC 
corrected by good quality (GQ) images. In addition, the image 
contrasts were analyzed using the following measures: a) RMS 
(Root-Mean-Square) and b) Ed (Discrete entropy). The subjec-
tive picture quality scores were obtained using the MOS (Mean 
opinion score) method. A detailed analysis has shown that the 
quality of the AGC corrected images of low contrast and low 
luminance is good, while the quality of AGC corrected images 
of low contrast and high luminance is unsatisfactory. 

In this paper, the authors have proposed a modification of the 
AGC algorithm (MAGC algorithm). The modification was per-
formed in the part concerning the correction of high-luminance 
images ( > 0.5) and low contrast ( > 0.1). The MAGC algo-
rithm was described in detail. After that, an experiment was 
performed in order to test the efficiency of AGC and MAGC 
algorithms. An experimental data-base composed of high-lumi-
nance images, = {0.6, 0.7, 0.8, 0.9} and low-contrast images 
 = {0.02, 0.08} was created. The tables and graphs show the 

contrast measures (RMS, Ed) and the measures of comparison 
of MAGC corrected images and GQ images (MSE, PSNR, 
AMBE and SSIM). The detailed analysis of the results indi-
cates the high quality of MAGC corrected images, which, ac-
cording to the values of the statistical parameters ( ), are 
classified as GQ images. 

The paper is further organized as follows: Section II 
describes the AGC and MAGC algorithms; in Section III, the 
experimental results are presented and the comparative analysis 
is performed, Section IV is the conclusion.

II. ALGORITHMS FOR REPAIRING A VISUAL 
QUALITY OF THE IMAGE WITH A SMALL CONTRAST

A. AGC algorithm 

In [7], the AGC algorithm for improving the visual image 
quality has been described. The AGC algorithm, based on the 
image histogram, determines the mean and standard deviation 

-
-

7
-correction:

Iout = c I , where I is a low-contrast image, Iout is -corrected 
image, and c is the transformation parameter. In [9], an 
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experiment is described in which GQ images are determined by 
subjective methods (MOS test). The analysis of statistical 
histogram parameters for GQ images shows
0.1. These results match the results from [7] for high-contrast 
images. 

In [8], the performance of the AGC algorithm has been 
determined using a) objective and b) subjective measures. The 
objective testing was carried out using contrast measures (RMS 
and Ed), as well as the comparative analysis measures (MSE, 
PSNR, AMBE and SSIM). These measures were obtained by 
comparing the tested images with the GQ image. The 
subjective tests were carried out using the MOS test. Fig. 1.a 
presents test image Lena with low contrast (MOS = 1.364) and 
its histogram (fig.1.b) ( = 0.2, = 0.02). By applying the AGC 
algorithm to the test image (fig. 2.a), a corrected image was 
obtained (fig. 1.c), with MOS = 3.29, whose histogram is 
presented in fig. 1.d ( = 0.4943, = 0.1351). According to the 
statistical parameters and MOS scores, it has been concluded 
that the AGC corrected image belongs to the class of GQ 
images. 

a)
b)

c) d)

Fig. 1. a) Dark test image Lena with low contrast, b) histogram, 
c) AGC corrected image, and d) corrected image histogram. 

Fig.2.a shows a bright test image Lena with low contrast 
(MOS = 1.148) and its histogram (fig.2.b) ( = 0.7, = 0.02). 
By applying the AGC algorithm to the test image (fig. 2.a), a 
corrected image was obtained (fig. 2.c), with MOS = 1.034, 

= 0.0216). 
According to the statistical parameters and MOS scores, it has 
been concluded that the image corrected by AGC is poor in 
visual quality, and does not belong to the class of GQ images. 
The results from [8] show that AGC algorithm improved the 
dark images with low contrast very well, while the improvment 
of visual quality for bright, low-contrast images was poor. The 
efficiency, measured by subjective MOS scores, was higher in 
the dark images compared to the bright ones, and this was 
MOSdark / MOSbright = 1.4 times. According to the contrast 
analysis, as one of the objective measures, it could be 
concluded that the efficiency of the AGC algorithm for dark 
images was higher RMSdark / RMSbright = 3.74 times 
compared to the bright images. 

a) b)

c) d)
Fig. 2. a) Bright test image of Lena with low contrast, b) 

histogram, c) AGC corrected image, and d) corrected image 
histogram.

The authors of this paper have modified the AGC algorithm 
(MAGC) to repair the visual quality of the images with low 
contrast and high brightness.

B. MAGC algorithm 

The modified AGC algorithm (MAGC) for visual improve-
ment of the images with low contrasts is realized in the follow-
ing steps: 

Input: IMxN

Output: YMxN

Step 1: Calculating the average brightness:

,
1

1 M N

i j
i j

I
MN

, (1)

Step 2: Calculating the standard deviation:
2

,
1

1 M N

i j
i j

I
MN

, (2)

Step 3: Calculating the -factor depending on the contrast: 
2log , (3)

Step 4: Classifying the I image according to the brightness:

IF μ<0.5

Step 5: Transforming the dark image I:

(1 )
IY

I I
, (4)

ELSE
Step 6: Transforming the bright picture I:

I=1-I, (5)
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I I
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The MAGC modification in relation to the AGC algorithm is 
in step 6 (Eq-s. 5, 6, 7). A detailed verification of the efficiency 
of the MAGC algorithm was performed experimentally. 

III. EXPERIMENTAL RESULTS AND THE ANALYSIS

In order to test the efficiency of the MAGC algorithm for 
improving the visual quality of bright low contrast images, an 
experiment was performed.

A. Experiment

The experiment was realized within an objective quality test-
ing of low-contrast and high-luminance images was done. It 
was shown that the visual quality was increased by: a) AGC [7]
and b) MAGC (Section II.B) algorithms. The visual quality im-
provement involved increasing the image contrast. The quality 
testing of MAGC corrected images was performed using a 
comparative analysis of the contrast measures (RMS and Ed) 
and objective measures (MSE, PSNR, AMBE and SSIM) with 
a) GQ image [9] and b) AGC corrected images [8].

B. Base

A database of the test images was created using the images 
obtained by modifying the luminance and contrast of the origi-
nal image. The original test image Lena was used to create low-
contrast images with high luminosity (μ > 0.5): I1 (μ = 0.9, =
0.02), I2 (μ = 0.9, = 0.08), I3 (μ = 0.8, = 0.02), I4 (μ = 0.8, 

= 0.08), I5 (μ = 0.7, = 0.02), I6 (μ = 0.7, = 0.08), I7 (μ =
0.6, = 0.02) i I8 (μ = 0.6, = 0.08) (Table I).

C. Results

Table I presents the statistical parameters ( ) and contrast 
measures (RMS, Ed) of the test images. Table II presents the 
parameters and contrast measures for the images after applying 
the AGC algorithm [8]. Table III presents the parameters and 
contrast measures for the images after applying the MAGC 
algorithm. The visual effect of applying AGC and MAGC 
algorithms on the test image I5 is presented in fig. 3. Figure 4 
presents the contrast measures RMS (fig. 4a) and Ed (fig. 4b). 
Figure 5 presents the objective measures MSE (fig. 5.a), PSNR 
(fig. 5.b), AMBE (fig. 5.c) and SSIM (fig. 5.d) graphically. 

TABLE I 
STATISTICAL PARAMETERS AND CONTRAST MEASURES OF TEST 

IMAGES. 

Image μ Contrast
RMS Ed

I1 0.9 0.188 4*10-4 4.2382
I2 0.9 0.08 0.0064 5.7216
I3 0.8 0.02 4*10-4 4.2291
I4 0.8 0.08 0.0064 6.1898
I5 0.7 0.02 4*10-4 4.2382
I6 0.7 0.08 0.0064 6.1906
I7 0.6 0.02 4*10-4 4.2291
I8 0.6 0.08 0.0064 6.1898

TABLE II 

STATISTICAL PARAMETERS AND CONTRAST MEASURES OF TEST 
IMAGES AFTER APPLYING AGC ALGORITHM [8].

AGC 
Image

μ Contrast
RMS Ed

Y1 0.5553 0.0692 0.0048 5.9884
Y2 0.7070 0.2230 0.0497 6.7687
Y3 0.2861 0.0401 0.0016 5.2212
Y4 0.4648 0.1640 0.0269 7.1261
Y5 0.1350 0.0216 4.6594*10-4 4.3377
Y6 0.2897 0.1159 0.0134 6.6497
Y7 0.0568 0.0106 1.1172*10-4 3.3653
Y8 0.1687 0.0779 0.0061 6.0793

TABLE III 

STATISTICAL PARAMETERS AND CONTRAST MEASURES OF TEST 
IMAGES AFTER APPLYING MAGC ALGORITHM. 

MAGC 
Image

μ Contrast
RMS Ed

Y1 0.5181 0.2354 0.0554 7.2789
Y2 0.5470 0.3714 0.1380 6.4852
Y3 0.5063 0.1340 0.0180 6.8524
Y4 0.5338 0.2797 0.0783 7.1644
Y5 0.5027 0.0919 0.0084 6.3952
Y6 0.5191 0.2161 0.0467 7.2841
Y7 0.5003 0.0700 0.0049 6.0001
Y8 0.5053 0.1751 0.0307 7.2307

a) I5 b) AGC I5 c)MAGC I5

Fig. 3. Examples of images from the test base (I5): a) the original 
image, b) the image after AGC correction, and c) the image after 

MAGC correction.

a) b)
Fig. 4. Contrast measures: a) RMS and b) Ed.

a) b)
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c) d)
Fig. 5. Objective measures of the image quality: a) MSE, b) 

PSNR, c) AMBE and d) SSIM.

D. Analysis of the results

According to the results presented in Tables I, II and III and 
in Fig. 6 and 7, it has been concluded that:

1. for bright images (μ > 0.5, = 0.02 the increase of the 
objective parameters in the test images after applying MAGC 
algorithm: a) μ 0.25 / 0.0068 = 36.7647, b) 0.1328 /
0.02 = 6.64, c) MSE 0.1028 / 0.0071 = 14.4789, d) PSNR 

10.6229 / 22.4012 = 0.4742, e) AMBE 0.2506 /0.0075 =
33.622, f) SSIM 0.6119 /0.9125 =0.6706, g) RMS 
4.0000*10-04 /0.0217 = 0.0185 i h) Ed 4.2336 / 6.6316=
0.6384 times, 

2. for bright images  > 0.5, = 0.02) the increase of the 
objective parameters after applying MAGC algorithm in 
relation to the applying of AGC [8] algorithm: μ 0.2693 /
0.0068 = 39.015, b) 0.1328 / 0.0354 = 3.7514, c), MSE 
0.1174 / 0.0071 = 16.5352, d) PSNR 10.9832 /22.4012 =
0.4903, e) AMBE 0.2691 / 0.0075 = 35.88, f) SSIM 
0.5015 / 0.9125 = 0.5496, g) RMS 0.0017 / 0.0217 = 0.0783
i h) Ed 4.7282 / 6.6316 = 0.71298 times, 

3 for bright images (μ > 0.5, = 0.08) the increase of the 
objective parameters in the test images after applying MAGC 
algorithm: a) μ 0.25 / 0.0263 = 9.5057, b) 0.2606 / 0.08 
= 3.257, c) MSE 0.0865 / 0.0143 = 6.0489, d) PSNR 
11.7980 / 23.6075 = 0.4998, e) AMBE 0.2506 / 0.0269 = 
9.3073, f) SSIM 0.7807 /0.8877 =0.8795, g) RMS 0.0064 
/ 0.0734= 0.0872 i h) Ed 6.0730 / 7.0411 = 0.8625 times, 

4. for bright images (μ > 0.5, = 0.08) the increase of the 
objective parameters after applying MAGC algorithm in 
relation to the applying of AGC [8] algorithm: a) μ 0.0199 /
0.0263 = 0.0757, b) 0.2606 /0.1452 = 1.7948, c), MSE 

0.0547 /0.0143 = 3.8252, d) PSNR 15.4755 / 23.6075
=0.6555, e) AMBE 0.1956 / 0.0269 = 7.2714, f) SSIM 
0.8030 / 0.8877 =0.9046, g) RMS 0.0240 / 0.0734 = 0.32697
i h) Ed 6.6559 / 7.0411 = 0.94529 times. 

The obtained results indicate the high efficiency of the 
MAGC algorithm in relation to the AGC algorithm.

IV. CONCLUSION

The paper has been described the AGC algorithm for im-
proving the quality of images with low contrast. A detailed 
analysis has shown that the quality of AGC corrected dark im-
ages with low contrast are of good quality, and that they can be 
classified as GQ images. However, the quality of the corrected 
bright images with low contrast is of unsatisfactory quality. The 
authors suggested the MAGC algorithm obtained by modifying 
the AGC algorithm. The experimental analysis of the applica-
tion of the MAGC algorithm on the base of the high-brightness 
and low-contrast test images, showed that the visual quality of 
all images from the base, after MAGC correction, was excel-
lent. According to the statistical contrast measures (RMS and 
Ed) and comparisons with GQ images (MSE, PSNR, AMBE 
and SSIM), the MAGC corrected images can be classified as 
GQ images. 
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Robustness of the SD watermarking algorithm for γ-
corrected images with superimposed Gaussian noise

Bojan Prlinčević1 and Zoran Milivojević2 

Abstract –First part of the paper describes the algorithm for γ-
correction,  algorithm for superposition of Gaussian noise and the 
algorithm for inserting a watermark based on Schur 
decomposition (SD algorithm). In the second part of the paper, an 
experiment was described in which the insertion and extraction of 
the digital watermark in the image was performed. Gaussian noise 
is superposed to watermarked image, after which it is deformed 
by a change in contrast using an γ-correction algorithm. The γ 
coefficient is varied in range γ = 0.25 ÷ 4. A watermark is extracted 
from the γ-corrected image. The quality control of an extracted 
watermark was performed using objective quality measure-MSE, 
and a visual comparison of the extracted and original watermark. 

Keywords – Schur decomposition, SD algorithm, γ-correction,
Gaussian noise, watermark.

I. INTRODUCTION

The widespread use of digital media makes it possible to 
manipulate the images. Image manipulation (filtering, contrast 
changes, re-scaling ...) are used to improve visual image quality 
[1]. The most widespread image manipulation known as γ-
correction or γ-transformation is used to change the contrast of 
the image and is determined by a single parameter [2]. On other 
side manipulation with the images can lead to damages which 
are caused by noise. In the process of digital image processing 
(transmission, acquisition, equipment characteristic ...) images 
can be corrupted with Impulse noise and Gaussian (AWGN) 
noise [2], [3]. Salt and pepper replaces certain pixel images with 
random values. The AWGN, affects on the entire set of pixels 
of an image. AWGN noise afects pixels randomly between the 
minimum and the maximum value of the pixel [4], resulting in 
the fact that the image looks hazy and blurred. At small noise 
densities of AWGN, the image restoration can be satisfactorily 
corrected with gamma correction.

In the process of digital image processing, another very 
important feature is the protection of copyrights. Copyright 
protection is best done by invisible watermarks. An invisible 
watermark is inserted into the image  in order not to destroy
visual characteristics of the image and may be later extracted for 
the purpose of proving copyrights [5], [6]. The imperfection of 
invisible watermark is that they can be insufficiently robust and 
resistant to disturbances. 

The authors of this paper set the question: How does γ-
correction affect an extracted watermark, from a noised (with 
AWGN) watermarked image? In order to obtain the answer, 
authors conducted an experiment in which: a) a good quality 
(GQ) image [7] was formed, b) watermark (with the SD 
algorithm [8], [9], [10]) in GQ image was inserted, c) Gaussian 
noise with SNR = [10:2:30] on the watermarked image was 
superimposed, d) watermarked image was deformed by contrast 
change using γ-correction (γ = 0.25 ÷ 4) [11 ], [12], and e) 
watermark was extracted  and its quality checked. The quality 
of the extracted watermark was checked using objective 
measurements of the quality: Mean Square Error (MSE), as well 
as visual comparison of the extracted and original watermark. 

The paper is organized in the following way. Section II 
describes: SD algorithm for inserting and extracting watermark 
and algorithms for γ-correction and superposition of Gaussian 
noise. Section III describes an experiment. Section IV presents 
results and analysis of the results. Section V is a conclusion.

II. ALGORITHMS

The SD algorithm based on Schur decomposition [9], [13] 
was used for inserting a digital watermark. The algorithm is 
executed in the next steps: 

Input: original image AM×N, binary watermark WMz×Nz , block 
dimensions Mb × Nb. 

Output: watermarked image XW. 
Step 1: Original matrix is divided on X × Y blocks, HMb×Nb,
where / bX M M  and / bY N N . 
Step 2: Applying Schur decomposition on blocks H: 

, , , ,
T

i j i j i j i jH U D U

where U is unitary matrix, D upper triangular matrix and
1 / bi M M  and 1 / bj N N .
Step 3: The elements u2,1 and u3,1 in each block of matrix U are 
modified in order to obtain a modified block U'', according to 
the information about the embedded binary watermark W. The 
insertion of the digital watermark is performed in accordance 
with the rule shown in (2) and (3), by modifying the elements 
u2,1 and u3,1: 

if 2,1 2,1
,

3,1 3,1

' ( ) ( / 2)
1,

' ( ) ( / 2)
avg

i j
avg

u sign u U T
w

u sign u U T

if 2,1 2,1
,

3,1 3,1

' ( ) ( / 2)
0,

' ( ) ( / 2)
avg

i j
avg

u sign u U T
w

u sign u U T
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where sign(x) denotes sign of x, and 2,1 3,1( ) / 2avgU u u , x
denotes absolute value of x. 
Step 4: Reconstruction of the block with inserted watermark: 

' '
, , , ,

T
i j i j i j i jH U D U

Step 5: Forming watermarked image Aw from blocks H'. 
SD algorithm for watermark extraction is performed in 

following steps: 
Input: watermarked image Aw, blocks dimensions Mb × Nb. 
Output: Reconstructed binary watermark W'Mz×Nz. 

Step 1: Matrix (Aw) dividing is performed on X × Y blocks, 
H'Mb×Nb, where / bX M M  and / bY N N . 
Step 2: Applying Schur decomposition on blocks H': 

' ' ' '
, , , ,( )T

i j i j i j i jH U D U

where U' denotes unitary matrix, D' upper triangular matrix and 
1 / bi M M  and 1 / bj N N . 
Step 3: Extracting one bit, bw', of watermark from matrix D':

2,1 3,1

,

2,1 3,1

0, ' '
'

1, ' '
i j

if u u
w

if u u

Step 4: Forming watermark W' from extracted bits wi,j'.
Deforming image, by changing the contrast, using γ-

correction by doing γ-transformation of an image, to the desired 
mean luminance value μ.

A A

where А denotes original image and Аγ denotes γ-corrected 
image.

Gaussian noise is superimposed to the image: 

  ( , ), *i jN i jA A N

where А-denotes original image and АN-image with 
superimposed Gaussian noise, N- denotes Gaussian noise and -
variance.

III. EXPERIMENTAL RESULTS AND ANALYSIS 

A. Experiment 
For the purpose of testing the effect of  γ-correction on the 

digital watermark inserted using SD algorithm, the following 
experiment is performed: 
Step 1: On the original image A γ-correction is applied so as to 
obtain: a) A0.5 - GQ image, (μ = 0.5); b) A0.25 - darken image, (μ
= 0.25); and c) A0.75 - lighten image, (μ = 0.75).
Step 2: Image with the watermark Aw is obtained as it is in 
original image A, which is divided onto blocks Mb × Nb = 4 × 4, 
applying Schur decomposition inserted binary watermark W,
dimensions Mw × Nw = 128 × 128, with insertion coefficient T.
In every block one bit of the watermark is inserted.  

Step 3: Gaussian noise (SNR=[10:2:30]) is superimposed to the 
image with inserted digital watermark WA ,  

Step 4: Watermarked image WA is γ-corrected, with γ-
coefficient varied in range 0.25 ÷ 4. The watermarked γ-
corrected image is obtained WA .  

Step 5: Watermark eW  is extracted from γ-corrected image  

WA . 

As a quality measure of extracted watermark,  a visual 
comparison of the extracted watermark  and original watermark, 
and MSE are used:

2

ij ij
ij

x y
MSE

M N
9

where: ijx , ijy , i,j-the pixel of original and proceeded elements 
of the image, M × N-dimensions of the image, d - maximal 
value of pixel. 

Images Lena, Girl and Babon dimensions (512 × 512), fig. 1-
a,b,c are used in experiment. As watermark is used image fig. 1-
d dimension (128 × 128). The velues of coefficient insertion are 
varied, T = {0.0025, 0.005, 0.0075, 0.01, 0.015, 0.02, 0.025, 
0.03}. 

a) b)

c) d)

B. Results 
Appearance of the GQ image after watermark insertion (T =

0.01) and superimposed noise with SNR={12, 18, 24, 30} is 
shown in fig. 2.

Fig. 1. Images used in the paper: a) Lena, b) Girl, c) Baboon and d) 
Watermark
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Fig. 3 shows appearance of extracted watermark, from the 
image in which it is inserted with  T = 0.01 (averaged for all 
values of γ-coefficient) and: a) μ = 0.25 and SNR= 18 dB, b) μ 
= 0.25 and SNR= 24 dB, c) μ = 0.5 and SNR= 18 dB, d) μ = 0.5 
and SNR= 24 dB, e) μ = 0.75 and SNR= 18 dB, f) μ = 0.75 and 
SNR= 24 dB. Fig. 4. shows diagram for MSE, for watermark 
extracted from images, for different levels of luminance μ =
{0.25, 0.5, 0.75}, depending on SNR (T = 0.01). Fig. 5. shows 
diagram for MSE for extracted watermark depending on γ-
coefficient (T=0.01, μ = 0.5) for value of SNR={12, 18, 24, 30}. 
Fig. 6. shows diagram for MSE for extracted watermark 
depending on SNR, for three levels of insertion coefficient  
T = {0.0025, 0.01, 0.025} (averaged for all values of γ-
coefficient).

a) b)

c) d)

a) b)

c) d)

e) f)

Fig. 2. Appearance of images after inserting digital watermark 
(in GQ image, μ = 0.5 and T=0.01) and superimposing Gaussian 

noise with: a) SNR= 12 dB, b) SNR= 18 dB, c) SNR= 24 dB,
and d) SNR= 30 dB.

Fig. 3. Appearance of extracted watermark from image Lena (T =
0.01) for: a) μ = 0.25 and SNR= 18 dB, b) μ = 0.25 and SNR= 24 dB,
c) μ = 0.5 and SNR= 18 dB, d) μ = 0.5 and SNR= 24 dB, e) μ = 0.75 

and SNR= 18 dB, f) μ = 0.75 and SNR= 24 dB.

Fig. 4. The MSE of extracted watermark depending of value of SNR
for different values of luminance μ (T = 0.01).

171

Ohrid, North Macedonia, 27-29 June 2019



C. Analysis
Based on the results shown in fig. 3 and the diagrams shown 

in figs. 4 - 6. it can be concluded that: 
a) The watermark extracted (inserted with T = 0.01), from 

image with luminance μ = 0.75 is with the best appearance.
When value of SNR increases, the quality of  extracted 
watermark rises.  When ratio of the SNR = 30 dB, the extracted 
watermark is with the best quality. The extracted watermark is 
visible at SNR = 18 dB (Fig. 3); 

b) The MSE of extracted watermark (inserted with T = 0.01) 
has the smallest image value with luminance μ = 0.75 (lighted 
image) (fig. 4.); 

c) The MSE of extracted watermark (inserted with T = 0.01)
has the smallest image value when SNR = 30 dB. The influence 
of γ-correction on the MSE extracted watermark is decreasing 
with decreasing of SNR value. For value SNR < 18 dB influence 
of γ-correction on the quality of extracted watermark is 
negligible (fig. 5.); 

d) The MSE of extracted watermark proportionally decreases 
with increasing insertion coefficient T (fig. 6.). 

IV. CONCLUSION 

In this paper testing of influence of the γ-correction on the 
extracted digital watermark which is inserted in the image is 
performed, applying SD algorithm, to which Gaussian noise is 
superimposed. Based on the detailed analysis of the results 
obtained from the experiment it can be concluded that extracted 
watermark from the noised image (Gaussian noise) can be 
visible when value of SNR > 18 dB. Extracted digital 
watermark from the noised image (Gaussian noise) is with better 
visible appearance after extraction from image which is 
preprocessed, to be lighten, and luminance set on value μ = 0.75. 
With the increasing ratio of SNR quality of extracted watermark 
is getting more visible, and MSE is decreasing with increasing 
value of SNR. With the increase of insertion coefficient quality 
of extracted watermark is getting better and proportionally 
increases with increasing value of SNR. Based on the above
stated it can be concluded that Gaussian noise with relatively 
small value of SNR significantly influences the quality of 
extracted watermark. 
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Modifying a Kinect v2 sensor to be able to connect to a 
Windows PC without the use of a Microsoft OEM adapter 

Ivaylo Vladimirov1, Desislava Nikolova2 and Zornitsa Terneva3

Abstract – This document gives the steps and procedure for 
modifying a Kinect v2 sensor in order to connect to a USB port 
on a Windows Personal Computer without using the official 
Microsoft OEM adapter. For this adaptation, the following items 
have been used: Kinect v2, Power supply adapter, F144 DC 
chassis jack, USB 3.0 cable type A-B, single conductor cable and 
a soldering iron. The idea behind this alteration is to find an 
alternative form to conjoin Kinect and PC after the not so recent 
announcement that Microsoft has discontinued the 
manufacturing of Kinect v2 adapters.

Keywords – Kinect v2 Sensor, Modification, Microsoft OEM 
adapter, USB 3.0 cable type A-B, Power supply adapter, F144 DC 
chassis jack.

I. INTRODUCTION

The Kinect device is a motion-sensing sensor made by 
Microsoft as an accessory for the Xbox gaming console, but it 
also works with PCs. The various cameras and sensors that the 
Kinect has, enable it to sense movement just as well in the 
dark as to when it is well lit. It’s due to the 3 constantly 
illuminating infra-red projectors emitting over the observed 
scene [1] [2]. 

The first sensor is an RGB camera that is able to capture full 
HD quality images up to resolutions of 1920 x 1080 p [1].  

The second one is an infrared depth camera that unlike the 
color camera sees information in the 3-Dimensional plane, It 
has a resolution of 512 × 424 pixels and can sense high 
fidelity depth information using infrared sensors and recreate a 
3-D view of what the Kinect senses [1]. The Kinect uses this 
information to perform body tracking from the depth data that 
it captures. It is smart enough to track up to six people with 25 
joints on each person [3]. This information can then be used in 
applications that require human body interactions for example 
in healthcare applications for physical therapy, or in 
interactive games [4]. 

The third and last sensor is a microphone array consisting of 
four microphones. If a person wants to interact with the 
device, using his voice the array detects the direction of the 
sound source and amplifies the sound from one direction while 
suppressing the noise coming from other directions. Another 
use of these microphones is to find the location of a person 
and estimate his/her coordinates [5].  

II. THE PROBLEM 

The usage of the Kinect sensor has progressed way beyond 
conventional methods when it was only used to make 
applications and games solely for the Xbox console. The 
introduction of the Kinect to the PC platform by Microsoft in 
2011 and the release of the software development kit (SDK), 
paved the way for developers to start thinking out of the box 
to create more interesting, innovative and ground-breaking 
ways to use the sensor [1]. 

Today, many businesses and education institutions have 
taken on the challenge of experimenting and implementing 
Kinect driven systems into their business processes, projects 
and work, in order to overcome certain barriers and pave the 
way for new developments, innovations and inventions [6].  

The adapter (fig.1) consists of two main components: the 
USB adapter itself and the power supply. The USB adapter is 
a 1.0 by 1.6 by 3.4 inch black block. It has a Kinect port on 
one end and an USB 3.0 type B and power ports on the other.
The Kinect plugs into the Kinect port, and the USB port 
connects via the included USB 3.0 B-to-A cable to the PC or 
Xbox One S. The separate 1.0 by 2.0 by 3.4 inch power supply 
plugs into the power connector with its own attached cable, 
and the included power cable connects that to any power 
outlet [7]. 

But in April 2015 Microsoft decided to stop manufacturing 
Kinects v2 sensors [8] and respectively in October 2017 - their 
adapters. The Kinect adaptor is already out of stock at almost 
every major retailer, leaving users still hoping to use a Kinect 
at the mercy of the second-hand market, where the adapter 
runs for between $150 to $300, making it an incredibly 
expensive proposition for anyone hoping to pick up a Kinect 
for their Xbox One or ever make use of one currently 
collecting dust in a closet [9]. 

Fig.1 Diagram showing how to connect the adapter. 

And so, with Microsoft’s official confirmation on stopping 
the production of Kinect Adaptors, it seems that it’s time to 
close the book on the motion gaming era once and for all - at 
least until someone tries to resurrect the idea [9]. 
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III. THE SOLUTION

The decision of Microsoft Corporation resulted in us trying 
to find a way to connect a Kinect device to a PC without an 
original OEM adapter. After an initial research [10] [11] [12] 
we decided to modify the Kinect sensor using a USB 3.0 Type 
A-B cable, where the Type A connector is for the attachment 
to the PC and the Type B is for the Kinect and a DC power 
supply adapter 12V/3A with a F138N DC PLUG 2.5x5.5. See 
figure 2 for a general scheme of the modification. 

Fig.2 Diagram showing our solution. 

The power supply was needed to be soldered via a soldering 
iron to two pins on the printed circuit board – the ground 
(GND) and the +12V pin. Figure 3 presents the theoretical 
approach on the left and the practically realized one on the 
right.  

Fig.3 Connection schemes for the power supply. 

Another adaptation that needs to be made is the addition of 
an F144 DC chassis jack. This jack gives the power supply the 
capability to be easily removed or plugged in and also makes 
the Kinect sensor more mobile in case of a need for a repair or 
just to be moved. The position of the F144 connector is secure, 
safe and it doesn’t touch the protective screen. Figure 3 shows: 
on the left – the F144 jack before installation; in the middle –
a view of the connector from the inside-out; on the right – the 
jack after its installation on the Kinect chassis. 

Fig.4 The F144 DC chassis jack

The result of the whole process is presented on figure 4. 

IV. CONCLUSION

The given solution is not only time effective but it also 
saves money, the prices of the used parts in dollars are: USB 
3.0 cable - 9$, power supply adapter - 10$, F144 jack - 1$. 
When comparing the total price with the price of an OEM 
adaptor (20$ to about 100$), we can see that the reduction of 
the cost is about 80%. The device is tested and no problems 
have been found. 

Fig.5 The final result of the modification 
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A Non-asymptotic Space Complexity of a Backtracking 
Algorithm for the N-queens Problem

Adrijan Bozinovski1 and Stevo Bozinovski2 

Abstract –The paper explores a space complexity function for a
backtracking algorithm solving the N-queens problem in 
embedded applications where application memory is limited. In 
such a case it is necessary to plan the needed memory space  and 
to observe the space complexity function in some input domain. 
In this paper the detailed space complexity analysis is provided 
for N < 40.

Keywords – space complexity, back-tracking algorithm, N-
queens problem. 

I. INTRODUCTION

Backtracking algorithms are one of the solutions of the 
constraint satisfaction problem [1]. Such an algorithm 
searches for a path in a tree, keeping in memory unexplored 
promising segments of paths. This raises a question of 
memory requirements, known as the space complexity 
problem, which is the focus of this paper. Using a 
backtracking algorithm for solving a problem is a standard 
approach in the theory of algorithms [2] and Artificial 
Intelligence [3], in cases when no information is given about 
the tree to be searched. Basically it uses a generate-and-test 
method, in which a tree expansion routine generates the next 
set of promising nodes, and a tester routine tests them for 
constraint satisfaction.  The backtracking class of algorithms 
has been studied since the 1960's [4] and basic techniques are 
well known[5][6]. A backtracking algorithm has exponential 
worst-case time complexity, but there are studies showing that 
under certain conditions their average time complexity may 
not be exponential [7][8]    

Space complexity of a backtracking algorithm has attracted 
less attention than time complexity. Newer theoretical 
reasoning has pointed out that space complexity is possibly 
polynomial [1]. That points out possibility of using such an 
algorithm in embedded applications where application 
memory is limited. Usually those applications require best-
approximation rather than worst-case asymptotic 
approximation of needed space.  

A prominent example of a problem which is being solved 
using a backtracking algorithm is the N non-attacking queens, 
in short the N-queens problem The N-queens problem is 
stated as: given a NxN chessboard, arrange N queens such that 
they do not attack each other . The problem has long history, 
starting in 1850 as a chess problem [9][10].

The N-queens problem is a benchmark problem and is used 
to test various types of algorithms. Among many approaches 
and applications let us mention  integer programming [11], 
multitasking programming [12], linear congruence equations 
[13], dynamic programming [14], genetic algorithms [15], 
neural networks [16] and deductive database [17]. Currently, 
fast search algorithms in polynomial time are known for large 
N [18][19]. 

Bactracking can be considered as an operation defined over 
tree objects. Other operation are search, traversing, etc, many 
of the described in literature (e.g., [20]). Recently new 
operations on trees such as the Binary Roll Tree [21-24] have 
been proposed.  

The solutions of the N-queens problem produce a particular 
pattern on a NxN matrix.  An example of an N-queens pattern 
for N = 26 is given in Fig. 1 [25]. 

Fig. 1. An N-queens pattern for N=26

There are two variants of the problem: existence variant, in 
which only one solution is sufficient, and optimization 
variant, in which all feasible solutions need to be found and 
the optimal one to be chosen according to some optimality 
criterion. The numbers of solutions of the optimization variant 
for a given N are known, and for the first 10 values of N they 
are 1, 0, 0, 2, 10, 4, 40, 92, 352, 724 respectively. The 
numbers grow exponentially and for N=23 the number of 
possible solutions is over 24 trillion. Since the space 
complexity is the focus of this paper, the existence variant of 
the problem will be explored. 

A. Scope of the Paper 

This paper assumes an embedded system which has limited 
memory space for an application that runs a backtracking 
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algorithm solving an N-queens type of problem. Since the 
memory is limited, we explore the space complexity for N  < 
Nlimit , in our case Nlimit=40. Nlimit  will depend on particular 
capacity of a embedded system. 

II. METHODOLOGY

Firstly we provide a terminology that is we use in our 
research and we believe useful for both educational and 
research purposes.  

A current path in a tree is a string of nodes passed up to 
the current node; 

A promising path is the one whose last node is promising; 
A node is promising if it can produce a next feasible 

node; 
A feasible node is one that satisfies some constraints; 
Given N, the promising path of length k is a string 

e[1]e[2]...e[k] where e[k] is a feasible node; 
The promising path can be extended (toward a possible 

solution) or shortened (backtracked to a previous feasible 
path); 

If k = N, a solution path of the problem has been found.  

Our approach is to look for polynomial bounds for a limited 
N, rather than finding asymptotic complexity for an unlimited 
N.  

In a space complexity analysis the crucial issue is what 
should be kept in memory. For a backtracking algorithm it is 
the set of all promising paths. A promising path should be 
kept in memory either until it is explored or until a solution is 
found. A promising path in a search tree of the N-queens 
problem can be represented in various ways, and we used a 
string representation. For keeping in memory all the 
promising paths we used a stack data structure. The stack data 
structure is chosen because it implicitly resolves the issue of 
which promising path will be explored next – it is the one on 
the top of the stack.  

The Java program written for this research is based on the 
following pseudocode:  

Non-recursive backtrack algorithm: 
 input N 
 expand the parent node 
 obtain the first N successor nodes 
 stack them in reverse order 
 repeat 

pop a node from the stack 
expand and test the expanded node 

  if(feasible AND solution_length=N)  
   then solution found, print it 
  if(feasible) push it into stack  
 until empty stack 

The solution is represented as a string which grows in 
length (solution-length) as the procedure progresses. At each 
step, a new element is appended from a set of possible 
expansions. The expansion set is tested for feasibility, and, if a 
node is not feasible, its subtree is pruned and the next element 
of the expansion set is considered. The length of the final 

solution is known to be N, and, once N is achieved, a test for a 
possible solution gives a solution of the problem. 

III. RESULTS

In our experimental research, we defined a space 
complexity function SpaceQns(N), as the length of the stack 
upon finding a solution to the N-queens problem. The values 
of SpaceQns(N) for N < 40, alongside the values of the 
functions N2, 2N2, and 3N2, are shown on Fig. 2. 

Fig. 2. Space complexity function SpaceQns(N) in range N <40. 

More detailed observation gives the following description 
of space complexity of the N-queens problem, as represented 
by the SpaceQns(N) function: 

  ≥ N2, N > 17,  i.e. Ω(SpaceQns(N)) = N2

SpaceQns(N)     
  ≤ 3N2, 4<N<N3, i.e. O(SpaceQns(N))= 3N2

where  N3 = min{N | SpaceQns(N) ≥ 3N2} is the point  when  
SpaceQns(N)  passes the 3N2 bound. The value N3 is larger 
than 40 and is outside our research scope, limited to N < 40. 
Within the experimental range of 1<N<40, it can be seen that 
Ω(SpaceQns(N)) = N2 (since SpaceQns(N) > N2 for the entire 
range) and O(SpaceQns(N)) = N2 (since SpaceQns(N) < 3N2

for the entire range), which then leads to the conclusion that 
Θ(SpaceQns(N)) = N2 (as per [27]), i.e., the space complexity 
of the backtracking algorithm for solving the N-queens 
problem is tightly quadratic. On Fig. 2 it can be seen that the 
SpaceQns(N) function can be approximated with the function 
2N2.

IV. CONCLUSION

The paper provides a definition of terms used in backtrack 
programming and uses those terms in an experimental 
investigation on space complexity of a backtracking algorithm 
for solving N-queens problems. The scope of solution is 
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considered for N < 40, which is a non-asymptotic case, a case 
oriented toward an application of an embedded system.  

The experimental investigation shows that in that scope the 
space complexity is a quadratic function, more specifically it 
can be approximated with the function 2N2. A more detailed 
observation in various segments of N < 40 is also provided. A 
precise knowledge for space complexity function (in terms of 
2N2 rather than O(N2)) is especially needed in embedded 
applications, where memory management is part of 
application design.  
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Efficient Bentness Testing for Cryptographic Function 
using Statistical Analysis of Binary Functions 

Miloš 1 

Abstract – Bent functions are special set of cryptographic 
binary functions. These functions make very small subset of the 
total number of bent functions, especially for large number of 
variables. There is no a formal method for construction of bent 
functions. Therefore, methods for construction of bent functions 
are obtained by using the discovery of bent functions within a 
group of functions. Testing of bentness across a group of 
functions, even for small numbers of variables, requires a lot of 
processing time. Thus, this paper proposes an efficient method 
for bentness testing of binary functions using statistical analysis 
of binary functions. The standard method for bentness testing is 
based on the usage of the fast Walsh transform calculations. This 
method uses conditional testing of the initial set of particular 
Walsh coefficients. In this paper, the selection of coefficients for 
conditional testing is determined using statistical analysis of 
binary functions. Experimental results showed that the proposed 
method can be efficiently used for bentness testing for the 
functions of 6 to 10 variables. 
 

Keywords – Cryptography, binary function, bent, Walsh 
transform, statistical method.   

I. INTRODUCTION 

Bent functions are binary functions with extreme 
nonlinearity properties. They are actively studied in 
cryptography, logic synthesis, switching theory, coding theory, 
and other areas. They become very important for their 
intensive applications in cryptography. 

Bent functions have specific properties and various 
characterizations. They ensure the cryptographic effectiveness 
and they can resist to various cryptanalysis attacks. They exist 
only for the even number of variables. There is no a precise 
general definition of the structure of bent functions. Also, there 
is no a formal method for construction of all bent functions. 
Thus, during recent years, it has been developed a lot of 
methods for construction subsets of bent functions that have 
particular properties. The most known methods for 
construction of bent functions are based on applying 
combinatorial, algebraic and permutation methods. For 
example, combinatorial construction methods are Maiorana-
McFarland, partial spreads, Dobbertin, iterative constructions, 
and etc [1]. The most widely known algebraic constructions 
are monomial bent functions in the Kasami, Gold, Dillon and 
Canteaut-Leander case, hyper bent functions, Niho bent 
functions, and etc [2]. The permutations construction methods 
describes how new bent functions can be obtained from a 
known bent function, for example in [3].  

However, bent functions obtained in this way constitute a 
small subset of all bent functions, especially for large number 

of variables [4]. Further, the subsets of bent function generated 
by proposed deterministic methods do not provide any, for 
example, cryptographic quality to constructed bent functions. 

In cryptographic applications, bent functions need to be non-
deterministic. Therefore, bent functions are determined by 
using a discovery of random bent functions, but the searching 
time may become prohibitively large when the number of 
variables is greater than approximately 12. The existing 
methods are mainly focused on the reduction of the searching 
time [5]. 

The most common characterization of bent functions is the 
equal absolute values of all coefficients of their Walsh spectra. 
All coefficients has the absolute value 2/2n  [1]. 

 Testing of all Walsh coefficients requires computation of 
all n2 coefficients and related comparisons. This computation, 
even for small numbers of variables, requires a lot of 
processing time. Consequently, the number of n-variable 
Boolean bent functions is known only for n  [4]. The general 
number of bent functions is an open problem. Note that, the 
number of Bent functions increases rapidly with increasing n. 
Thus, before testing of all Walsh coefficients, the method for 
bentness testing uses conditional testing of the initial set of 
particular Walsh coefficients. This initial set of Walsh 
coefficients usually includes: the first, second, and middle 
element of the Walsh spectrum. 

The efficiency of using conditional testing for particular 
Walsh coefficients depends on the structure of binary function 
for which the Walsh spectrum will be calculated. Therefore, in 
this paper it is proposed an efficient method for bentness 
testing of binary functions using statistical analysis of binary 
functions. The statistical analysis of binary functions shows 
the most efficient selection of the Walsh coefficients for 
conditional bentness testing. The statistical method is based 
on the counting of how many times a particular Walsh 
coefficient of binary n-variable non-bent functions has the 
absolute value 2/2n . For the binary functions of many 
variables, statistical analysis can be applied on the set of 1 
million of functions that satisfied bent criteria. The most 
common bent criteria is restriction of binary function in the 
spectral Reed-Muller domain, Since the algebraic degree of an 
n-variable bent function is less or equal to n/2, the number of 
non-zero elements of Reed-Muller spectrum vector is limited 
and their positions also in the spectrum vector are restricted. 
Thus, proposed method uses computation of the fast Reed-
Muller transform and the computation of the fast Walsh 
transform. 

These statistical results indicate that there is statistically 
significant relationship between the selection of the Walsh 
coefficients for conditional bentness testing and efficiency of 
bentness testing. Experimental results showed that the 
proposed method can be efficiently used for bentness testing 
for the functions of 6 to 10 variables. 
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II. PRELIMINARIES  

The Reed-Muller transform [6] represents an important 
operator for obtaining AND-EXOR expressions of binary 
functions. The Reed-Muller transform matrix of order n, 
denoted by )(nR , is defined recursively as:  

11
01

)1(  ),1()(
1

RRnR
n

i
.  (1) 

The Walsh transform [6] is based on a set of orthogonal 
functions defined by J. L. Walsh which are an extension of a 
set of functions defined by H. Rademacher. Analogously to 
previous transforms, the Walsh transform matrix of order n in 
Hadamard ordering, denoted by )(nW , is defined as:  

11
11

)1(  ),1()(
1

WWnW
n

i
.  (2) 

The spectrum of a binary function f given by truth vector 
TnfffF )12()1(),0( ,, is computed as:  

FnTS f )( ,   (3) 
where T(n) is any of the three matrices R(n), or W(n), with 
computations performed in GF(2) for the Reed-Muller 
transform, and in the set of rational numbers for the Walsh 
transforms.  

A binary function ),...,,( 21 nxxxf  in )1,1( encoding is 
called bent if all Walsh coefficients in vector WfS ,  have the 

same absolute value 2/2n [1].  
Algebraic degree of bent functions ),...,,( 21 nxxxf  in Reed-

Muller spectral domain is at most
2
n for 2n [2].  

Walsh transform [6] is an important mathematical tool for 
the analysis of Boolean functions. It can be shown that with 

)1,1( encoding of Boolean function values, the Walsh 

coefficients are even integers in the range n2  to n2 . Since 
the first row of )(nW  is equal to constant 1, conditional 
bentness testing requres calculation of the first Walsh 
coefficient )0(,wfS  expressed as:  

12

0
, )()0(

n

i
wf iFS .   (4)   

Analogously to previous, second row )(nW  takes the 
successively values +1 and -1. The conditional bentness 
testing requires calculation of the second Walsh coefficient 

)1(,wfS  expressed as:  

))12()2(()1(
12

0
,

1

iFiFS
n

i
wf .   (5)   

Since the middle row of )(nW  takes the value +1 in the first 
half and -1 in the second half, the conditional bentness testing 
requires calculation of the middle Walsh coefficient 

)2( 1
,

n
wfS  expressed as: 
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12

0

1
,

1

1
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n

n

n

ii

n
wf iFiFS .   (6)   

The calculations of first, second and middle Walsh coefficient 
are exploited in the standard method for the bentness testing 
of the binary function in the Reed-Muller spectral domain in 
order to avoid computation of all Walsh coefficients for bent 
testing. 

The recursive definition of the Reed-Muller and the Walsh 
transform matrices, expressed in Eq. (1), and Eq. (2) 
respectively, is the fundamental for the definition of fast  
Reed-Muller and the fast Walsh transform algorithm similar 
to a fast Fourier transform (FFT) algorithm [6].  

The computation of the fast transform algorithm consists 
of the repeated application of the same “butterfly” operations 
determined by the basic transform matrices. Figure 1 shows 
the “butterfly” operations for the Reed-Muller and the Walsh 
transform matrices [6]. 

 
f1

f2

f1

f1 f2

Reed-Muller

f1

f2

f1+f2

f1 f2

Walsh  

Fig 1. The “butterfly” operations for the Reed-Muller and the Walsh 
transform matrices  

 
The “butterfly” operations [6] are performed in each step 

over a different subset of data. Fig. 2 shows the flow graphs of 
the fast Walsh transform algorithm for computation of the 
Walsh spectrum of a three-variable logic function f given by 
the truth- vector TfffF )7()1(),0( ,, .  

 
 

Fig. 1. The flow graph of the fast Walsh transform algorithm of the 
Cooley-Tukey type for the computation of the Walsh spectrum of a 
three-variable Boolean function.  
 

This algorithm is highly exploited for benthess testing in 
the algortihm for discovering bent functions in the Reed-
Muller domain. 
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III. STATISTICAL ANALYSIS OF THE VALUES OF 
WALSH COEFFICIENTS 

The statistical analysis of the Walsh coefficients values is 
based on the counting of how many times a particular Walsh 
coefficient of binary n-variable non-bent functions has the 
absolute value 2/2n .  

For example, for a binary function of 6 variables, there 
exist 64 Walsh coefficients. Table 1 shows example of 
statistical analysis of how many times a particular Walsh 
coefficient of 6-variable non-bent functions has the absolute 
value 2 2/6 .  

TABLE I 
EXAMPLE OF THE STATISTICAL ANALYSIS OF HOW MANY TIMES A 

PARTICULAR WALSH COEFFICIENT OF 6-VARIABLE NON-BENT 
FUNCTIONS HAS THE ABSOLUTE VALUE  

Index of 
Walsh 

coefficient 

Equal to 
2/62 for non-

bent functions 

Index of 
Walsh 

coefficient 

Equal to 
2/62 for non-

bent functions 
1  33 61302754 
2  34  
3  35  
4  36  
5 62156341 37  
6    
7   63216660 
  40  
  41 62604235 

10 62656734 42  
11 62657004 43  
12  44 62534014 
13  45 63376543 
14  46 62613453 
15  47 62613447 
16    
17 61302747  62616310 

  50  
  51 63316740 

20  52  
21  53  
22 63216367 54  
23 63216671 55  
24  56  
25 62604222 57  
26    
27    

 62534001 60  
 63376520 61 62714230 

30 62613426 62  
31 62613444 63  
32  64  

 
The statistical analysis is applied on the testing of set of 1 

million binary functions that satisfied bent criteria in Reed-
Muller domain. For a binary function of 6 variables, it is 
evident that statistical analysis shows that first Walsh 

coefficient for non-bent functions in the least number of cases 
have It means that first Walsh coefficient is 
the most optimal solution for conditional bentness testing. The 
next Walsh coefficient, that in the least number of cases has 

, is the last Walsh coefficient. Note that for 
binary function of 6 variables the difference between 
statistical values of the first and the last Walsh coefficient is 
not so high, but it will increases rapidly with increasing 
number of variables. The next Walsh coefficient, that in the 
least number of cases has , is the middle 
Walsh coefficient. In the case of functions of 6 variables it is 
Walsh coefficient that has index 33. 

The statistical analysis of the Walsh coefficients values 
showed that, initial set of Walsh coefficients need to include: 
the first, the last, and the middle Walsh coefficient for 
conditional testing, respectively. It means that before testing 
of all Walsh coefficients, the method for bentness testing need 
to perform conditional testing of the first, then testing of the 
last and finally of the middle Walsh coefficient. The 
efficiency of the proposed method for bentness testing will be 
experimentally tested by using a discovery of random bent 
functions.   

IV.   METHOD FOR BENTNESS TESTING OF BINARY 
FUNCTIONS 

An outline of the proposed method for the bentness testing 
of binary functions is given as Algorithm 1. 

 
Algorithm 1   Bentness testing 
1: binary function function 
2: Bent testing of the first Walsh coefficient, if failed go to 

the step  
3: Bent testing of the last Walsh coefficient, if failed go to 

 
4: Bent testing of the middle Walsh coefficient, if failed go 

 
5: Transition from truth vector to Walsh spectrum using the 

fast Walsh transform. 
6: Bent testing of all Walsh coefficients, if failed go to the 

 
7: Return bent function found. 

 
 
Note that in previous version of bentness testing methods 

, the conditional testing was done using the first, 
second, and last coefficient of the Walsh spectrum. The reason 
for this is that the first, middle and last Walsh coefficient have  
simple formula for calculation and also the implementation is 
easy.  

The proposed method, using results from statistical analysis 
of the values of Walsh coefficients, made correction in 
previous approach in step 2. Instead of calculation and 
conditional testing of the second Walsh coefficient, now the 
method uses calculation and conditional testing of the last 
Walsh coefficient. 
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V. EXPERIMENTAL RESULTS  

In this section, the proposed method for bentness testing will 
be experimentally tested within algorithm for discovering of 
bent functions with predefined number of non-zero 
coefficients in Reed-Muller domain. A short outline of the 
algorithm for discovering bent functions in the RM domain is 
given as Algorithm 2. The “Bentness testing“ algorithm is 
given as Algorithm 1 within previous section. 
  

Algorithm 2   Discovery of bent function in RM domain 
1: Set the number of function variables n and the number of 

non-zero RM coefficients 
2: Random generation of the possible non-zero coeficients 

in the RM spectrum.  
3: Conversion of the random RM spectrum to the binary 

vector by using the fast RM transform algorithm. 
4: If the “Bentness testing” of binary vector is not 

successful, then go to step 1.   
5: Obtain a bent function. 

 
In this paper, the same algorithm for discovering of bent 
functions in Reed-Muller domain is implemented with 
standard bentness testing algorithm and also it is implemented 
with the proposed bentness testing algorithm which is derived 
form statistical analysis of Walsh coefficients. Experimental 
results compare the number of discovered functions for the 
predefined number of non-zero coefficients in RM spectrum. 
Comparison of these numbers is motivated by increasing the 
number of discovered bent function when the proposed 
method is used. Note that discovering of bent function is 
faster when the number of non-zero coefficients is small.  

For experimental purposes, it is developed C++ 
implementation of Algorithms 1 and 2. The computations are 
performed on an Intel i7 CPU at 3.66 GHz with 12 GBs of 
RAM. 

Table 2 shows the total number of discovered functions per 
1 second for the predefined number of non-zero coefficients in 
RM domain for standard and proposed method. The data in 
tables are sorted in the increasing order of the number of non-
zero coefficients and the number of variables.  

It should be noticed that the number of discovered bent 
functions of , and 10 variables for proposed method is 
about 3% larger than using the standard method. Note that for 
the largest binary functions, experiments were not performed, 
due to very long CPU computation time. 

VI. CONCLUSION 

This paper proposes an efficient method for bentness 
testing of binary functions using statistical analysis of the 
values of Walsh coefficients of binary functions. The standard 
method for bentness testing before performing the fast Walsh 
transform calculations uses conditional testing of the initial set 
of particular Walsh coefficients. The selection of coefficients 
for conditional testing within standard methods is determined 
by complexity of calculations.  

TABLE II 
NUMBER OF DISCOVER FUNCTIONS PER 1 SECOND FOR STANDARD 

AND PROPOSED METHOD  

Num. of 
function  
variables 

Num of  
non-zero RM 
coefficients 

Number of discovered 
bent finctions per 1 s 

 
standard proposed 

6 10 650 671 
6 20 635 653 
6 30 627 644 

 10  0.712 
 20 0.553 0.564 

10 10 0.031 0.032 
10 20 0.035 0.036 

 
The conditional testing of the first, the second and the 

middle Walsh coefficients are exploited in the standard 
method for bentness testing. The statistical analysis shows that 
for conditional testing it is more efficient to use the last Walsh 
coefficient instead of the second. Experimental results 
confirm that exploiting proposed conditional testing can help 
to improve the computation performances by 3%.  
We can conclude that, when processing time is a critical 
parameter, the proposed method for bentness testing should be 
performed. Future work will be on improving other aspects of 
the methods for bentness testing.  
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Brain Rhythms, Pascal Triangle, and Brain-Computer 
Interface

Stevo Bozinovski1 and Adrijan Bozinovski2 

Abstract – The ranges of brain rhythms are empirically 
defined and a theoretical process is needed to offer definition of 
those ranges. The paper makes an observation that the central 
frequencies of brain rhythms can be defined with a integer 
sequence from the Pascal triangle. That way the paper defines a 
theoretical process underlying the ranges of brain rhythms.  

Keywords – brain rhythms, central frequencies Pascal 
Triangle, brain-robot interface 

I. INTRODUCTION

At the beginning of 20th century two works pointed toward 
electrical activity of the animal and human brain. In 1913 
Pravdich-Nemensky [1] showed electrical brain activity an 
animal and Berger showed a human brain activity [2]. Berger 
named it Elektrenkephalogramm which today in English 
literature is translated as electroencephalogram (EEG). He 
also mentioned that in an EEG a certain frequency rhythm is 
dominant under certain conditions, and named it alpha 
rhythm. Since then various other rhythms were observed, and 
named delta theta, beta, and gamma, with additional variants. 

Brain rhythms are often used in Brain-Computer Interface 
(BCI), i.e. in controlling external objects using EEG signals. 
The Brain-Computer Interface challenge was stated by Vidal 
in 1973 [3]. Vidal proposed the use of EEG rhythms as well as 
evoked brain potentials as features of EEG that will be used to 
control external devices. He suggested that the Contingent 
Negative Variation (CNV) potential be used in a BCI. After 
Vidal's challenge in 1973, the first five applications of BCI 
were: (1) control of a cursor-like object on a screen using the 
Visual Evoked Potential (VEP) [4]; (2) control of a buzzer 
using the CNV potential [5-9]; (3) control of a physical object 
(a robot) using the alpha rhythm [10-15]; and (4) writing text 
on a screen using the P300 potential [16].  

In this paper we will consider brain rhythms and focus on 
their ranges and central frequencies.  

II. BRAIN RHYTHMS

Brain rhythms are signals obtained from a human 
electroencephalogram (EEG) after filtering certain frequencies 
with band pass filters.  

Figure 1 shows filtering an EEG with band pass filters and 
obtaining brain rhythms. Figure 1 shows 6 signals.  

Fig. 1. EEG rhythms obtained in our lab 

The signal on the top of the Figure 1 is the EEG signal 
obtained from a subject. It is the unprocessed (i.e., “raw”) 
EEG, whereas the signals below it are the signals obtained 
when the “raw” EEG is band pass filtered in the alpha, beta, 
delta, and theta frequencies, respectively. The definitions of 
the bands may vary, and in Figure 1 the definitions are: delta: 
1-5Hz, theta: 4-8 Hz, alpha: 8-13 Hz, beta: 13-30Hz [17].

Various interpretations are given for mental states at which  
a brain rhythm is dominant. The most well known 
interpretation is that the alpha rhythm appears in a wake brain 
but relaxed from doing a particular task. For example, when 
the eyes are closed and the visual cortex is not active, this 
rhythm is dominant at the back of the head. Placing electrodes 
in the occipital and parietal area might record an EEG where 
the alpha rhythm is visually seen from the raw EEG, without 
any signal processing. A variant of the alpha rhythm is the mu
rhythm, which has the same frequency band as the alpha 
rhythm but is recorded from the brain sensorimotor area. It is 
dominant when there is no movement (imagined or actual) of 
the limbs such as hands and legs. The beta rhythm is dominant 
when the brain is awake and engaged. The border between the 
alpha and beta can be used as a switch for application of a 
BCI. For example, the first control of a physical object (a 
robot) using BCI was based on the alpha/beta switch [9-11, 
18].  

In this paper we will not discuss interpretations of other 
brain rhythms. However, we will make an observation that the
delta rhythm is simply a signal obtained by a low pass filter 
from an EEG. The obtained signal might be used as an 
average activity of an EEG. It gives the slow brain potential 
around which the EEG signal stochastically oscillates.  

1Stevo Bozinovski is with the Department of Mathematics and 
Computer Science, South Carolina State University, Orangeburg, SC, 
USA. Email: sbozinovski@scsu.edu

2Adrijan Bozinovski is with the School of Computer Science and 
Information Technology, University American College, Skopje, 
Macedonia. Email: bozinovski@uacs.edu.mk
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III. DEFINING BRAIN RHYTHMS. OUR 
CONTRIBUTION

The brain rhythms are defined by their frequency bands.  
The frequency ranges are defined differently depending on the 
author and application. Here is an example of definition of the 
frequency bands of the brain rhythms [19]:  

delta:  0-4Hz 
theta  4-8 Hz 
alpha  8-13 Hz 
beta  13-30 Hz 
gamma 30-100 Hz 

So a theoretical process defining frequency ranges is 
needed.  In this paper we propose a theoretical integer 
sequence which defines the central frequencies and ranges of 
brain rhythms. Some previous works[20][21] on integer 
sequences by the second author are registered in Online 
Encyclopedia of Integer Sequences (OEIS). Here we point out 
toward a integer sequence derived from the Pascal triangle.  

The Pascal triangle is a pattern of generating integers. It 
starts with number 1 at level 0. Level 1 contains the sequence 
(1,1). The process is shown in Figure 2.

n = 0      1 
n = 1     1 1 
n = 2   1   2     1 
n = 3               1 3 3     1 
n = 4            1 4     6      4      1 
n = 5  1      5 10 10   5      1 
n = 6  1      6 15     20     15    6 1 
n = 7  1   7  21    35     35 21     7      1 
n = 8      1     8    28 56    70     56    28     8      1 
n = 9 1      9  36    84   126 126 84    36    9       1 
etc. 

Fig. 2. The Pascal triangle 

The Pascal triangle can be constructed using the rule that 
each number in a level is a sum of the two number above it , 
and each level starts and ends with the number 1. The Pascal 
triangle generates various well known integer sequences, for 
example positive integers {n}1 , triangular numbers 
{n(n+1)/2}1 (e.g. [22]) etc.  

Well known interpretations of the rows of a Pascal triangle 
is that they represent coefficients of the expansion of  (a+b)n

for n=0,1, etc. . 

Considering the Pascal triangle, we made an observation 
that the central frequencies of the brain rhythms can be 
defined by the middle values of the Pascal triangle. Figure 3 
shows our definition of central frequencies of brain rhythms.  

n = 0    1 
n = 1   1 1 
n = 2   1     2    1 
n = 3               1     3 3     1 
n = 4            1 4    6      4      1 
n = 5  1      5   10    10      5      1 
n = 6  1      6    15    20    15    6      1 
n = 7  1    7    21   35     35    21     7      1 
n = 8           1     8    28    56    70     56    28     8  1 
n = 9 1      9   36    84   126  126   84    36   9      1 

Fig. 3. Our definition of central frequencies and ranges of brain 
rhythms 

So we define brain rhythms by their central frequencies and 
deviations. Each central frequency with its deviation can be 
considered as a fuzzy number. The following is our definition 
of brain rhythms obtained from Figure 3.  

rhythm central frequency  frequency range 
  + variation 
delta   3 + 1 Hz   2-4 Hz
theta   6 + 2 Hz  4-8 Hz 
alpha:  10 + 3 Hz  7-13 Hz 
beta   20 + 6 Hz  14-26 Hz
gamma1 35 + 10 Hz  25-45 Hz
gamma2 70 + 20 Hz  50-90 Hz

The central frequency for each band is taken from the 
middle values of the Pascal triangle. That defines the 
sequence 3,6,10,20,35,70. This proposes a mathematical 
phenomenon which defines the central frequencies of brain 
rhythms.  

Table I shows comparison between our theoretically 
obtained ranges and other authors' empirical ranges of brain 
rhythms. 

Table I. Comparison of our theoretical ranges with 
empirical ranges used by other authors. 

author year delta theta alpha beta gamma Lgamma Hgamma
Kelly et al.[23] 2005 8-14 18-26
Jia et al.[24] 2011 0-4 4-8 8-12 12-30 30-80 >80
Kumar [19]. 2012 0-4 4-8 8-13 13-30 30-100
Biopac[17] 2013 1-5 4-8 8-13 13-30
Wiki.alpha [25] 2019 0.5-3 4-7 8-12 16-31 32-100
Wiki.eeg [26] 2019 0-4 4 - 8 8 -14 > 14
Wiki..eeg [27] 2019 0-4 4-7 7-13 14-30 30-100
Wiki.neur.osc[28] 2019 1-4 4-8 8-12 13-30 30-70 70-150
Perotti [29] 2019 4-12 25-45

This paper. 2019 2-4 4-8 7-13 14-26 25-45 50-90
 

As can be seen from Table I, our theory about a sequence 
from Pascal triangle defining central frequencies of brain 
rhythm, fits well into the empirical definitions. Also our 
definition states clearly that there are two gamma bands, as 
some authors defined empirically.  

According to our theory, the deviations around the central 
frequency of a band are also defined with integers from Pascal 
triangle. The definition does not insist that deviations are 
fixed. There is a possibility that deviations are defined with 
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different values from Pascal triangle. For example the delta 
band can be defined as 3+2 Hz (range 1-5Hz) and Upper 
Gamma band can be defined as 70+35Hz (range 35-105Hz). 
However the central frequencies are defined from middle 
values of rows of the Pascal triangle. 

In addition to having mathematical background, this 
definition has a cognitive background. It is related to a very 
important cognitive operation of choice. Indeed the  numbers 
inside the Pascal triangle represent number of combinations 
(choices) when one chooses k elements from a set of n 
elements, or subsets from a set. Most often used notation is "n 
over k" which is read "n choose k". We can use a function 
named choices(n, k). For example if the set has 4 elements and 
we need to chose 2 elements, the Pascal triangle gives the 
value choices(4,2) = 4!/(2!2!) = 6. The n-th row of the Pascal 
triangle gives number of choices for each k from 0 to n.  

IV. CONCLUSION

This paper discovers a relation between central frequencies 
of brain rhythms and a sequence obtained from the middle 
values of the Pascal triangle. The sequence is 3,6,10,20,35,70. 
The deviations from central frequencies are also defined from 
the numbers of the Pascal triangle and they define ranges of 
brain rhythms. This work makes a contribution toward finding 
a theoretical process underlying brain rhythms. The 
knowledge can be used in brain-computer interface and in 
other applications of EEG.  
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With Artificial Intelligence towards Intelligent Logistics 
and Supply Chains: the state of the

Evelin Krmac1

Abstract – This paper focuses on the review of the importance 
of Artificial Intelligence (AI) solutions adoptions from scientific 
and professional points of view, as well as of the key challenges 
associated with the adoption of AI solutions in logistics and supply 
chain industry. Namely, AI is not only one of the biggest and most 
promising commercial opportunities for todays business, but it is 
becoming also an important field of study for academic 
researchers. It seems that at the moment, the interest and 
awareness of the relevance of AI for logistics and supply chains 
are higher among professionals than among scholars.

Keywords – Artificial Intelligence, AI, Logistics, Supply Chain, 
digitalization.

I. INTRODUCTION

As in any other industry, logistics and supply chains strive to 
perform their activities and business processes intelligently as 
much as possible. And intelligently means digital. Nowadays 
we are increasingly confronted with concepts such as 
Intelligent logistics or Supply Chain, Industry 4.0 (or even 5.0), 
Digital Logistics or Supply Chain, Smart Logistics or Supply 
Chain and similar, both in professional and scientific 
environments. To achieve such a level of intelligence, the major 
and the most important role plays the technology. 

Technology has always been and will always be very 
important for the optimization of the operational performance 
and efficiency of each company. It offers many key 
opportunities, but it offers also some key challenges. Among 
the latter are high costs and requirements for the technology 
implementation, ethical and legal concerns, the resistance of 
workforces, safety issues, integration issues, and other. 
Therefore, it is extremely important to approach the selection 
and implementation of technology thoughtfully and in a mature 
way. 

Logistics and supply chains more than ever strive to be 
smarter, cost-effective, more flexible, accurate, efficient, 
precise, faster, sustainable, transparent, customer-centric, and 
to be available ‘as a Service’. With current advancements in 
technology, this is more accessible than ever before.

II. TECHNOLOGIES IN LOGISTICS AND SC

To help logistics and supply chain players select or invest in 
the ‘right’, ‘promising enough’ technology, various predictions 
and classifications of promising technologies were prepared. In 
Table 1 three of them are presented.  While Gartner [1] made a 
list of Top 10 strategically important technologies independent 
of the type of the industry, McKinsey [2] and DHL [3] offer 
classifications of technology trends dedicated for supply chains 
and logistics, respectively.

TABLE I
THE MOST IMPORTANT TECHNOLOGY TRENDS IN LOGISTICS.

Gartner* McKinsey** DHL***

Autonomous Things Big Data and 
Advanced 
Analytics

Cloud logistics (H, 
<5)

Augmented 
Analytics

Automation Big Data Analytics 
(H, <5)

AI-driven 
Development

Artificial 
Intelligence

Internet of Things 
(H, <5)

Digital Twins Autonomous and 
smart vehicles

Robotics & 
Automation (H, <5)

Empowered Edge*1 Supply Chain 
Cloud

Artificial 
Intelligence (H, >5)

Immersive 
Technologies*2

3D printing 3D printing (H, >5)

Blockchain Self-driving 
Vehicles (H, >5)

Smart Spaces (i.e. 
advanced digital 
workplace or 
connected factory)

Augmented Reality 
(M, <5)

Digital Ethics and 
Privacy

Low-cost Sensor 
Solutions (M, <5)

Quantum 
Computing

Blockchain (M, >5)

Next-generation 
Wireless (M, >5)
Unmanned Aerial 
Vehicles (M, >5)
Virtual Reality & 
Digital Twins (L, 
>5)
Bionic 
Enhancement (L, 
>5)

*: Top 10 Strategic Technology Trends for 2019 [1]
*1: Cloud, devices (AI chips, greater compute capabilities, more storage), 5G 

[1]
*2: Conversational Platforms, Augmented Reality, Mixed Reality, and Virtual 

Reality [1]
**: the classification was made according to their Digital Supply Chain 

Compass [2]

1Evelin Krmac is with the Faculty of Maritime Studies and 
Transport of University of Ljubljana, Pot pomorščakov 4, Portorož
6320, Slovenia, E-mail: evelin.krmac@fpp.uni-lj.si.
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***: the classification was made according to their Logistics Trend Radar [3] 
– first the impact (H-high, M-medium, L-low) was taken into account, then the 
relevance in years (< 5, >5)

Inspecting these technologies it is clear that AI solutions are 
embedded in, or are enabling many of them. On the other hand, 
the rise of the power of AI will be possible just because of 
advances of other technologies, like radio frequency 
identification (RFID), big data and advanced analytics, sensor 
solutions, new generation communication networks, and other 
as well.

A. Artificial Intelligence

Artificial Intelligence (AI) is one of the ‘hottest’ 
technologies (already) today, and according to Costello [4], “AI 
adoption in organizations has tripled in the past year and is a 
top priority for CIOs”. Following DHL [5], AI is a “trend 
having much greater impact on logistics than expected in the 
past”. The fact is that many tools, products, and applications 
used for logistics and supply chain support today already rely 
on AI. 

The goal of AI is to create such a technology that gives the 
‘human’ intelligence to the machines, - i.e., computers, 
computer-controlled robots, or software -, so that they can 
imitate humans and behave in an intelligent manner. Because 
the machines demonstrate intelligence, they are sometimes  
called also the machine intelligence. 

AI solutions most often used or implemented for logistics 
and supply chain are machine learning approaches (through 
machine translation, speech recognition, image classification, 
and information retrieval), robotics, computer vision, natural 
language processing, and expert systems as the synonym of 
decision support system. 

One of the greatest benefits of the AI solutions is the ability 
to learn and extract insights and knowledge from unstructured 
data (unstructured text, documents of various types, videos, 
online browsing data, conversations and posts on social media, 
emails, letters, photos, and other sources).

B. Key applications of AI in logistics and supply chain

As the supply chains and logistics itself are complex 
networks of product or service, information and financial flows 
between suppliers and customers, - i.e., physical and digital 
networks, which must function optimally and harmoniously, AI 
solutions, which are mostly network-based too, are very 
suitable for the problem solving in logistics and supply chain 
management (LSCM).

According to [2], [3], and [5], the key applications of AI in 
LSCM are:

Intelligent decision making support
Knowledge-based decision support systems are the result of

AI used for decision-making. Such systems behave like an 
expert, consultant that is capable to gather and analyze data, 
identify problems from these data, and finally find and evaluate 
the solutions. Decision-making with the support of knowledge-
based decision support systems is much more efficient and fast. 

Back-office automation or automation of knowledge work
A large amount of data-repetitive tasks could be faster, 

cheaper, and more accurately executed using the cognitive 
automation, - i.e., a combination of AI and software robots 
(bots) that are integrated into existing IT applications. Bots are 
programmed for the execution of tasks according to predefined 
rules and (only) structured inputs. They can provide AI tools 
with a waste amount of business data while using AI 
technology like natural language processing, the extracted data 
from unstructured document or source of information (invoices 
or contract) can be classified and given to bots as input data.

Automated planning and scheduling
Ad hoc and real-time planning (demand forecasting), that 

dynamically changes over time as a result of changed 
requirements or constraints, is giving to the SC much more 
flexibility and creates a new business models such as Supply 
Chain-as-a-Service. It is possible when big data and advanced 
analytics together with AI techniques (Bayesian networks and 
machine learning) are used.

Predictive logistics
Machine learning-based tools can be used for predictions of 

delays, transit times, interest for a specific product/service 
(which and when the interest will be maximal), prospects for 
the global trade, (supplier) risks.

AI-powered customer experience with logistics provider -
Customer personalization

Voice agent (a speaker or a software tool able to 
communicate via Facebook Messenger or SMS) offers a voice-
based service in tracking ordered parcels and providing with 
the information about delivery times, locations, and other 
information.

Anticipatory logistics uses AI for delivering goods to 
customers before their effective order and maybe before they 
realize to need them. Anticipations are designed based on 
predictions made from browsing behavior, purchase history 
and other data.

Automation of customer interactions by voice with chatbots, 
playing the role of virtual assistants, allows complex dialogs 
with customers and therefore real-time customer assistance.

Collaborative human-machine environments (i.e. use of 
collaborative robots)

Collaborative robots are assisting workers while carrying out 
repetitive tasks, working with workers, who perform more 
intelligent, technically demanding tasks (so-called ‘digital 
work’). Virtual Reality tools support workers in training and 
remote collaboration. 

“Uberization” of transport and new transport concepts
The cooperative intelligent transport systems, intelligent 

route optimization offering dynamic routing facilities, last-mile 
delivery using autonomous unmanned aerial vehicles or 
autonomous ground vehicles, use of autonomous trucks/fleets, 
truck platooning or caravanning of groups of semi-trucks, etc. 
are some of the most important results of AI implementation in 
transport. 
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Logistics network orchestration
Harmonization of physical and digital networks on which 

logistics companies depend, using AI technologies.

Smart logistics assets or “Seeing, speaking and thinking 
logistics assets” [5]

Smart logistics is created by use of robotics (sorting robots, 
collaborative robots), computer vision systems (visual 
inspection, inventory management and execution, vision-based 
sorting), conversational interfaces (voice-based picking, 
conversation of logistics operators with IT system – i.e., system 
can interpret the meaning of speech/voice information and after 
“understanding” which product was mentioned, connects the 
data in ERP, WMS, or TMS about this product and allow the 
input, store or retrieval of data), autonomous vehicles (self-
learning and self-navigating AGVs – Autonomous Guided 
Vehicles) as added value to the human workforce.

III. THE SCIENTIFIC LITERATURE REVIEW OF AI
APPLICATIONS IN LOGISTICS AND SC

A. The methodology of the literature review

The review of open-access scientific original or review 
papers published until now was conducted in May 2019 by 
browsing the two of the most important and largest scientific 
databases, ScienceDirect and Scopus. As the purpose of the 
review was to found out how frequently the researchers have 
studied the application of Artificial Intelligence tools and
approaches in the field of logistics and/or supply chain and 
which AI tools or approaches were studied, the search of 
databases was performed using keywords such as Logistics 
AND (ˮArtificial Intelligenceˮ OR ˮIntelligenceˮ OR ˮAIˮ) 
and ˮSupply Chainˮ AND (ˮArtificial Intelligenceˮ OR 
ˮintelligenceˮ OR ˮAIˮ). The search was focused on titles, 
abstracts, and keywords for English-written full-text free-
available scientific journal papers resulting in 95 papers found. 
After the initial reading of titles, abstracts, and keywords, 23 
papers were excluded because the techniques used were not 
from the AI field, and 5 because they were duplicates. 
Remaining 67 papers were considered relevant after full-text 
reading and they entered the classification process. The overall
search process is shown in Fig. 1.

B. Results of the literature review and classification

The data about the authors, title, aspect(s) studied, AI 
approaches used, the scope and the results of the article, as well 
as the publication year and journal title, were collected during 
the full-text reading.

Initial search string definition
 (Logistics AND (Artificial Intelligence OR AI) OR 
(Supply Chain AND Artificial Intelligence OR AI) 

Full text reading

n=95

Classification

  Logistics and/or SC(M) aspect studied (Table 2) 

Year of publication (Figure 2)

AI tools and techniques (Figure 4)

Final set of 67 papers

Initial search string definition
(Logistics AND (Artificial Intelligence OR AI) OR 
(Supply Chain AND Artificial Intelligence OR AI) II

Full text reading

n=95

Final set of 67 papers

Inclusion criteria:

- papers address one or more of 
the following issues: application 
of Artificial Intelligence (AI) in 
Supply Chain (SC) or Logistics

- the paper is published in open-
access scientific journal 

- paper is written in English 
language

 Exclusion Criteria:

- doesn't meet one or more 
inclusion criteria

Online database 
(Science Direct, Scopus) 

search 
(on titles, abstract and keywords) 

with limitations 

Fig. 1. The overall search process

As expected, the most often AI approaches were used for the 
optimization purposes (11), planning and scheduling problem 
solving (11), and forecasting and predicting (8). The review of 
other aspects of logistics and supply chain, as well as some 
short details about the reviewed articles are given in Table II.
The empty cell in the column AI approach means that the 
literature review of was performed.

TABLE II.
LOGISTICS AND/OR SC(M) ASPECT STUDIED.

Aspect studied Ref. AI approach Year Summary

allocation
[6] tabu search, path relinking 2012 a hybrid metaheuristic for dynamic berth allocation problem (port 

logistics) with the goal to minimize the total time the vessels stay at 
the port

automation 
and control

[7] a rule-based system, machine 
learning 

2018 approach for proactive management of raw milk quality with a high 
level of accuracy

[8] machine learning 2014 new detection and avoidance mechanisms of all counterfeit parts and 
forged documentation for electronic component SC
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Aspect studied Ref. AI approach Year Summary

[9] distributed AI, multi-agent system, 
real-time decision making

2009 forecast of the use of radio frequency identification (RFID) 
technologies integrated into ICT framework  in a cooperative 
intelligent logistics systems

[10] fuzzy logic, genetic algorithms 2016 a proposal for a combined application to control the procurement 
process in the enterprise (inventory control under uncertain 
conditions)

[11] deep learning 2018 3D object recognition and autonomization of logistics

big data

[12] 2018 review of Big Data Applications (BDA) in supply chain
[13] support vector machine and 

hierarchical clustering with 
multiscale bootstrap resampling

2018 proposes a big-data analytics-based approach that considers social 
media (Twitter) data for the identification of supply chain 
management issues in food industries

[14] 2018 review of big data analytics and applications for logistics and SCM by 
examining novel methods, practices, and opportunities

cooperation [15] machine learning, deep learning 2017 the concept of a research center for issues of human interaction in 
logistics, intralogistics, and human and machine cooperation

decision 
making

[16] bees algorithm, swarm intelligence 2010 a container loading support system (CLSS) 

[17] sequential decision making, binary 
decision tree, heuristic algorithms

2011 formulation of a port of entry inspection sequencing task as a problem 
of finding an optimal binary decision tree for an appropriate Boolean 
decision function

[18] 2014 review and analysis of past Simulation and Modeling efforts to 
support decision making in healthcare SCM

[19] decision-making 2018 design and implementation of decision support 
[20] approximate dynamic programming, 

real-time dynamic programming
2009 a real-time method for solving multistage capacity decision problems 

in a  manufacturing environment

forecast

[21] Bayesian network 2019 airline network delay propagation model development
[22] machine learning, supervised 

models, predictive analytics, 
penalized regression

2018 forecast of taxi-timeout

[23] LSSVR model - vector regression 2017 selection for container throughput forecasting

[24] Croston's method, SBA and TSB, 
exponential smoothing, nearest 
neighbor

2016 forecast of sporadic demand (SCM) in the automotive industry

[25] machine learning 2014 a framework  to solve the dynamic bike sharing repositioning problem
[26] machine learning, neural networks, 

support vector machine
2009

[27] 2017 review of insight into Big Data applications and Smart Farming

[28] logistic regression, support vector 
machine and back-propagation 
neural networks 

2013 proposed novel ensemble learning approach for corporate financial 
distress forecasting in fashion and textile SC

optimization

[29] multi-agent learning, deep 
reinforcement learning networks 
combined with link-state protocol 
and preliminary supervised learning, 
deep neural networks

2019 optimization of the distributed packet routing system

[30] least square-support vector machine, 
continuous general variable 
neighborhood search

2017 a novel model for solving non-linear regression problems (a case 
study of a supplier selection and evaluation problem in the cosmetics 
industry)

[31] intelligent agents, virtual reality 2017 a conceptual framework for the development of real-time intelligent 
observational platform supported by advanced intelligent agents

[32] self-optimization 2016 an introduction to the concept of self-optimizing production systems
[33] bees algorithm, swarm-based 

optimization
2013 optimization method for optimum configuration of a given supply 

chain problem which minimizes the total cost and the total lead-time
[34] decision support systems, heuristics 2013 metaheuristics for solving a complex optimization problem from 

logistics
[35] stochastic programming, heuristic 

methods, simulation-based methods
2012 modeling and optimization of SCM systems
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Aspect studied Ref. AI approach Year Summary

optimization

[36] deterministic and stochastic 
shrinking ball (DSB and SSB) 
approaches

2010 presents, analyzes, and compares three random search methods for 
solving stochastic optimization problems with uncountable feasible 
regions

[37] case-based reasoning, multi-agent, 
fuzzy logic, neural networks

2009 a multi-artificial intelligence system aimed  to provide quality 
logistics solutions to achieve high levels of service performance in the 
logistics industry proposed

[38] machine learning, data mining, 
genetic algorithms, neural networks, 
knowledge discovery, classification, 
prediction, goal programming, rule 
induction

2006 evolutionary/genetic algorithm (GA)-based neural approach that 
incorporates asymmetric Type I and Type II error costs on financial 
and medical data

[39] proactive uncertainty management 
techniques, simulated annealing

2004 techniques for proactive uncertainty management determine the 
release dates of different jobs based (just-in-time job shop 
environment)

personalized 
product SC

[40] multi-agent, negotiating 
mechanisms, models, and tactics

2018 model for personalized product SC

[41] machine learning 2016 an approach for predictive inbound logistics

planning and 
scheduling

[42] review of classical and probabilistic 
planning algorithms

2013 planning

[43] agent-based system, decision support 
systems, genetic algorithm, tabu 
search, simulated annealing

2008 2 scenarios for solving Production-Distribution Planning Problem in a 
DSS framework

[44] machine learning, decision theory, 
and distributed AI 

2016 a novel real-time path planning system for SC of road construction

[45] deep reinforcement learning, neural 
networks, a continuous-variable 
feedback control algorithm

2019 a learning-based logistics planning and scheduling (LLPS) algorithm 
that controls the admission of order requests and schedules the routes 
of multiple vehicles altogether

[46] multiobjective swarm
intelligence algorithm,  
multiobjective gravitational search 
algorithm 

2013 model for strategic planning and optimizing cost and CO2 emissions 
in an environmentally friendly automotive supply chain

[47] stroke graphs 2013 an algorithm that solves the supply network configuration and 
operations scheduling problem in a mass automization company that 
faces alternative operations for one specific tool machine order in a 
multiplant context

[48] genetic algorithm, neighborhood 
search

2011 algorithm for the resource-constrained project scheduling problem

[49] constraint logic programming 2000 an algorithm which will allow the creation of partial schedules for 
reducing the search space and their combining to obtain the global 
schedule

[50] genetic algorithm (random keys, 
Bernoulli crossover, immigration 
type mutation)

1999 an algorithm that considers the scheduling problem to minimize total 
tardiness given multiple machines, ready times, sequence dependent 
setups, machine downtime, and scarce tools

[51] genetic algorithms 1998 an algorithm for the resource-constrained project scheduling problem

[52] ant colony optimization 2001 an application of ant colony optimization to address a production-
sequencing problem when two objectives are present

production [53]
multi-objective optimization, 
decision support systems

2017 an efficient multi-objective archived simulated annealing approach 
and a visualization technique for the multi-objective inter-terminal 
truck routing problem by specifically considering truck emissions

routing

[54] genetic algorithm, beam search 
algorithm

2002 a method of routing yard-side equipment during loading
operations in container terminals

[55] genetic algorithm 2014 the integrated design and planning of bioenergy supply chains 
problem

[56] neural networks, backpropagation 
algorithm

2011 a combination of advanced technologies to form an integrated system 
that helps achieve lean and agile logistics workflow

SCM 
improvement

[57] expert systems - knowledge 
engineering

2017 system for measuring the necessities of professional contracts 
regarding insurance coverage and improve the supply chain 
management using IT
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Aspect studied Ref. AI approach Year Summary

[58] data-driven modeling, constraint 
logic, and mathematical 
programming

2017 a novel approach that would allow the flexible modeling
and solving of food supply chain management (FSCM) problems

[59] case-based and rule-based reasoning, 
inference method, neural networks, 
Delphi method, data mining 

2014 third-party (3PL) selection problem - review on criteria and methods

selection

[60] neural network, locally linear neuro-
fuzzy model, locally linear model 
tree learning algorithm. multi-layer 
perceptron, radial basis function 
neural network, least square-support 
vector machine 

2011 an effective AI approach to improve the supplier selection (cosmetics 
industry)

[61] 2017 a general overview of the present and future trends in sustainable SC
technology [62] 2019 review of freight transport modeling techniques

transportation
[63] deep belief, vector regression 

network method 
2019 method for flight delay prediction

[64] machine learning, Bayesian 
classification

2019 approach for shipment size choice in strategic interregional freight 
transport models

[65] fuzzy logic, genetic algorithms 2018 a new model for in-plant transportation control with the AGV
[66] naive Bayesian, Bayesian network, 

logistic regression, multilayer 
perceptron, support vector machine, 
decision table, and C4.5
algorithms

2016 comparison of the relative performance of different algorithms for the 
detection of transportation modes and activity episodes

[67] multi-agent 2013 a structure model for military container transportation  in campaigns 
logistics

[68] combination of operational research 
techniques with AI search methods

2013 a new hybrid approach for intermodal transportation problem solving

[69] 2019 review of Artificial Intelligence (AI) adoption within warehouses

warehouse

[70] tabu search 2014 algorithm for resource-constrained project scheduling problem 
optimization of truck-dock assignment in the cross-dock management 
system

[71] least squares temporal difference 
learning method

2012 algorithm for a vehicle-dispatching problem-solving in warehouse 
management

[72] object recognition methods, 
convolutional neural network

2016 a novel system to support order pickers in warehouses (using 
smartwatch and low-cost camera)

MACHINE 
LEARNING

Supervised learning Unsupervised learning

Classification Regression Clustering

Support Vector Machines

Discriminant Analysis

OPTIMIZATION 
METHODS

Genetic Alghoritm

Particle Swarm Optimization

Ant Colony/Bee Colony 
Optimization

Tabu Search

Simulated Annealing

Differential Evolution

DECISION MAKING, 
Planning

Naive Bayes

Nearest Neighbor

Linear/Nonlinear  
Regression, Generalized LM

Support Vector Regression, 
Gaussian Process Regress.

Ensemble Methods

Decision Trees

K-Means, K-Meddoids, Fuzzy 
C-Means

Hierarchical

Gaussian Mixture

Hidden Markov Model

Neural Networks

Self-organizing Maps

Substractive ClusteringLogistic Regression

Adaptive Neuro-fuzzy 
Learning

Decision Trees

Data Mining

Stepwise Regression

Expert systems/Rule-based 
system

Case-Based Reasoning

Fuzzy Set Theories

Rough Set Theories

Look-Ahead Reasoning

Distributed AI/Multi-Agent 
System

SEARCH ALGORITHMS

Bees Algorithm

Brute-Force Search (Breadth-
First Search, Depth-First Search, 

Bidirectional Search, Uniform Cost Search, 
Iterative Deepening Depth-First Search)

Local Search Algorithms 
(Simulated Annealing, Hill-Climbing Search, 
Travelling Salesman Problem, Localč Beam 

Search)

Heuristic Search (Heuristic 
Evaluation Function, Pure Heuristic Search, 

A* search, Greedy Best First Search)

Swarm-based Optimization

ARTIFICIAL INTELLIGENCE ALGORITHMS

Fig. 2. Publication years                                  Fig. 3. Most ‘popular’ AI algorithms  [73], [74] and [75]
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Fig. 2 represents the number of publications by year. It could 
be seen that the rise of a number of papers is significant in the 
period of last ten years, while more than half of these papers 
were published in last 5 years, and that the number of 
publications is rising.

In theory and in scientific research as well there are really 
many AI algorithms, techniques, and approaches in use. Fig. 3
presents an attempt to summarize and classify some of them 
from the most often used within studies, - i.e. machine learning, 
optimization, decision making, planning, and searching.

Many of them were used also in the reviewed studies. The 
most frequently used are shown in Fig. 4.

Fig. 4. AI algorithms used in the reviewed 
studies

Exploring the last three years’ studies, - i.e. from 2017 to 
2019, we can conclude, that the most often studied/used AI 
techniques were the machine learning techniques. Machine 
learning indeed is becoming one of the most important AI 
approaches. Combined with other AI approaches, like natural 
language processing, object recognition, robots, and others, it’s 
a very promising tool for many applications in logistics and 
supply management industry.

IV. CONCLUSION AND DISCUSSION

There are many possibilities for the application of AI 
solutions across the supply chain and logistics operations. In all 
cases, there are some strong prerequisites that should (or better 
must) be fulfilled. Firstly, the ‘basic’ IT systems and 
technologies used for information (and partially) decision 
support must provide a large amount of data, that represent an 
adequate input for AI systems and tools. Secondly, the AI 
implementation should not be made only because it is popular 
and it promises ‘a lot’, but because there is a strong belief and
awareness, that it will represent added value and substantial 
benefit for the business. Therefore, the business problem 
should be clearly defined and AI technologies appropriately 
selected. [76, 77] Finally, because of complexity and 
sometimes also the immaturity of AI technologies, for 
successful introduction all possible options should be carefully 
considered. Namely, an AI solution can be built in-house, can 
be bought, or outsourced. Sometimes the hybrid approach is 
most appropriate. [76]

Regarding the maturity of field of Logistics and Supply 
Chain Management (LSCM) on one side and the technology 
and AI maturity on the other, in next years it is therefore normal 
to expect higher level and stronger presence of AI in everyday 
logistics and supply chain operations, with the role of 
“accelerating the path towards a proactive, predictive, 
automated, and personalized future” [5] for logistics. 
Considering the increasing interest for AI solution from the 
business, the number of scientific papers offering various 
solutions and an insights in AI science is expecting to be much 
higher in the next years.
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Interconnecting Wireless Sensor Networks Into IoT
Mirko Kosanovic1 and Milos Kosanovic2 

Abstract – In recent years, we are witnessing an increasing 
presence of a large number of different sensors that supply us 
with different data. The Wireless Sensor Network (WSN) has 
become a basic technology that has enable us to collect these data 
and that almost all complex phenomena in the physical world 
convert a simple set of units and zeros. Further evolution of this 
technology into Internet of Things (IoT) expands the possibilities 
of much application. This paper presents some of the basic 
approaches and technologies that are used today. At the end of 
the work, a typical solution for IoT application is proposed. 

 
Keywords – wireless sensor node, Internet of Things, cloud 

computing, mobile application 

I. INTRODUCTION 

WSN increasingly have an impact in our everyday lives. 
They reveal a wide range of applications across different 
domains, including health, assistance and improved living 
conditions, industrial and production monitoring, traffic and 
transport controls and many other areas. The dream of 
intelligent devices that independently perform many complex 
tasks became a java because it was realized by the 
implementation of the IoT concept. The IoT makes it possible 
to connect WSN into entire Internet infrastructure through 
various communication and information technologies. 
Already in 2008, the number of Internet connected objects on 
our planet has exceeded the total number of people living on 
it. At the moment, there are over 10 billion interconnected 
facilities, and according to Cisco Systems, Dave Evans 
futurists, it is expected that at the end of 2020 this figure will 
reach about 50 billion interconnected computer objects [1]. 
His vision is that in the future, the world will be full of 
networked, smart devices that will have unique identification 
(IP number or radio frequency identification - RF number). 
All of these devices will be equipped with a large number of 
different sensors and will be able to completely independently 
collect a large number of different data that will be exchanged 
or forwarded to the parent device (sink), which will enable 
them to be available on the Internet by wireless connection. It 
has emerged as the ultimate product of the three core 
technologies that in recent years have undergone the greatest 
progress and development: wireless communications, micro 
electro mechanical systems (MESN) and Internet 
technologies. One of the main advantages of IoT is that it 
allows a large number of people to create very powerful and 
cheap applications with very little knowledge and experience. 
All this is made possible by the development of a large 

number of micro-platforms, such as Arduino, Propeller and 
Microchip PIC families, and their integration through wireless 
communication with the Internet. In other words, this 
technique requires engineers to equally share knowledge of 
hardware and software. This is necessary in order to apply this 
knowledge in a coherent and integrated way in order to obtain 
an applicable IoT application [2, 3]. On the other hand, there 
has been a major development of Internet technologies that 
have contributed to realizing a large amount of data from a 
large number of computers, and this is almost always 
presented to clients. First of all it refers to new generation of 
distributed computing technologies: Cluster computing, Grid 
computing, Big Data and Cloud computing. They were now a 
precondition for developing and using new applications, WEB 
service oriented software. These technologies also have the 
ability to use messaging mechanisms such as Email, SMS or 
to exchange messages via social networks and blogs [4]. All 
of these features were ideal for their benefits to be utilized to 
connect to a single distributed source of a large number of 
data, which are WSN. 

The rest of this paper is organized as follows: Section 2 
provides the actual open issues of development of IoT. The 
advantages of 6LoWPAN technology are explained in Section 
3. Section 4 discusses about the CoAP application protocols 
and its applicability into IoT applications. The types of web 
services that are applicable in IoT applications are discussed 
in Section 5. In Section 6 we present one proposal for an 
construction of standard IoT application. At the end, Section 7 
concludes this paper by looking at the future research and 
recommendations which are required to make the IoT 
application more effective. 

II. RESEARCH QUESTIONS  

Following the IoT vision, WSN has made significant 
progress in recent years and has become closer to the structure 
and organization of standard protocols from the TCP/IP suite. 
Traditional WSN has emerged from simple, isolated systems 
for the monitoring natural phenomena into interoperable, 
powerful systems that are connected to the Internet. Cloud 
computing and IoT, which are two distinct technologies, are 
expected to become an integral part of the Future Internet 
considering the rate at which they are being adopted and used. 
This development has taken place in several different fields, 
of which they are particularly distinguished: 

1. Protocol customization: new customizable protocols 
have been developed that could be implemented on modest 
resources available to sensors that were compatible with 
standard protocols from a TCP/IP suite. 6LoWPAN and CoAP 
are typical protocols that have enabled WSN to become more 
powerful in terms of interoperability and scalability. 
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2. Powerful WSN application – today sensor nodes(SN) 
have many multimedia sensors such as camera, microphone, 
radio frequency identification reader (RFID reader), radio 
frequency identification TAG (RFID -TAG)). Such progress 
has increased the interoperability and strength of WSNs and 
opens one new array: Big Data. It’s a term that describes the 
large volume of data – both structured and unstructured – that 
inundates a business on a day-to-day basis. But it’s not 
important the amount of data, than what someone do with 
these data. Big data can be analyzed for insights that lead to 
prediction of events, better decisions or strategic moves. 

3. Advancement in hardware technologies – today SNs 
have significantly more powerful resources and computing 
capabilities: from 8b to 32b microcontroller, from 8MHz to 
80MHz, from 10KB to 128KB RAM, from 48KB to 512KB 
flash memory. On other side we have cheaper hardware 
(Arduino) and an increasing number of different Wi-Fi 
modules(ESP2866) that connected SN with Internet. 

4. Development of new operating systems - Another 
requirement to consider is the ability to remotely change the 
services (program code) provided by the SN during its 
lifecycle. This possibility enabled the use of many advanced 
techniques like Web services or possibility of use Web Socket 
protocols, which has enabled many real-time applications. 

III. 6LOWPAN TECHNOLOGY 

6LoWPAN is an open standard defined in RFC 6282 by the 
Internet Engineering Task Force (IETF). Initially, 6LoWPAN 
was designed to support the IEEE 802.15.4 standard for low-
power wireless networks in the 2.4-GHz area. Now it become 
a standard that has been adapted and can be used in a variety 
of other networking technologies, such as the Sub-1GHz low -
power RF, Bluetooth Smart, power line control (PLC) and 
low-power Wi-Fi. It is based on standard IEEE 802.15.4 
(LoWPAN) that is applied to devices that have very limited 
resources such as wireless SNs. One of the basic prerequisites 
for each SN is the minimum power consumption in order to 
achieve the maximum life expectancy [5]. 

A lot of different technologies have been developed for 
wireless communication between SNs that allow access to the 
Internet, but it is quite clear that technologies based on the 
TCP/IP protocol suite have an advantage [6]. As most 
protocols from the TCP/IP suite represent very demanding 
protocols, with only headers being large enough (IPv4-24 
bytes, IPv6-40 bytes, UDP-8 bytes, TCP-24 bytes), it is clear 
that the full implementation of these protocols in the WSN 
was a complete failure, from the point of energy efficiency 
and efficiency. For only 2-3 payload data, which is usually the 
size of the data transmitted through WSN, we would have to 
transmit 30 bytes, and therefore we spend a large amount of 
electricity, which indirectly means that life of these SNs was 
reduced to only a few days [7]. Technology 6LoWPAN put 
this requirement as the primary goal that must be fulfilled. 

6LoWPAN network connects to other IP networks through 
one or more edge routers whose task is to transfer IP packets 
between different networks (see Figure 1). Connecting to 

other IP networks can be provided through various links-links 
such as Ethernet, Wi-Fi or 3G/4G. As the 6LoWPAN standard 
defines IPv6 protocol operations over the IEEE 802.15.4 
standard, routers must also support an IPv6 transition 
mechanism that allows the connection of the 6LoWPAN 
network to IPv4 networks, as defined in the RFC 6146. This 
frees SN in the 6LoWPAN network to have this mechanism 
implemented, while at the same time allowing them to interact 
with IPv4 networks without interruption. Generally speaking, 
the basic goal of each 6LoWPAN network is to enable the use 
of standard Web services, such as REST, XML, JSON, and 
other devices with very limited resources, such as SNs, in 
environments that have a very high percentage badly received 
messages, LLNs (Low-Power and Lossy Networks) networks. 

 
Fig 1. Typically connect devices to a 6LoWPAN network 

IV. COAP APPLICATION PROTOCOL 

The integration of the REST architecture within WSN is not 
at all a simple task from the simple fact that this is a very 
limited resource available to the SN within that network. 
Typical SNs are powered by a battery, a strictly limited source 
of power, and have several kB memory and CPU that have 
limited computing capabilities. Consequently, any direct 
application of the original protocols from the TCP/IP suite is 
completely inapplicable because in this way the lifetime of all 
SNs in the network would be very short [8]. That is a main 
reason to develop a new special protocol, by the IETF 
working group, called the CoAP (Constrained Application 
Protocol), with the goal of being the basic Web transport 
protocol that would be applied to WSN and which would 
replace the HTTP protocol. CoAP seeks to apply the same 
data transfer system as the HTTP, but with significantly less 
resource requirements. It supports one part of the HTTP 
function, but also extends this set with its own functions to 
simplify communication between two SN, i.e. enabled M2M 
(Machine to Machine) communication. In this way, the 
services offered by Web services are gaining importance 
because now each SN can use them and participate in their 
expansion [9]. 

The core intention of the CoAP protocol is to provide a 
generic Web protocol that the SNs can communicate with. It 
is very similar to HTTP protocol (Fig.2), but its goal is not 
simply to compress HTTP packets, but to implement a 
reduced set of system messages that will enable M2M 
communication. To this end, CoAP uses the following four 
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messages: CON (Confirmable), NON (Non-Confirmable), 
ACK (Acknowledgment) and RST (Reset). The operating 
mechanism of this protocol is similar to the client-server 
communication model because the client always requires 
some service from the server. After the requested request, the 
server responds including the unique message ID received 
with the request (see Figure 3). By looking at Figures 2 and 3, 
it can be seen how much the CoAP protocol is used up 
because it only uses two packets in normal communication, as 
opposed to an HTTP protocol that requires 7 packets. A 
particular advantage of the CoAP protocol is that minimum 
resources are needed that each SN needs to be able to be 
implemented: 10 kB RAM and 100 kB of memory space for 
program code (RFC 7228) [10]. 

V. WEB SERVICES 

Web services represent a new look towards writing 
applications that are applied on the Internet. Their goal is to 
enable the connection of various information systems installed 
in distributed environments. They represent one type of 
distributed application that consists of several application 
functions that can be programmed from anywhere that has the 
ability to connect to the Internet. In doing so, the consumer 
and the provider of these applications use the messaging 
system to exchange their requests and answers, most often 
through the HTTP, whilst that communication does not 
depend of the resources which a provider and a consumer of 
these services have. In other words, the Web service is not, at 
all, tied to a specific hardware and software platform used by 
both parties in communication. It's just enough to support 
some of the protocols for sharing information such as HTTP 
or SMTP protocols. A typical architecture in which Web 
services are used (see Fig. 4) is a client-server architecture 
that allows one network component to play the role of a 
service provider, service user or service broker. With their 
simplicity and great capabilities, they have today become an 
integral part of almost all modern information systems. 

The very rapid development of the Internet as well as 
related technologies led to the development of many 
technologies that were applied to Web services that were 
changing rapidly. From today's point of view, two Web 
development platforms have emerged as the leading: 
Microsoft.NET and Sun J2EE. Regardless of the chosen 
platform, all Web services can easily call each other. In 
general, we can split all Web services into two large groups: 
Big Web Services and RESTful Web Services (see Figure 4). 

"Big" web services are based on the SOAP protocol for easy 
access to the sites and often contain a WSDL language for 
describing Web services. WSDL enables us to call each Web 
service when it is called, and which contains this function, it 
can describe itself, the operations it supports how we can use 
them. The details that WDSL provides can be messages, 
operations, links, and Web service locations. A SOAP 
message is usually an XML document defined by an XML 
schema. In the SOAP Web service, SOAP messages are not 
the subject of a programmer's interest in creating a Web 
service or writing a client code for using the Web service, but 
they only enable the communication of a client application 
that calls the Web service and the Web service itself. This 
type of Web service is suitable when we need asynchronous 
processing, reliability and pre-formulated State-full 
operations. If the application needs further information, SOAP 
provides an additional specification in the Web services 
structure to support the query (security, transactions, 
coordination, etc.) [11]. 

Client

Client

Data

Data

SOAP
standard Server

Server

Extended
data

Sending real data

SOAP WEB service

RESTful WEB service

 
Fig.3. SOAP i RESTful Web services 

RESTful web services are based on architecture called 
REST - Representational State Transfer. REST is not 
dependent on any protocol, but almost every RESTful service 
uses HTTP as the basic protocol. These services are much 
better integrated with HTTP than SOAP services, and as such 
do not require XML, SOAP messages, or WSDL definitions. 
The introduction of REST Web services into an attempt is to 
overcome the complexity of SOAP Web services. Basically, 
there is a big difference between these two types of Web 
services and does not exist so that the SOAP Web service 
using the HTTP protocol for messaging is one specific case of 
the REST Web service[11]. 

VI. PROPOSED SYSTEM AND ARCHITECTURE 

   In order to address the all mentioned issues of flexibility and 
functionality of IoT in this paper, we present one suggestion 
for standard IoT application through a layered structure of 
IoT. Each layer in this structure has its own defined task to be 
performed. The basic architecture of a IoT based application 
can be considered through four different layers (see Fig.4):  

a. Perception Layer - consists of different connected physical 
sensors which are supposed to be used for monitoring events 
in our application. 

b. Interface Layer – represent control units which are 
collecting data from the perception layer. This unit mainly 
consists of different tiny, inexpensive wireless sensor nodes 
which are network organized and are deployed over a wide 

 

 

 
 

 

Fig.2. HTTP and CoAP comunication 
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geographical area, capable to integrate continuous and 
unobtrusive measurement, computing and wireless 
communication, completely autonomously.  

c. Network Layer - The processing unit leads the 
accumulated data into the Network Layer, which provides two 
way communication and connectivity pathway via Cloud or 
WEB infrastructure, after which the data finally reaches the 
Application Layer and end user.  

 d. Application layer - The Application Layer via which 
control and monitoring of the appliances, installed at mobile, 
lap-top or tablet, takes place from anywhere in the world.  

Network layer

Application layer

Interface layer

Perception layer

 
Fig. 4. Layer architecture of IoT application 

    The architecture presented in this paper can be customized 
in different ways in order to accommodate different 
application scenarios with minimum recoding and design. 
This system allows authorized home owners to remotely 
control and monitor events via smart phone application with 
graphical user interface (GUI). The proposed system 
represents a classical client-server application based on 
Arduino microcontroller system, Wi-Fi (ESP2866 shield), 
ThingSpeak platform and the Android compatible mobile 
application. The ESP8266 WiFi Module is a self-contained 
SOC with integrated TCP/IP protocol stack that can give any 
microcontroller access to your home WiFi network. It offers a 
complete and self-contained Wi-Fi networking solution, 
allowing it to either host the application or to offload all Wi-Fi 
networking functions from another application processor. This 
shield has the capability to be used both, as a client or a 
server. Since Arduino already supports a TCP/IP stack, we 
have focused on implementing software to connect it to the 
remote user. Software of the proposed IoT application is 
divided into three main parts: client application on smart 
mobile, server software application on some Web or Cloud 
devices and microcontroller firmware. The client application 
for Android system can be done using Google Android 
Programming IDE - App Inventor and Java programming 
language. The client application communicates with the 
microcontroller through ThingSpeak cloud. ThingSpeak is an 
open-source IoT platform that lets you collect and store sensor 
data in the cloud and develop IoT applications. This platform 
has its own API to store and retrieve data from sensor nodes 
using the HTTP protocol and let you to analyze and visualize 

your data in MATLAB, and then act on the data. Sensor data 
can be sent to ThingSpeak from different microcontroller 
system such as: Arduino, Raspberry, BeagleBone Black or 
other hardware[12]. Using the REST API request methods 
such as GET, POST, PUT, and DELETE, we can create a 
channel and update its feed, update an existing channel, clear 
a channel feed, and delete a channel. We sent a Java Script 
Object Notation (JSON) GET Request to ThingSpeak by 
using REST API Web Service and channel ID and field 
number within its parameters. We received the response from 
ThingSpeak in JSON format and populated the tables in the 
Android application by using JSON Parser. 

VII. CONCLUSION 

In this paper we discuss current technologies that enable us 
to take advantage of all IoT applications. The fact that we can 
present a huge amount of collected data from different sources 
to a large number of clients, provides unprecedented 
opportunities for the development of a huge number of 
applications. On the other hand, the simplicity of building an 
IoT application is simply fascinating. We plan further research 
to be in the direction of implementing a CoAP protocol into 
IoT application as well as the benefits that can be gained from 
considering large amounts of data – Big Data analytics. 
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5G System Support for Mission Critical Communications 
Evelina Pencheva1, Aleksander Nametkov1, Denitsa Velkova1, Ventsislav Trifonov1

Abstract – Fifth generation (5G) mobile networks will provide 
flexibility to customize quality of service for diverse use cases. 
This enables a wide range of mission critical services, including 
autonomous vehicles, industrial control, robotics, telesurgery, 
augmented/virtual reality, etc. These services require very high 
reliability and availability, and low latency. In this paper, we 
present the 5G developments to support mission critical 
communications. Topics discussed in brief include advances in 
radio access, network slicing, network programmability, and 
Device-to-Device communications. Utilization of Multi-access 
Edge Computing in 5G is considered in the context of mission 
critical services. 
 

Keywords – Latency, Reliability, Radio access, Network slicing, 
Quality of Service, Multi-access Edge Computing. 

 

I. INTRODUCTION 

As to 3GPP definition, mission critical communications   
require high reliability and availability, low setup and transfer 
latency, ability to handle large number of devices, priority 
handling and strong security. The mission critical 
communications serve public safety, utility sectors, railways 
and other vertical segments [1]. Historically, this type of 
communications have been provided by dedicated private 
mobile radio technologies (e.g. TETRA, GSM-R, iDEN, etc.) 
which are low capacity, narrowband, fragmented and are de –
facto standards. The demand for broadband data applications 
and location-based services, and the aim to achieve high 
efficiency make four generation Long Term Evolution (LTE) 
and LTE-Advanced (LTE-A) reference technology for 
mission critical applications. LTE is widely supported by 
mobile network operators which may provide mission critical 
service by their commercial LTE networks [2], [3]. In 
comparison with private mobile radio technology, LTE 
provides higher data rates and better security mechanisms. 
However, LTE is not designed to comply with reliability, 
confidentiality and security requirements of mission critical 
services. 

The upcoming 5G systems promise to support the growing 
needs for enhanced Broadband Communications (eBBC), 
massive numbers of connected devices (mMTC), and ultra-
reliable, low latency communications (URLLC). URLLC 
services expose strict requirements on low latency and 
reliability for mission critical communications. Ultra-
reliability and low latency are vital for applications such as 
intelligent transportation, telesurgery, industry automation etc. 
In this paper, we outline the vision and requirements of 
mission critical communications in 5G, and discuss 5G 
technologies that aim to support mission critical applications. 

The rest of the paper is organized as follows. Next section 
describes the different types of mission critical services as 
defined by 3GPP and their requirements. Section III discusses 
5G developments aimed to achieve ultra-reliability and low 
latency. Section IV describes the 5G quality of service 
mechanisms for provisioning of high availability of mission 
critical services. Section V presents the capabilities of Multi-
access Edge Computing to support mission critical 
applications. The conclusion summarizes the contribution.  

II. MISSION CRITICAL SERVICE TYPES AND 

REQUIREMENTS 

3GPP defines three types of mission critical services [4]. 
The Mission Critical Push-to-Talk (MCPTT) service supports 
communication between several users (i.e. group call), where 
each user has the ability to gain access to the permission to 
talk in an arbitrated manner. The MCPTT service also 
supports private calls between two users. The Mission Critical 
Video (MCVideo) services and Mission Critical Data 
(MCData) can be used for public safety applications and 
maritime safety applications and also for general commercial 
applications (e.g. utility companies, railways and maritime 
usage). MCVideo defines a service for mission critical video 
communication using 3GPP transport networks. MCData 
defines a service for mission critical data services which needs 
to provide a means to manage all data connections of mission 
critical users in the field and provide relevant resources to the 
ones who need it. 

Mission critical (MC) refers to meeting the needs of 
agencies providing Public Safety services such as, but not 
limited to, Police, Fire department, and Paramedic services. 
Those needs include high reachability, availability and 
reliability of the service, low latency, real-time operating 
capabilities, highly secured operations, inter-operability with 
other services and systems, private and group 
communications, handling of emergencies and ability to 
provide prioritization, pre-emption, queuing and quality of 
service (QoS). Other examples of MC use cases include 
autonomous vehicles, industrial machineries in smart 
factories, virtual/augmented reality, remote early warning 
sensors, remote radar system and many others. 

End-to-end (E2E) latency requirements need to be less than 
1 ms and can be achieved by faster, more flexible frame 
structure and new non-orthogonal uplink access. Ultra-high 
reliable transmissions can be time multiplexed with nominal 
traffic through puncturing, and additional base stations for 
public safety coverage. Ultra-high reliability requires packet 
error rate (PER) less than 10-9 and can be achieved by 
simultaneous links to both 5G and LTE for extreme mobility 
and fault tolerance. E2E security is provided by security 
extensions to air interface, core network and service layer.  
Fig.1 shows the requirements of some MC use cases.   

1The authors are with the Faculty of Telecommunications at 
Technical University of Sofia, 8 Kl. Ohridski Blvd, Sofia 1000, 
Bulgaria, E-mail: enp@tu-sofia.bg.   
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Fig.1 Requirements of mission critical use cases [5] 

 
Common requirements to different types of MC services 

are defined in [5]. Efficient group communications are 
essential for different professional organizations. Geographic 
groups are based on the location and allow communication in 
a certain area. Functional groups are created for specific 
purposes and have to be available anywhere in the network. 
Fit-to-purpose groups are dedicated to specific tasks within a 
certain area. Efficient group management is required.  

A mission critical system must prioritize different 
communication groups, e.g. Emergency Group Communica-
tions and Imminent Peril Communications provide users with 
higher priority in resource allocation. Users may have 
different mission critical applications, e.g. MCPTT, 
MCVideo, and/or MCData. These applications have different 
requirements for traffic handling, so users can have different 
prioritization levels for different applications. Furthermore, 
network may experience high level of traffic in extreme 
conditions which are unpredictable, and it must be able to 
adapt to exceptional MC load.   

Simultaneous registrations of multiple devices have to be 
supported and the service administrator has to be able to limit 
the number of concurrent logs. Provisioning of location 
information is essential for MC services. Security requires 
support the confidentiality and integrity of all user traffic and 
signalling at the application layer. 

III. DEVELOPMENTS FOR MISSION CRITICAL 

COMMUNICATIONS IN 5G 

The 5G introduces new developments to address the 
requirements of MC communications. 

A. Radio Access 

The radio access developments for ultra reliability include 
redundancy by usage of Massive Multiple-Input, Multiple-
Output (MIMO) and multi-connectivity. Massive MIMO 
technology groups the antennas at the transmitter and at the 
receiver to achieve better spectral efficiency and throughput. 
5G Radio Access Network (RAN) will support multi-
connectivity for tight interworking among different 5G radio 
variants (below and above 6GHz carrier frequency), between 
4G and 5G, and between different transmission points and 
carriers of the same radio variant [5].  

Low latency is achieved by service-specific optimization of 
the protocol stack. Multi-connectivity and carrier aggregation 
are important for ultra-high reliability. In 5G, the functionality 
of Packet Data Convergence Protocol (PDCP) and Radio Link 
Control (RLC) are grouped in upper layer, and Media Access 
Control (MAC) forms lower layer which results in processing 
and latency gain due to less header processing and function 
optimization. Multi-connectivity and carrier aggregation is 
important for URLLC. With the proposed layering upper layer 
is able to connect to multiple lower layer entities, where the 
re-transmissions may be done at PDCP level. Further, 
segmentation is not required due to small and typically fixed 
packet sizes. Ciphering may be skipped if application level 
security mechanisms are applied for mission critical service.  

B. Network Slicing 

Both the 5G RAN and core network should support 
network slicing. Network slicing is introduced to support the 
required flexibility in provisioning of QoS required by 
different services [6]. Network slices are logical networks 
deployed over the same physical infrastructure. Each network 
slice provides specific network capabilities and network 
characteristics. For example, URLLC specific RAN functions 
include optimal handling of Radio Resource Control states to 
reduce state change latency, applying acknowledge mode 
only, prioritization of Random Access Channel, optimized 
coding for short payloads, and potential omitting of ciphering 
and header compression. 

Network slicing supports slice isolation which prevents 
from distribution fault or security related events in one slice 
into other slices.  

C. Network Vitualization 

Network virtualization means network transition from 
hardware mode to software mode.  

Both 5G RAN and 5G core network designs adopt Software 
Defined Networking (SDN). SDN splits the control plane and 
data plane. SDN may be applied to the following types of 
network functions: network control functions (session 
management, mobility management and QoS control), 
connectivity management (packet forwarding) and wireless 
control functions (such as scheduling and radio link 
adaptation). These network functions are performed by 
programmable and logically centralized controller which 
provides network technology independence.  

5G networks will adopt Network Function Virtualization 
(NFV) also. NFV is a concept for replacing dedicated network 
devices, such as routers and firewalls, with software running 
on general purpose servers. It optimizes creation, activation, 
and provision of services by using the cloud advancements. 

D. Device-to-Device Communications 

The increasing demand for multimedia communications 
with high bandwidth and low latency requirements becomes a 
challenge for cellular networks. A new paradigm that may 
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face this challenge is Device-to-Device (D2D) communica-
tions. D2D communications allow devices in close proximity 
to communicate directly without involvement of network 
elements processing of traffic data. D2D communications may 
address ultra-reliable and low latency requirements through 
direct communications between devices and thus reducing 
latency [7]. For MC communications, it is essential to ensure 
that the communication service is also provided if the network 
or parts of it are congested. D2D communication may address 
also reliability. In case of network congestion, a device with 
good internet connectivity may cash the data and transmit it to 
other devices. The network coverage may also be expanded 
by a device acting as a relay between the base station and 
other devices. 

IV. 5G QOS MECHANISMS FOR HIGH SERVICE 

AVAILABILITY IN 5G 

In order to support a large diversity of use case 
requirements, 5G has to exploit flexible and highly granular 
end-to-end means to prioritize different traffic types, and to 
handle appropriately the packets belonging to the same flows. 
As an example for the latter, it is necessary to assign higher 
priority to short packet transferring protocol requests and 
responses than the other protocol packets, in order to avoid 
delays in connection setup time.  

With respect to this context the key limiting factor of LTE 
QoS architecture is that the finest granularity to distinguish 
between data is on radio bearer level. Fig.2 shows the QoS 
architecture of 4G. Evolved packets System (EPS) bearer 
represents a level of granularity for QoS control which 
provides a logical transmission path with well defined QoS 
properties. The EPS bearer is mapped to QoS concepts of the 
underlying transport. Each EPS bearer is transported over the 
radio bearer with corresponding QoS characteristics. The EPS 
bearer QoS is mapped onto Internet protocol (IP) transport 
layer QoS between Service gateway (SGW) (E-UTRAN radio 
Access Bearer - ERAB) and Packet Data Network Gateway 
(PGW) (S5/S8 bearer). The mapping is one-to-one, which 
means that one radio bearer has to carry data related to 
different service requirements, but can not treat the packets 
related to one session differently. Hence, a higher level of 
QoS granularity is required. 

 

 
Fig.2 QoS architecture in 4G 

 
The QoS architecture in 5G is based on the concept of QoS 

flow, which is identified by QoS flow ID (QFI) and is 
managed by Session Management Function (SMF) in the core 

network [8]. In contrast to 4G, in 5G, multiple QoS flows may 
be assigned to one PDU session. Each QoS flow is 
characterized by QoS profile, which is provided in a form of 
QoS rules by SMF to the User equipment (UE). SMF provides 
to the User Plane Function (UPF) in the core network QoS 
identifier (5QI) which contains information about guaranteed 
and non-guaranteed bit rates, and Allocation and Retention 
Priority in downlink and uplink, respectively. QoS flows can 
be flexibly assigned to different data radio bearers. The UPF 
applies service data flow classification in downlink, and the 
UE evaluates the QoS rules provided by the SMF and assigns 
the appropriate radio data bearers.  Fig.3 shows the QoS 
architecture in 5G. 

 

 
Fig.3 QoS architecture in 5G 

V. MULTI-ACCESS EDGE COMPUTING 

The E2E latency may be reduced by deployment of Multi-
access Edge Computing (MEC). MEC extends the cloud 
capabilities close to the place where they are used. It 
introduces data centers at the network edge. MEC can 
improve user’s quality of experience (QoE) and can guarantee 
maximum utilization of RAN resources. The vicinity to end 
users enables applications with high bandwidth and low 
latency requirements. The MEC server contains the mobile 
edge platform and a virtualized infrastructure which provides 
cloud intelligence for the mobile edge applications. The 
mobile edge platform offers an environment for mobile edge 
applications to discover and to use available mobile edge 
services, and handles the user plane according traffic rules. 
Mobile edge applications run in a well-isolated manner on the 
virtualized infrastructure. Different MEC applications hosted 
by the MEC platform may belong to different network slices 
configured in RAN and/or core network. 

MEC service platform offers two types of services. Radio 
network information services provide authorized applications 
with low level real-time radio and network information related 
to users and cells. Traffic offload function prioritizes traffic 
and routes the selected, policy-based, user data stream to and 
from applications that are authorized to receive the data. 

There are many potential scenarios for MEC deployment 
[9], [10]. Edge may be referred to both RAN nodes and 
aggregation points in distributed core networks which serve 
specific requirements. For example, the MEC platform and 
applications may sit on an entity in the RAN for device 
offloading scenarios, while the MEC platform and 
applications may reside close to dedicated distributed core 
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functional entities for scenarios where mobility and session 
continuity support is required. 

The best way to receive radio network and location 
information and to manage the bandwidth is the "Bump in the 
wire" scenario where MEC is deployed much closer to RAN 
[10]. This scenario exposes the benefit from all MEC 
advantages such as low latency, efficient bandwidth 
management and local breakout. It is possible to bundle MEC 
platform and gNB (5G base station) into a single node where 
MEC can share the same network function virtualization 
infrastructure with Cloud Radio Access Network (C-RAN). 
When MEC is deployed in proximity of gNB or at 
aggregation point, the MEC platform is located on the N2 
reference point between gNB and AMF, while the MEC data 
plane sits on the N3 reference point between RAN and UPF. 

Fig.4 illustrates the MEC and C-RAN co-location 
deployment scenario. Fig.5 shows standalone MEC 
deployment at aggregation point. 

 

 
Fig.4 MEC and C-RAN deployment scenario 

 

 
Fig.5 Standalone MEC deployment at aggregation point scenario 
 

The MEC may be co-located with distributed core network 
functions (i.e. at the same site) [11], [12]. In this case, MEC 
applications may steer user plane traffic. This type of 
deployment is appropriate for MCPTT where communication 
with the core site is optional, as the traffic does not need to 
pass the backhaul to keep service running. This type of MEC 
deployment might usually be used by public safety, first 
responders, and mission critical industrial sites. Fig.6 shows 
the scenario. 

 

 
Fig.6 MEC deployment scenario with distributed core functionality 

VI. CONCLUSION 

In this paper, we consider challenges and developments for 
provisioning of mission critical communication in 5G 
networks. The requirements for ultra-reliability and low 
latency may be addressed by the advanced function exposed 
by 5G radio access, network slicing, network virtualization, 
D2D communications, enhanced QoS architecture and 
deployment of cloud computing at the network edge.  5G 
radio access supports multi-connectivity and protocol stack 
optimization. Network slicing, programmable networks and 
MEC further contribute to latency reduction and provisioning 
of full mobility and highest reliability.    
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Warning Message Transmission as a RAN Service  
Ivaylo Atanasov1, Vladislav Vladislavov1, Ivaylo Asenov1, Evelina Pencheva1

Abstract – Fifth generation (5G) mobile networks come with 
the promise to support diverse and demanding performance 
requirements of very different service types. In order to facilitate 
service delivery at a reasonable cost, 5G core network is service-
oriented. In this paper, we propose an approach to enhance 
telecom protocol style interface between the Radio Access 
Network and the core network with web-based Application 
Programming Interfaces. Following the service-oriented 
architecture, the functions of Next Generation Application 
Protocol related to warning message transmission are 
represented as services, which enable more flexible deployment 
of new ones. The focus is on warning message transmission, 
defined as a service. Service description is provided and some 
implementation aspects are considered. 
 

Keywords – 5G, Service Oriented Architecture, Radio Access 
Network, REpresentational State Transfer. 

 

I. INTRODUCTION 

Fifth generation (5G) mobile networks will provide three 
types of services: 

• Enhanced Mobile Broadband (eMBB) with requirements 
of high bandwidth, indoor/hotspot and enhanced wide 
area coverage; 

• Ultra-Reliable and Low Latency Communications 
(URLLC) with requirements of very low user plane 
latency, very high reliability and availability, and high 
mobility; 

• Massive Machine Type Communications (mMTC) 
characterized by high device density and requirements 
for low power consumption. 

In order to support the very wide range of services with 
diverse requirements, the 5G network architecture has to be 
flexible, modular and scalable, and has to support high level 
of programmability and automation in networks [1], [2]. 
Following this design principles, the 5G core network is 
centered around services accessible through Application 
Programming Interfaces (APIs). Service Oriented 
Architecture enables greater functional and service agility, as 
the introduction of new service or upgrade of existing one 
becomes simpler and facilitates the transition to the cloud 
model [3]. 

The concept of Every-Thing-as-a-Service is introduced in 
[4]. The authors argue that every component which used to be 
essential in the traditional network management including 
Radio Access Network (RAN) can be viewed as a service. In 
[5], a service oriented framework for RAN sharing is 
proposed. The aim is to facilitate radio resource sharing 
between different mobile operators. Adoption of service-based 

design facilitates slicing and orchestration of RAN [6]. 
In this paper, following the service-oriented design of 5G 

core network, we propose an approach to transition to service-
based architecture adopted for the core network of RAN. The 
control protocol between the Next Generation RAN (NG-
RAN) and the core network is Next Generation Application 
Protocol (NGAP) [7]. In our approach, NGAP functions are 
defined as services following modular function design. The 
focus is on warning message transmission function, which 
enables sending messages from the network to mobile 
subscribers. 

The rest of the paper is organized as follows. Next section 
describes the functionality of the proposed service illustrated 
with typical use cases. Section III presents the API definition. 
Section IV considers some implementation aspects regarding 
modeling of service logic as seen by the core network and 
RAN. The conclusion summarizes the contribution.  

II. SERVICE DESCRIPTION 

The proposed Warning Message Transmission Service 
(WMTS) exposes functionality of Warning Message 
Transmission Procedures of NGAP protocol. It may be used 
to send local content, service context, and real-time 
information on local access network conditions. The service 
supports write-replace warning, cancel, reloading of Public 
Warning System Message (PWS) broadcast, and PWS failure 
indication. The interaction between WMTS and the core 
network services follows the REpresentational State Transfer 
(REST) architectural style. In REST, each entity is 
represented as a resource. The resource is characterized by its 
state which can be manipulated by four operations 
implemented by HTTP requests, namely: CREATE (HTTP 
POST), READ (HTTP GET), UPDATE (HTTP PUT), and 
DELETE (HTTP DELETE). 

The purpose of write-replace warning procedure is to start 
or overwrite the broadcasting of warning messages. It is initia-
ted by Access and mobility Management Function (AMF) in 
the core network. When the AMF wants to start broadcasting 
of warning messages, it sends a POST request to the resource 
representing warning messages. The message body contains 
the content to be broadcasted, the repetition period, and the 
broadcast area. The NG-RAN node schedules a broadcast of 
the warning message and starts broadcasting. It acknowledges 
the request by sending “201 Created” message to the AMF. 
The message contains the URI (Uniform Resource Identifier) 
of the resource created. Fig.1 shows the procedure.  

 
Fig.1 Flow of warning message broadcasting initiation 

1The authors are with the Faculty of Telecommunications at 
Technical University of Sofia, 8 Kl. Ohridski Blvd, Sofia 1000, 
Bulgaria, E-mail: iia@tu-sofia.bg.   
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The purpose of the PWS cancel procedure is to cancel an 
already ongoing broadcast of a warning message. When the 
AMF wants to cancel the procedure it sends DELETE request 
to the resource representing the respective warning message. 
The NG-RAN node, in turn, stops broadcasting the warning 
message within that area and discards the warning message 
for that area, if the broadcasting area is included, or in all of 
the cells. The WMTS acknowledges the request by sending 
“204 No Content” response. Fig.2 shows the procedure. 

 
Fig.2 Flow of warning message broadcasting cancelation 

 The purpose of the PWS Failure Indication procedure is to 
inform the AMF that ongoing PWS operation for one or more 
cells of the NG-RAN node has failed. The purpose of the 
PWS restart indication procedure is to inform the AMF that 
PWS information for some or all cells of the NG-RAN node 
may be reloaded from the Cell Broadcast Center if needed. In 
order to receive indications, the AMF needs to make a 
subscription. When the AMF wants to receive PWS related 
indications it sends a POST request with the message body 
containing wmSubscriptionData data structure to the resource 
representing the respective subscription type. The subscription 
types may be one of the following: the pwsFailureSubscriptions 
type and pwsRestartSubscriptions type. The wmSubscriptionData 
data structure defines the event subscription, filtering criteria 
and the address where the AMF wants to receive indications. 
The WMTS sends “201 Created” response with the message 
body containing the address of the resource created and the 
subscribed PWS restart indication event subscription type. 
The above is illustrated in Fig.3.  

 
Fig.3 Flow of subscription for PWS related indications 

 The WMTS may define an expiry time for the PWS 
restart indication subscription, which is included in the 
response of subscription request. When subscription expiry 
time is used, prior the subscription expiry, the WMTS may 
notify the AMF, which in turn needs to update the 
subscription. The AMF updates the subscription by sending 
PUT request to the resource representing the respective 
subscription type with modified data structure specific to that 
PWS restart indication event subscription, as shown in Fig.4.  

When the AMF does not want to receive indications about 
PWS broadcast related events anymore, it terminates the 
subscription. Fig.5 shows a scenario where the AMF uses 
REST based procedure to delete the subscription for 
indications about PWS broadcast indications. 

 
Fig.4 Flow of subscription update for PWS related indications 

 
Fig.5 Flow of PWS restart indication subscription termination  

When the NG-RAN node detects that ongoing PWS 
operation has failed for one or more cells, it sends a 
notification to inform the AMF. Fig.6 illustrates the scenario.  

 
Fig.6 Flow of receiving indications about PWS failure 

 
When the NG-RAN node detects that a PWS information 

for some or all cells may be reloaded from the Cell Broadcast 
Centre, the WMTS sends  an indication to the AMF. Fig.7 
illustrates the case.  

 
Fig.7 Flow of receiving PWS restart indications 

Summarizing the WMTS use cases the following service 
operations may be defined: 

• send_warning_message – the AMF invokes this operation to 
start broadcasting of warning message; 

• cancel_warning_message – the AMF uses this operation to 
cancel the warning message broadcasting; 

• start_pws_failure_indications and start_pws_restart_indications – 
the AMF uses these operations to create subscriptions for 
PWS failure and PWS restart indications respectively; 

• stop_pws_failure_indications and stop_pws_restart_indications – 
the AMF uses these operations to terminate the 
subscriptions for PWS failure and PWS restart indications 
respectively; 
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failed. 

AMF 

WMTS AMF 

DELETE …/warningMessageSubscriptions/ 
{pwsSubscriptions}/{pwsSubscriptionID} 

(wmSubscriptionData) 
204 No Content 

WMTS 

PUT …/warningMessageSubscriptions/ 
{pwsSubscriptions}/{pwsSubscriptionID} 

(wmSubscriptionData) 

200 OK (warningMessageSubscription) 

AMF 

WMTS AMF 

POST …/warningMessageSubscriptions/ 
{pwsSubscriptions} (wmSubscriptionData) 

201 Created (wmSubscription) 

WMTS AMF 
DELETE 

…/warningMessages/warningMessageID 
(warningMessageData) 

204 No Content 
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• update_pws_failure_indications and update_pws_re-

start_indications – the AMF uses these operations to update 
the subscriptions for PWS failure and PWS restart 
indications respectively; 

• notify_pws_failure and notify_pws_restart – the WMTS uses 
these operations to send notification about PSW failure 
and PSW restart respectively. 

III. INTERFACE DEFINITION 

Fig.8 presents the resource structure. All service resources 
have the following root: {apiRoot}/wmts/{apiVersion}/ 

 

Fig.8 Structure of resources supported by WMTS 
 

The container resources warningMessages, warningMessage-

Subscriptions, pwsFailureSubscriptions and pwsRestartSubscriptions 

support HTTP GET method which retrieves information about 
the resource, and HTTP POST method, which creates a new 
resource of the respective type. The leaf resources 
warningMessageID, pwsFailureSubscriptionID, and pwsRestart-

SubscriptionID support HTTP GET the message method which 
retrieves information about existing resource, HTTP PUT 
method which updates information about existing resource, 
and HTTP DELETE method which deletes the existing 
resource.   

IV. STATE MODELS 

Deployment of WMTS in the network requires 
development of models, representing the warning message 
broadcast status as seen by the NG-RAN node and by AMF. 
Both models need to be synchronized.  

Fig.9 shows the simplified model of the warning message 
broadcast status as seen by the AMF. In Broadcasted state, the 
warning message is broadcasted successfully or there is no 
warning message to be broadcasted. In Broadcasting state, the 
warning message broadcasting is ongoing. In PwsFailure state, 
the AMF has received a PWS failure indication.  

Fig.10 shows a simplified model representing the warning 
message broadcast status supported by the NG-RAN node. In 
order to broadcast a warning message, the NG-RAN node 
needs to establish appropriate radio bearers. The purpose of 
Radio Resource Control (RRC) Reconfiguration procedure is 

to modify an RRC connection, e.g. to establish/modify/ 
release radio bearers [8]. 

 

 
Fig.9 Model of warning message broadcast status, supported by 
AMF 

 
Fig.10 Model of warning message broadcast status, supported by 
NG-RAN node 

In order to provide a more rigorous proof that both models 
are synchronized, i.e. expose equivalent behavior we 
formalize the models’ descriptions. The model description is 
formalized using the notion of Labeled Transition System 
(LTS). 

A Labeled Transition System is represented as quadruple of 
a set of states, a set of actions, a set of transitions, and a set of 
initial states. 

By TAMF= (SAMF, ActAMF, →AMF, s0
AMF) it is denoted an 

LTS, representing the warning message broadcast state model 
supported by AMF, where: 

- SAMF  = {Broadcasted [ As1 ], Broadcasting [ As2 ], PWSFailure 

[ As3 ]};  

- ActApp = {send_message[ At1 ], start_pws_failure_indica-

tion_res[ At2 ], notify_pws_failure [ At3 ], notify_pws_re-

start[ At4 ], cancelMessage [ At5 ], send_warning_me-

ssage_response [ At6 ], start_pws_restart_indication_res 

[ At7 ]}; 

- →AMF  = {( As1
At1

As1 ), ( As2
At2

As2 ), ( As2
At3

As3 ), 

( As3
At4

As2 ), ( As2
At5

As1 ), ( As2
At6

As1 ), ( As3
At7

As3 )}; 

Idle 

send_warning_message_request/ 
RRCReconfiguration 

Message 
Broadcast

broadcast_end,/ 
send_warning_message_response, 
RRCReconfiguration 
 

cancel_warning_message/ 
RRCReconfiguration 

RRCReconfiguration
Complete 

RRC connection 
Reconfiguration  

RRC connection 
Reconfiguration  

Radio Link 
Failure  

failure_detection/ 
notify_pws_failure 

recovery/ 
notify_pws_restart 

start_pws_failure_indication_req/ 
start_pws_failure_indication_res 

RRCReconfiguration
Complete 

start_pws_restart_indication_req/ 
start_pws_restart_indication_res 

Broadcasted 

send_message/ 
send_warning_message_request, 
start pws failure indication req 

Broadcasting 

PWS Failure 

start_pws_failure_indication_res 

notify_pws_failure/ 
start_pws_restart_indication_req 

send warning message response 

cancelMessage/ 
cancel_warning_message 

notify_pws_restart 

start_pws_restart_indication_res 

//{apiRoot}/wmts/v1 

/warningMessages 

/warningMessageID 

/warningMessageSubscriptions 

/pwsFailureSubscriptions 

/pwsFailureSubscriptionID 

/pwsRestartSubscriptions 

/pwsRestartSubscriptionID 
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- s0
AMF = { As1  }.  

Short notations for states and actions are given in brackets. 
By TRAN= (SRAN, ActRAN, →RAN, s0

RAN) it is denoted an LTS, 
representing the warning message broadcast state model 
supported by NG-RAN node, where: 

- SRAN  = {Idle [ Rs1 ], RRCConnectionReconfiguration [ Rs2 ], 

MessageBroadcast [ Rs3 ], RadioLinkFailure [ Rs4 ]};  

- ActRAN = {send_warning_message_request [ Rt1 ], 

start_pws_failure_indication_req[ Rt2 ], RRCReconfi-

gurationComplete [ Rt3 ], failure_detection [ Rt4 ], recovery 

[ Rt6 ], start_pws_failure_indication_req [ Rt5 ], 

broadcast_end [ Rt7 ], cancel_warning_message [ Rt8 ]}; 

- →RAN = {( Rs1
Rt1

Rs2 ), ( Rs2
Rt2

Rs2 ), ( Rs2
Rt3

Rs3 ), 

( Rs3
Rt4

Rs4 ), ( Rs4
Rt5

Rs4 ), ( Rs4
Rt6

Rs3 ), ( Rs3
Rt7

Rs2 ), 

( Rs3
Rt8

Rs2 ), ( Rs2
Rt3

Rs1 )}; 

- s0
RAN = { Rs1  }. 
Intuitively, in terms of observed behavior, two LTSs are 

equivalent if one LTS displays a final result and the other LTS 
displays the same result. The idea of equivalence is 
formalized by the concept of bisimilarity [9]. In practice, 
strong bisimilarity puts strong conditions for equivalence 
which are not always necessary. The weak bisimilarity admits 
internal transitions to be ignored. 

Proposition: AMF and RAN  are weakly bisimilar. 

Proof: As to definition of weak bisimulation, it is 
necessary to identify a relation between the states of both 
LTSs, such as for any transition from a state in one LTS there 
are respective transitions from states in the other LTSs. 

By UAMFRAN it is denoted a relation between the states of 

both LTS, where UAMFRAN={( As1 , Rs1 ), ( As2 , Rs3 ), ( As3 , Rs4 )}. 

Then, the following relationship between the →AMF and →RAN 

exists: 
1. The AMF initiates warning message broadcast and 

subscribes for PWS failure indications: for ( As1
At1

As1 ), 

( As2
At2

As2 )∃ ( Rs1
Rt1

Rs2 ), ( Rs2
Rt2

Rs2 ), ( Rs2
Rt3

Rs3 ). 

2. During message broadcasting a failure occurs and the 
AMF is notified. The AMF subscribes for PWS restart 

indications: for ( As2
At3

As3 ), ( As3
At7

As3 ) ∃ ( Rs3
Rt4

Rs4 ), 

( Rs4
Rt5

Rs4 ). 

3. The problem is fixed and the AMF is notified that the 

PWS broadcast can restart: for ( As3
At4

As2 ) ∃ ( Rs4
Rt6

Rs3 ). 

4. The warning message broadcast completes successfully: 

for ( As2
At6

As1 ) ∃ ( Rs3
Rt7

Rs2 ), ( Rs2
Rt3

Rs1 ). 

5. The AMF cancels warning message broadcasting: for 

( As2
At5

As1 )∃( Rs3
Rt8

Rs2 ), ( Rs2
Rt3

Rs1 ). 

Therefore AMF and RAN are weakly bisimilar, i.e. they 
expose equivalent behavior.  

V. CONCLUSION 

In this paper we propose an approach to design RAN 
application level functions as services. The research is based 
on functionality of the NGAP between the core network and 
NG-RAN. We focus on warning message transfer procedures 
and define a new service. The procedures are described as 
service interactions. The resource structure is presented and 
the respective APIs are defined. Service implementation is 
discussed by modeling the warning message broadcast status 
as seen by the NG-RAN and core network. 

Service-based design improves modularity, facilitates the 
exposure of network functions to 3rd party applications, and 
the transition to cloud architecture.  
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IoT System for Monitoring Conditions in the Human 
Environment

Dejan Vujičić1, Dušan Marković2, and Siniša Ranđić3

Abstract – This paper illustrates the technology impact on the 
quality of the human environment. The importance of the 
environment on human health and his working and living 
activities requires the constant tracking of the ecosystem 
changes. The aim is to identify possible causes of the 
environmental degradation and act upon them. IoT devices 
represent the ideal means for monitoring parameters that 
determine the quality of the environment. The possibility of their 
direct connection to the Internet is well suited for gathering 
information about the environmental status, as well as the time 
and place of its changes.

Keywords – Human environment, monitoring, IoT devices, 
Internet

I. INTRODUCTION

The development of semiconductor technology has enabled 
the realization of many concepts in the area of computer 
science and telecommunications. At the same time, the 
Internet has brought a revolution to human communication. 
The Internet was preceded by the ARPA network [1]. Since 
the WWW (World Wide Web) Internet realization, the 
Internet has become the communication platform as it is used 
today [2]. Simultaneously, new concepts in computing have 
emerged. One of them is IoT (Internet of Things) [3][4]. IoT 
devices revolutionized the ways of data gathering and 
distribution to the end users. With this concept, it was made 
possible for different physical devices to become part of the 
Internet. The IoT devices possess relatively large processing 
power, small dimensions, and low power consumption. 

The emphasis has to be made on the possibility of wireless 
connections. With this in mind, the IoE (Internet of 
Everything) concept has become popular [5]. IoE means that 
every device, including the human itself, can be connected to 
the Internet. By adding sensors to the IoT devices, they 
become systems for measurements and data acquisition. On 
the other hand, by adding actuators, the IoT devices become 
Internet controlled elements. For these devices to work as 
intended, it is necessary to have corresponding Internet 
applications. The IoT devices have made their application in 

the areas of health care, agriculture, environment protection, 
and industry [6].

The technological and industrial development also had 
some negative impact on the human environment [7]. The 
emission of large quantities of CO2 gas is one of the main 
causes of the global warming process. The bad management 
in the application of modern technologies and lack of control 
have contributed to the high level of environmental pollution. 

As the consequence of the large industrial activity, the 
extortion of the natural recourses, such as coil, oil, and wood 
is happening. In the process of burning off these resources, the 
large amount of toxic gases and materials is produced. At the 
same time, by cutting the forests, the possibility of toxic gases 
absorption is reduced, and the conditions for landfalls and 
floods are emerging.

The importance of environmental degradation requires 
making actions on its identification and prevention. With this 
in mind, the organizational and technical actions can be made. 
The organizational actions require the change in human 
behavior, as the most important factor in environment
pollution. These would be the cheapest and the most effective 
actions, but the practice has shown that these changes are very 
slow. That is why technical actions are necessary. They 
include the identification of the factors affecting the 
environment the most, with the places where it is occurring.

IoT devices have shown to be the ideal platform for 
monitoring support of the parameters that define the 
environment quality [8][9]. The IoT devices characteristics 
enable the remote usage of these systems. It was made 
possible by implementing battery power and different 
communication capabilities. It is of great importance that IoT 
devices possess the possibility of wireless connection to the 
Internet.

This paper shows the example of the IoT device project that 
can be used for monitoring environmental parameters. The 
proposed system has a great level of generality, because of the 
possibility of adding different sensors to the same computer 
platform, without making changes to the device 
communication subsystem. This IoT device has capabilities 
for temperature, humidity, and CO2 levels indoors monitoring.

The remainder of the paper is organized as follows. In the
second section, the influence of CO2 levels on the human 
environment is described. The main emphasis is given to the 
indoor conditions, and brief literature review with some 
conclusions and recommendations regarding allowed CO2
levels are given. The third section describes the practical 
implementation of the IoT monitoring system, which is 
consisted of a Wi-Fi capable module with sensors for 
measurements of CO2 levels, and temperature and relative air 
humidity. The final section brings concluding remarks.
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II. THE INFLUENCE OF CO2 LEVELS ON THE 
HUMAN ENVIRONMENT 

The indoor CO2 concentration has greater value than 
outdoor concentration since humans directly produce CO2 in 
the process of respiration. The ventilation systems require 
additional power consumption. The CO2 levels outdoors 
usually are around 380ppm (parts per million), while in urban 
surroundings this value is somewhat greater and is around 
500ppm [10]. 

The indoor CO2 concentration is beginning at the values for 
outdoor levels and up to several thousand ppm. The 
significant importance on human health have concentrations 
over 20,000ppm. For indoor values, it was common 
consideration that CO2 levels up to 5,000ppm do not have 
significant importance on human health, perception, and 
working performance. However, the research conducted in 
Hungary, published in 2003, questioned this hypothesis [11]. 
These authors presented that controlled exposure to the CO2
concentrations between 2,000ppm and 5,000ppm had small 
negative impacts on human activities, but the description 
lacked details. The aforementioned data have inspired authors 
of [12] to investigate the influence of the different CO2 levels 
on human cognitive behavior.

Fig. 1. Impact of CO2 concentrations on human decision-making 
performance [12].

The results of this research are given in Fig. 1. The 
cognitive performances of the test subjects were diminished in 
6 out of 9 observed parameters, with a CO2 concentration of 
1,000ppm, as opposed to the performance on 600ppm CO2
levels. With CO2 concentration of 2,000ppm, the 7 out of 9 
parameters were diminished, as opposed to the performance 
on 600ppm CO2 levels. The percentages on some parameters 
were degraded to the dysfunctional levels, shown in red in 
Fig. 1. 

The research in [12] indicates that indoor CO2
concentration can reach levels that can have a significant
impact on human activities and decision-making performance. 
This is why is of great importance to track CO2 levels in order 
to establish proper working and living conditions, and on the 
other hand, to determine optimal ventilation system support.

Indoor air quality not only affects human health but also 
human behavior. In [13], the laboratory conditions adapting to 

the experimental needs were observed. The system for 
monitoring laboratory conditions was realized with adequate 
sensors and low-cost microcontrollers, and based on IoT 
system architecture. The wireless module used was ESP8266. 
The data acquisition system is supported by web and mobile 
applications. This system has the capability to notify the users 
that laboratory conditions have changed and need 
improvement.

The authors of [14] presented the system for IoT 
monitoring of CO2 levels as air quality indicator. The 
presented system gave satisfactory estimations of the indoor 
air quality. It also supported the possibility of alarming if the 
air quality was unsatisfactory.

CO2 monitoring was used to track elder persons’ activity 
and indoor presence in [15]. Based on the CO2 values, one can 
determine if the room is empty. If there is no one in the room, 
the CO2 levels are near 650ppm, while if there is one person 
in the room, the CO2 levels are around 850ppm. This change 
in CO2 levels can be used to determine if a person is present in 
the room.

Fire prevention is another important factor for measuring 
indoor CO2 levels. IoT based system for smart houses is 
presented in [16] and is based on the wireless sensor networks 
in order to early detect fire.

III. IOT MONITORING SYSTEM DESCRIPTION

There are many sensors for CO2 measurement that use 
NDIR (nondispersive infrared) principle and that are 
sufficiently precise. Their price is near $40, while the sensors 
such as VERNIER CO2-BTA [17] have the price of near 
$340. Because of its good characteristics and low price, for 
the presented model, the MH-Z19 [18] sensor is used (Fig. 2). 
This module has small dimensions and uses NDIR technique 
for CO2 air detection.

Fig. 2. MH-Z19 sensor, frontend and backend.

There are two variants of this sensor with different 
measurement ranges. One has the range from 0ppm to
2,000ppm, while another has the measurement range from 
0ppm to 5,000ppm, with adequate temperature compensation. 
The working voltage of the module is from 4.5V to 5.5V, 
while the interface voltage level is at 3.3V, but also 
supporting the 5V levels. The dimensions of the module are 
33mm × 20mm × 9mm (L×W×H), which is shown in Fig. 3.
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Fig. 3. MH-Z19 module dimensions with measures in millimeters.

The appearance of an IoT node used for monitoring 
environmental conditions is shown in Fig. 4. The system is 
based on ESP8566-12E module that has Wi-Fi connectivity to 
the Internet. This module is connected with the MH-Z19 CO2
sensor and DHT21 sensor for measuring temperature and 
relative air humidity.

Fig. 4. IoT node with ESP8299-12E module, MH-Z19 CO2 sensor,
and DHT21 temperature and relative air humidity sensor.

The measurements of CO2 levels, temperature, and relative 
humidity are taken at certain time intervals and distributed to 
the server on the Cloud. The data can be accessed with a
corresponding web application where users can view 
chronological measurement data. Based on these data, users
can take appropriate actions and recommendations. 
Depending on the type of the room, a number of persons in it 
and time spend indoor, the CO2 concentration levels can be 
used to improve air quality in the room.

The acquired data from the system indicated that in 
ventilated rooms CO2 concentration is near 640ppm, while if 
there are persons present in the room, the CO2 levels can 
reach 1,200ppm. The goal of the realized system is to monitor 
the environmental conditions and gather information 
especially in cases where CO2 levels reach 2,000ppm. This is 
the case when several persons are present in the non-
ventilated room for some time. 

The realized system can give clear indicators of the indoor 
air quality. This should be enough for users to take actions 
upon these results to ventilate the room. In this way, the 

optimal ambient conditions can be achieved, which may lead 
to a positive influence on working and living surrounding.

IV. CONCLUSION

The technological development has both positive and 
negative impact on human life. It is especially seen in 
environment quality degradation. Global warming and toxic 
gases emission are just some of the consequences of modern
technologies usage. The monitoring of the parameters that 
identify the degradation of the environment has become 
practically imperative. Likewise, the possibility of locating the 
place where the environmental changes occurred is also very 
important.

The development of the intelligent sensors has greatly 
impacted on the environmental quality monitoring. The 
possibility of wireless communication can be here 
emphasized. The IoT systems further support environmental 
quality monitoring by being able to send raw data and make 
them publicly accessible on the Internet. With this in mind, 
the conditions have developed that lead to the open data 
system, for access by all the interested parties.

The realized example of IoT device, shown in this paper, 
has specifically emphasized the role of CO2 monitoring, 
beside the temperature and relative air humidity. The CO2
concentration levels are very important in determining the 
conditions in which people can live and work, without any 
hazards on their health and cognitive behavior. This IoT 
system is modular, with the possibility to add many other 
sensors in the future. This means that computing and
communication subsystems rest the same, and only thing that 
is left to adjust is the software support for new sensors.
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Modern Web-based Management System 
for Administration of Scientific Conferences

Abstract – This paper presents the web application named 
ConfEdit, which was created as a management system for the 
organization of scientific and academic conferences. The 
application was created using php Laravel framework and 
mySQL database and it is a tool that allows conference organizers 
to spend more time on the program and significantly less time 
administering. This application brings a number of improvements 
to nowadays applications used by the largest number of scientific-
academic conferences. The application is multilingual and 
provides responsive design for different screen sizes.

Keywords – Scientific conference software, Paper review 
automation, Management system, Editor software.

I. INTRODUCTION

Over the past two decades, demand for web and cloud 
applications has risen dramatically [1]. With the rising of 
demands, web technologies have been developed and they are 
exceeding desktop applications by functionality, performance 
and appearance. The inconsistency of the web browser, the lack 
of appropriate tools for creating a user interface, code-writer 
and debugging are now past. Even classical desktop 
applications, such as Microsoft Office, have their own cloud 
versions now, and the Serbian-American start-up company 
"Mainframe2" [2] has enabled to run any application software 
from a web browser. Today, web applications are accessible in 
all areas of life, as they allow access to data over the Internet 
from anywhere and at any time.

At the same time, with the development of the market for 
mobile applications and generally mobile devices, there is a 
need for multi-platform (cross-platform) solutions, i.e. 
applications that will work equally well on computer, tablet, 
mobile phone or any other device, which led to the creation of 
the rich Internet application-Rich Internet Application [3].
Technologies are moving very fast, and the big milestone has 
made the appearance of mobile phones and the ability to access 
the desired content from the smaller screens. Responsive design 
has become very important because it provides an 
uninterrupted user experience regardless of the size of the 
screen of the device from which it is accessed. Many 
applications developed earlier are more difficult to use on 
newer devices precisely because of the lack of responsive 
design.

Today there is a small number of web applications which 
support scientific conference management [4]. A large number 
of conferences for paper submission and review use Easy Chair

[5] web application. This software is functionally very rich but 
it has not adequately improved the user interface comparing to 
similar modern web user interfaces.

In order to offer a solution that will enable to all participants 
in the conference a better user experience and easy use of the 
application from the mobile phone, the authors of this paper 
created the application as a conference management system. 

The application was created using PHP language version 
5.6.40 with Laravel framework [6][7] version 5.4 and mySQL 
database [8] and provides to its users modern user interface and 
easy using by mobile phone. PHP (Personal Home Page or PHP 
Hypertext Preprocessor) as a script running on a server and 
designed for use on the Web has become very popular in recent 
years. As an open source project, which means that developers 
are given free access to the source code, it can be used, 
modified, and still distributed, completely free of charge. PHP 
has many advantages: better performance, expandability, low 
cost, good support for object-oriented programming, 
portability, source code is available to everyone and embedded 
libraries to perform a large number of common Web 
application tasks. Because of all the above, PHP and MySQL 
are used to create this application.

II. USER ROLES AND PERMISSIONS

The application can be accessed via web browser at 
www.demo.confedit.net and application users are divided into 
the following roles:

Editor - the conference editor with the highest level of 
privilege, has an insight into all the submitted papers, 
assigns reviewers, manages user accounts, performs 
application settings, creates accompanying documents for 
the conference. The account can only be created from the 
application.
Author - participant at a conference who wants to publish 
the paper. The account can be handled by each author 
independently, and can be created by the editor from the 
application.
Reviewer - person in charge of evaluating works. The 
account cannot be handled independently, but can only be 
created by the editor from the application.
Author and Reviewer - united roles of Authors and 
Reviewers. Editor can also add the role of a Reviewer to the 
author or create an account with both privileges.
Printing manager - person in charge of preparing the press 
release and only handles the papers that had got the status 
ready for printing after the acceptance.

After logging into the system, the user interface is adjusted 
to the privileges that a specific account has depending on the 
role. Below are detailed instructions given by user roles.

III. EDITOR SECTION

1Slavimir Stošović is with College of Applied Technical Sciences
in Niš, Aleksandra Medvedeva 20, Niš 18000, Serbia, E-mail: 
slavimir.stosovic@vtsnis.edu.rs.

2Dušan Stefanović is with College of Applied Technical Sciences 
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A. Management of the papers

The section List of papers lists all papers submitted to the 
conference divided by categories (topics of the conference). For 
each paper, the table shows paper title, authors’ names, 
possibility to download last version of the paper, status, and 
quick add-on icon for detailed view of paper, Fig. 1.

Fig. 1. Screen „Papers list“

By opening the option for a detailed overview of the paper, 
the Editor has all the necessary options for managing the 
current paper, as it is shown in Fig. 2. 

Fig. 2. Paper detailed view

In the Paper section Editor can change the category (section) 
of the work in the drop-down list. After changing the Category,
Author is notified by e-mail about the change of category. In 
addition, the editor is available for a review. The editor has 
options to notify reviewer in different options:

• Remind reviewer - sending an e-mail reminder,
• Review again invitation - sending the reviewer an e-mail 

with a request to review the paper in the second and each 
subsequent review cycle,

• Thank you Reviewer - sending feedback to the reviewer for 
the completed review

In the section Upload as author, the editor can add a new 
version of the paper in .docx and .pdf format to the system, and 
in the section Upload for reviewers, the editor can add special 
versions of the paper in .docx and .pdf format (for example, 
with the author's name removed in order for the Reviewer to 
evaluate anonymous work).

In the section Editor actions, editor can make one of the 
following decisions:

Accepted as final - paper is accepted as it is in the latest 
version
Accepted with minor changes - paper is accepted, but it 
needs to be corrected in accordance to the 
recommendations, before it is finally accepted 
Resubmit for review - changes are required in accordance 
to recommendations, and then resubmitted for review
Reject – Paper is rejected and cannot be resubmitted
Does not match the template - if the paper submitted to the 
conference does not follow the instructions in the template, 
it can be returned to the author for editing. This status is 
active only in the first step, i.e. before assigning the paper 
to Reviewers.

B. Global Settings

The section for global system settings is for Editors to define 
timelines, work categories, and generic e-mail content, Fig. 3.

By defining the conference title and selecting the conference 
logo, each conference can be unified individually. Registration 
of new authors can be banned in a certain period, and the 
application can switch to the edit mode, whereby users receive 
a change mode message instead of the login screen. In the 
review form Editor can turn on or turn off the grading by 
selecting the appropriate option. If the rating regime is on, it is 
necessary to set the minimum and maximum grade as well as 
the step of changing the rating. In the Deadline section, the final 
date for the submission of papers for the conference is entered. 
After that date it is not possible to add paper through the 
system.

In the “Days for final version”, “Days for correction”, “Days 
for review” input fields, the number of days given to the author 
to complete the action is entered. Based on these values and the 
date of sending the e-mail to the author with certain 
requirements, the deadline is automatically calculated.

Creating text of generic e-mails is defined in a way that 
allows to the Editor combination of text and predefined values 
(values of variables) listed on the right. Adding a variable to a 
text is very simple; you need to place the cursor at the position 
where the variable is desired (for example, the access code) and 
click on the gray rectangle on the right side with the name of 
the desired variable (for example, the password).

Fig. 3. Global settings screen

In the third part of Global Settings, there are options for adding 
/ editing / deleting the conference paper categories. By entering 
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the category name and clicking the Submit button, a new 
category of paper will be added (conference area). Using the + 
option, multiple categories of papers can be added at the same 
time. The category of paper can be selected by the Author when 
registering for conference proceedings, but Editor can change
it later.

C. Documents preparation 

In order to optimize the time to prepare the necessary 
documentation, the Editor has the ability to create the following 
documents in the application:

Get a conference program - allows to automatically create a 
.docx file containing the names of the papers, the author's name 
and surname, divided by the category of paper.

Get a list of accepted papers - allows to automatically create 
a .docx file that lists the names of all accepted papers at the 
conference.

Get author index - allows to automatically create a .docx file 
that lists the authors' names of all accepted papers at the 
conference.

Export final paper list - allows to automatically create a .xls 
file listing the names of papers and authors' names of all papers 
in the conference that are in the final status and are ready to be 
printed in the proceedings.

Download papers for printing - enables automatic download 
of all papers that are in final status, past review and accepted 
for publication at the conference.

IV. FUNCTIONALITIES FOR AUTHORS

The author can log in to the application by visiting the 
address www.demo.confedit.net using the web browser. If the 
Author does not create an account, he can do this by visiting 
the Sign up for Author account link and filling in all required 
fields (marked with star) for creating the account.

The author is obliged to enter the Name, Last Name, Title 
and e-mail address. The system sends an e-mail with detailed 
login information at the specified e-mail address. After clicking 
on the Register button, the account is created and the user is 
automatically logged into the system.

If any user has forgotten the access code, he can open the 
link to reset the access code. After entering the email address 
to which the account is registered, it is necessary to click the 
Send Password Reset Link button.

After logging into the application, the Author is 
automatically located in the My papers section where he can 
administer his conference work, as shown in Fig. 4. 

Fig. 4. Authors paper list

Each paper in the table lists the paper id, title, authors name, 
icons for downloading the latest version, the status of work and 
icons for certain activities whose availability depends on the 
current paper status.

By clicking on the icon for a detailed overview, user gets a
screen with detailed information, reviews, status history, and 
paper history. By clicking the Download template link in the 
left-hand menu, the author can download the template for the 
preparation of the conference paper.

The Author can add new conference paper by clicking Add
button, after which it is necessary to fill in the format shown in 
the following Fig. 5.

Fig. 5. Authors paper adding

It is also characteristic that the Author can send a link to 
download the poster and the link to the video presentation of 
the paper.

V. FUNCTIONALITIES FOR REVIEWERS

In the Papers for Review section, all papers assigned to the 
reviewer for grading by category are listed. For each paper, the 
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table shows the title of the paper, the download icon for the 
latest version, the status and the action icons. The display of the 
action icons depends on the current status of the paper and can 
be Detailed view, submit review (after assigning review paper
by Editor) and Resubmit review (after evaluating the paper and 
before Editor sent the decision to the author).

By clicking on the detailed view icon, the reviewer gets an 
overview of detailed work information as well as a review of 
his previous review if he has already done so.

By clicking on the icon for reviewing a review Submit 
review or Resubmit review, a window will be opened with the 
form for evaluating the paper.

Fig. 6. Reviewers forms

In addition to the author's comments and the Organizing 
Committee, the Reviewer can evaluate the paper (if this option 
is included) and send the author an additional document in 
.docx and .pdf format as an explanation, as shown in the Fig. 6.
The author's and the reviewer's account can be united so that 
the account obtains the common functionalities of the author's 
and reviewer's account. In doing so, the reviewer cannot review 
the paper where he is the author also.

VI. FUNCTIONALITIES FOR PRINTING MANAGER

In the Papers for printing section, all the papers that got the 
label ready for printing by category were shown in the table. 
The Prinitng manager's task is to take the papers that are 
accepted for the conference and prepare them for printing in the 
proceedings.

In the left menu the Printing manager has additional options: 
Get a conference program, Get a list of accepted papers, Get a 
paper index, Export final paper list, Download papers for 
printing for an easy way of preparing documentation.

CONCLUSION

Conference management system named ConfEdit and 
presented in this paper is a web-based application which 
supports scientific conference management with a lot of 
functionalities for Editors, Reviewer, Authors and Printing 
manager. Compared to other applications on the market this 
application provides modern user interface and responsive 
design for different screen sizes, sending conference call email 
to large number of recipients, ranking list based on different 
marks and few more things. Up to now, this application has
supported three international conferences in Serbia, and authors 
plan to develop new functionalities in the future. 
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Development of Machine Learning Models for Foreign 
Trade Volume Prediction

Ana Uzelac1, Slađana Janković2, Snežana Mladenović3 and Stefan Zdravković4

Abstract – There is a growing need to analyze supply chain data 
and find patterns that can be used to enhance them. In this paper 
we have presented how machine learning models can be used to 
analyze foreign trade dataset in order to predict the volume of the 
import and export of food products in the Republic of Serbia.

Keywords – Machine Learning, Prediction, Big Data Analytics.

I.INTRODUCTION

Big data is a term used for massive data sets with complex 
structure. It refers to those datasets whose size is beyond the 
ability of typical database software tools to capture, store, 
manage, and analyze [1]. The four main characteristics defining 
Big Data are Volume, Velocity, Variety and Veracity [2]. As
previously mentioned, Big Data exceeds the space of technical 
ability of storing, processing, managing, interpreting and 
visualizing of a traditional system [3].

Before the Big Data era, various data analytics technics were 
used to analyze data with the aim to find correlations between 
them. With the Big Data emergence, a great volume of data is 
generated every day creating a growing demand to investigate 
a greater amount of data in order to find useful patterns and 
correlations within. Big Data can be combined with analytics 
forming the Big Data Analytics (BDA). The term BDA can be 
defined as the application of advanced analytic techniques 
including data mining, statistical analysis, predictive analytics, 
etc. on big datasets as new business intelligence practice [4]. 
BDA has the ability to research massive amounts of data with 
the aim to reveal hidden patterns and secret correlations. 
Therefore, Big Data combined with analytics creates the ability 
to extract meaningful insights and turn data into information 
and intelligence [5]. BDA give firms competitive advantage by 
extracting significant value from massive amounts of data 
creating an imperative for business leaders in almost every 
industry sector: from healthcare to manufacturing.

One of the technics used in BDA is machine learning. 
Machine learning emerged many years before Big Data existed: 
in 1959, Arthur Samuel defined machine learning as a “Field of 

study that gives computers the ability to learn without being 
explicitly programmed” [6]. Tom Mitchell provides a more 
modern definition: “A computer program is said to learn from 
experience E with respect to some class of tasks T and 
performance measure P, if its performance at tasks in T, as 
measured by P, improves with experience E” [7]. In general, 
any machine learning problem can be assigned to one of two 
broad classifications: supervised and unsupervised learning. If 
instances are given with known labels (the corresponding 
correct outputs) then the learning is called supervised, in 
contrast to unsupervised learning, where instances are 
unlabeled [8]. If we are trying to predict something that has a 
discrete value, that type of supervised learning is called 
classification. The other type of supervised learning is 
regression where the accuracy is measured by how close the 
estimate is to the actual value in the test dataset, rather than 
whether the predicted value is precisely right or not. Regression 
typically requires different algorithms than those used for 
classification. The aim of classification and regression is to 
predict something accurately. The part of the data is used for 
learning while the rest of the data is used for testing the result 
of the learning. In comparison, unsupervised learning is where 
we do not know the right answer ahead of time for any of the 
data—there is no prior basis to judge how good our result is.
The goal of unsupervised learning is to find interesting and 
useful generalities within the data. A common form of 
unsupervised learning is clustering - given a collection of data, 
separate instances into two or more groups (clusters) based 
upon their similarities. Unsupervised learning has no objective 
measure of success, and therefore, all the data can be used as 
input to the algorithm. As previously seen, selecting the 
suitable machine learning technic depends mostly on the 
structure of the data and the goals of the study. 

The aim of this paper is to explore possibilities to predict the 
volume of the foreign trade using supervised machine learning 
and to propose the development methodology and application 
of appropriate machine learning models. In the second section 
we have covered literature review. In the third section a 
methodology including development and the application of the
machine learning model that predict the volume of import and 
export is presented. Some of the results obtained using 
proposed methodology on the dataset of foreign trade of food 
industry in the Republic of Serbia are shown in the fourth
section. In the last section a conclusion about machine learning 
algorithms that have shown the best results in predicting the 
volume of the foreign trade on the available datasets is given.

II. LITERATURE REVIEW

Gartner estimates that by 2020 there will be around 26 billion 
devices in the supply chain. All of them generate a great amount 
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of data every day. Therefore, there is a growing need to analyze 
huge amounts of data in Supply Chain Management (SCM). 
Scholars agree that BDA has the potential to transform the 
entire business process, by improving the various supply chain 
processes and logistics management [9]. Although the term 
“Big Data” is not new, there are not many applications of Big 
Data in the SCM field.

As machine learning is able to discover patterns in supply 
chain data, it has been identified ten ways how machine
learning can revolutionize supply chain management: 1) 
improving demand forecast accuracy, 2) reducing freight costs, 
3) improving SCM performance, 4) opening up many potential 
applications in physical inspection and maintenance of physical 
assets across an entire supply chain network, 5) lowering
inventory and operations costs and getting quicker response 
times to customers, 6) forecasting demand for new products, 7) 
extending the life of key supply chain assets including 
machinery, engines, transportation and warehouse equipment, 
8) improving supplier quality management and compliance, 9) 
improving production planning and factory scheduling 
accuracy, and 10) providing end-to-end visibility across many 
supply chains for the first time [10]. Artificial intelligence with 
machine learning can help the logistics industry fundamentally 
shift its operating model from reactive actions and forecasting 
to proactive operations with predictive intelligence [11].
Additionally, machine learning represents a new tool that can 
enable companies to better understand the impact of demand 
drivers such as media, promotions and new product 
introductions, and to then use that knowledge to significantly 
improve forecast quality and detail [12].

Artificial Intelligence is set to transform the foreign trade, for 
example; by reducing the cost of numerous processes 
throughout the trade lifecycle [13]. Furthermore, machine 
learning can help in reducing foreign exchange risk [14].
Moreover, machine learning can be used to build a meta-
learning model that is able to detect the error in the foreign trade 
transactions [15].

Although machine learning models are recognized to be a 
great tool to discover patterns in large amounts of data with the 
aim to improve different parts of SCM, currently there are not 
many studies that investigate their practical applications. As
foreign trade represents an important part in SCM, this 
investigation is of a great importance as it shows how machine 
learning models can be used in practice in order to predict the 
volume in the foreign trade.

III. METHODOLOGY

The research process consists of the following three phases: 
Data exploration, Data preprocessing and Predictive analytics. 

During data exploration phase we examined some 
characteristics of the initial dataset, such as its volume, 
completeness, validity of data, potential relations between 
individual data elements, different ways raw data is organized 
and stored.

Data Preprocessing phase consists of standard ETL (Extract, 
Transform and Load) operations. During Data preprocessing 
we performed the following operations: data importing, data 
querying, data cleaning, data formatting end data exporting. As 

a result of data processing, a new dataset on which it can be 
applied different machine learning technics is generated. 
Additionally, as the final step we divided the original dataset 
into two different datasets: testing and training datasets.

The aim of predictive analytics is to predict what will be 
happening or is likely to happen in the future by exploring data. 
It attempts to accurately predict the future events and discover 
the reasons. The aim of predictive analytics in this research was 
to predict the volume and structure of import and export of food 
products in the Republic of Serbia. In order to get the answer, 
we used different machine learning techniques. Machine 
learning process consists of the following steps: 1) data 
preprocessing, 2) model building, 3) model evaluation, 4) 
model testing, and 5) model deployment. Machine learning is 
an iterative process which is repeated until a satisfying 
performance is achieved. 

The first step was to build a model. As we had labeled 
dataset, we could build only supervised machine learning 
model. First, we defined the goal of our model, then selected 
dependent variables (labels) and relevant attributes, performed 
necessary preprocessing of the dataset in order to prepare it to 
fulfill requirements of the selected algorithm. The next step was 
model tuning where we set hyperparameters that are specific 
for each type of the machine learning algorithm. The next phase 
was model training where we applied selected machine 
learning algorithm on the training dataset in order to obtain 
model parameters. 

Since our dataset labels (Net weight [kg] and Amount 
[EUR]) are numeric continuous, we have chosen machine 
learning models based on the most popular regression 
algorithms: Linear Regression, k-Nearest Neighbors, Decision 
Tree, Support Vector Machine for Regression and Neural 
Network. Machine learning model results from learning 
algorithm applied on a training dataset.

We performed model evaluation using 10-fold cross-
validation. To predict the performance of a model on a new 
dataset, we need to assess its performance measures on a 
dataset that played no part in model formation. This 
independent dataset is called the test dataset. We assume that 
both the training data and the test dataset are representative 
samples of the underlying problem. Comparing test vs. training 
performance allows us to avoid overfitting. If the model 
performs very well on the training data but poorly on the test 
data, then it is overfit. The success of numeric prediction was 
evaluated using various performance metrics, as they are:
mean-squared error - Eq. (1), mean-absolute error - Eq. (2), root 
mean-squared error - Eq. (3), relative-squared error - Eq. (4),
root relative-squared error - Eq. (5), relative-absolute error -
Eq. (6) and correlation coefficient - Eq. (7). The total number 
of test instances is n; the predicted values on the test instances 
are p1, p2, …, pn; the actual values are a1, a2, …, an; and are 
the average values of the predicted/actual values.

(1)

(2)

(3)
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(4)

(5)

(6)

                     (7)

Where, 

(8)

(9)

(10)

We selected the best model comparing different criteria, such 
as performance (examining if the model has the best 
performance on the test dataset), robustness (if the model 
performs well across various performance metrics), 
consistency (if the model has one of the best cross-validated 
scores from the training dataset) and win condition (if it solves 
the original business problem).

IV. RESULTS

Previously described methodology is applied on the dataset 
of foreign trade of food products in the Republic of Serbia for 
the period from 2015 till 2017. For predictive analytics we used 
an open source data mining software called Weka 3.8.3. Weka 
is a collection of machine learning algorithms used in data 
mining. It contains tools for data preparation, classification, 
regression, clustering, association rules mining, and 
visualization.

The available dataset consisted of 772517 instances, each 
having the following attributes: IE (Import/Export), 
ClearanceProcedure, RegistrationNumber, VATIN, 
CompanyName, CountryOfBuyer/Seller, CountryOfImport, 
CountryOfExport, CustomsTariff, CustomsTariffName, Year, 
Month, Quarter, TradeName, UnitOfMeasure, Quantity, 
NetWeightKG, and AmountEUR. Data preprocessing 
consisted of cleansing the dataset from the incomplete records, 
eliminating attributes that were uniquely dependent on the 
other attributes (such as VATIN, CompanyName, 
CustomsTariffName) and creating different SQL (Structured 
Query Language) on the dataset. Some of the queries 
performed only records grouping in different ways such as:
Import/Export by Year and ClearanceProcedure, Import/Export 
by Year, Month and CountryOfImport/Export, Import/Export 
by Year, Month, RegistrationNumber and 
CountryOfImport/Export, Import/Export by Year, Month, 
RegistrationNumber, CountryOfImport/Export and 
CustomsTariff, etc. The second group of queries records were 
selected by different criteria, such as: Clearance Procedure, 
CountryOfImport/Export, Registration Number, Customs
Tariff, while the third group of queries grouping and selecting

of records were performed. The results of these three categories 
of queries represent different datasets on which different 
machine learning models were built. Each of the obtained 
datasets were divided on the training and test dataset. Records 
related to the years 2015 and 2016 were used for creating 
training dataset, while records belonging to the year 2017 were 
used to make test dataset. SQL queries were created and 
training and test datasets were generated using MS Access 
2016.

The following attributes were selected as labels (attributes 
which values will be predicted): Net weight [kg] and Amount 
[EUR]. On different datasets different machine learning models 
were created based on the application of the following 
algorithms: Linear Regression, Multilayer Perceptron (Neural 
Network), SMOreg (Support Vector Machine for Regression),
IBk (k-Nearest Neighbors), M5P, Random Forest, Random 
Tree and REPTree.

Example: Training dataset: “COCA-COLA HELLENIC 
BOTTLING COMPANY-SERBIA” Export of Water to 
Montenegro by Year and Month and Custom Tariff -
NetWeightT 2015-2016, for custom tariffs: 2201101100 and 
2202100000; number of instances: 175; attributes: Month, 
CountryOfExport, CustomsTariff, SumOfNetWeightKG; Test 
mode: 10-fold cross-validation.

The performance of the first four different machine learning 
models created by using four different algorithms on this 
training dataset are shown in Table I.

TABLE I
PERFORMANCE MEASURES FOR THE FIRST GROUP OF PREDICTION 

MODELS

Machine 
learning 
algorithm

Linear 
Regression

Multilayer 
Perceptron

SMOreg IBk

Correlation 
coefficient

0.7265 0.9477 0.6777 0.972

Mean 
absolute 
error

1050.97 404.73 950.78 231.16

Root mean 
squared 
error

1425.92 690.34 1609.56 489.84

Relative 
absolute 
error [%]

71.25 27.44 64.45 15.67

Root 
relative 
squared 
error [%]

68.56 33.19 77.39 23.55

The performance of the second four machine learning 
models created on the same training dataset are shown in Table 
II.

According to the results of the models shown in Tables I and 
II, the model that has the best performance was based on IBk 
(k-Nearest Neighbors) algorithm. Considering all performance 
measures this model shows the best performance. The second-
place share two models with very similar performances: the 

230

Ohrid, North Macedonia, 27-29 June 2019



first is based on Random Forest and the second one on the 
Random Tree algorithm. The Fig. 1 shows relationships 
between actual values for the year of 2017 from test dataset,
and the values predicted using the machine learning models that 
are selected as the best ones (IBk and Random Forest).

TABLE II
PERFORMANCE MEASURES FOR THE SECOND GROUP OF PREDICTION 

MODELS

Algorithm M5P Random 
Forest

Random 
Tree

REPTree

Correlation 
coefficient

0.9265 0.9691 0.9691 0.9585

Mean 
absolute 
error

448.98 256.98 248.62 321.73

Root mean 
squared 
error

791.97 514.14 516.88 592.76

Relative 
absolute 
error [%]

30.44 17.42 16.85 21.81

Root relative 
squared 
error [%]

38.08 24.72 24.85 28.50

V. CONCLUSION

The most important conclusion of this research is that food 
foreign trade dataset can be used to build supervised machine 
learning models that can perform satisfying results in
predicting of volume and the structure of import and export of 
the food products in the Republic of Serbia. Models that have 
shown the best performances were based on k-Nearest 
Neighbors, Random Forest and Random Tree algorithms. This 
means that the independence of the attributes of the observed 
dataset is better described by nonlinear machine learning 

algorithms and ensemble machine learning algorithms than by 
linear machine learning algorithms.
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PWM and PFM Controlled Buck Converter designed 
for Wearable Electronic Devices

Tihomir Brusev1, Georgi Kunov2 and Elissaveta Gadjeva3 

Abstract – Integrated Pulse-Width Modulation (PWM) and 
Pulse-Frequency Modulation (PFM) controlled buck converter is 
proposed in this paper, designed for wearable electronic devices.
The input voltage is equal to 3.6V and the average value of the 
output voltage is regulated to be 1.7V. The maximum efficiency η
of the buck converter is 81.43%, when the load current ILoad is 
equal to 68mA. When ILoad is smaller than 8mA the efficiency of 
the PFM controlled buck converter is around 7% higher 
compared to the efficiency of the PWM controlled buck converter. 

Keywords – Buck converters, Pulse-Width Modulation (PWM),
Pulse-Frequency Modulation (PFM), Integrated circuits, 
Cadence. 

I. INTRODUCTION

Today, the number of wearable electronic devices 
incorporated in the Internet of Things (IoT) systems is growing 
very fast. 

Fig. 1. Block diagram of power management integrated circuit 
(PMIC) in IoT wearable device [5].

Most of them are battery powered or they use energy from 
harvesting power sources [1], [2]. Long battery life is required 

for many portable applications [3]. High efficient buck dc-dc 
converter integrated together with wearable electronic devices 
is necessary to be designed and implemented [4]. The block 
diagram of power management integrated circuit (PMIC) of 
IoT wearable device is shown in Fig. 1 [5]. The input voltage 
of the buck converter is equal to 3.6V, while the average output 
voltage is controlled to be equal to 1.7V [5]. On the other hand 
the output voltage of switching-mode converter is supply 
voltage for low drop regulators (LDO), which are shown in 
Fig. 1. The monolithic buck converter is necessary to occupy 
small silicon area and respectively to have small external filter 
inductor and capacitor components [6].

The PWM controlled integrated buck converter designed on
CMOS 0.35 μm technology for IoT wearable device is 
presented in Section II. PFM control of the switching-mode 
regulator is proposed and presented in Section III. The 
efficiency η of the designed circuits, when both control 
techniques are used, is investigated as a function of the load 
current ILoad. The received results are compared and analyzed.

II. PWM CONTROLLED BUCK CONVERTER

The PWM controlled buck converter is designed for IoT 
wearable device with Cadence on CMOS 0.35 μm technology.
The block circuit diagram is shown in Fig. 2.

Fig. 2. Block diagram of PWM controlled buck converter.

The input voltage of the switching-mode regulator is equal 
to 3.6V and the average value of the output voltage is controlled 
to be equal to 1.7V [5]. The control system includes bandgap 
voltage reference, error amplifier, ramp generator and driver.
The signal, which regulates the states of buck converter’s 
power MOS transistors, is generated by comparing the voltage 
with repetitive waveform and error control voltage. The error 
signal is obtained, when difference between the actual output 
voltage of the whole system Vout and the output voltage level of 
bandgap reference is amplified. The frequency of the ramp 
generator defines the switching frequency fs of buck converter. 
This frequency is constant for PWM control technique. The 
output signal of comparator controls the states of power buck 
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converter’s switches. The schematic of ramp generator is 
presented in Fig. 3.

Fig. 3. Ramp generator.

The output stage of the ramp generator consists of two 
current mirrors. They define the charging and discharging 
current of the output capacitor C1. The switching frequency fs
of the buck converter depends on the ramp capacitor’s value 
and the current which flows through this component. The 
waveforms of the output signals of error amplifier, ramp 
generator and comparator are presented in Fig. 4.

Fig. 4. The waveforms of the output signals of error amplifier, ramp 
generator and comparator. 

The switching frequency fs of the designed PWM controlled 
buck converter is equal to 80MHz.  

Fig. 5. The waveform of output voltage Vout of the designed PWM 
controlled buck converter.

The waveform of output voltage Vout of the designed PWM 
controlled buck converter is shown in Fig. 5. The values of the 

filter inductor L and capacitor C, which are used in the low-
pass filter, are equal to 250nH and 5nF respectively. The 
efficiency η of the buck converter as a function of the load 
current ILoad is investigated. The simulated results are presented 
in Table I.

TABLE I 
PWM CONTROL

EFFICIENCY OF BUCK CONVERTER AS A FUNCTION OF ILOAD

PWM Controlled Buck Converter
ILoad [mA] Efficiency [%]

100 75.6
80 80.64
68 81.43
50 80.81
30 79.07
20 74.69
10 62.04
8 56.9
5 45.7
2 28
1 17

The efficiency of the switching-mode regulator is calculated 
by formula: 

,out

in

P
P

(1) 

where Pout is the average output power and Pin is the average 
input power of the circuit. The maximum efficiency of the 
PWM controlled buck converter is equal to 81.43%, when the 
load current is equal to 68mA. As it can be seen from the 
received results presented in Table I, the efficiency of PWM 
controlled buck converter is decreasing at light loads. 

Fig. 6. Simulation results received in Cadence Virtuoso Analog 
Design Environment when ILoad=68mA. 

The simulation results obtained in Cadence Virtuoso Analog 
Design Environment tool, when the investigated circuit 
indicates the highest efficiency result, are presented in Fig. 6
[7]. The output power of the converter in this particular case is 
equal to 115mW. 
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III. PFM CONTROLLED BUCK CONVERTER

The PFM controlled buck converter is designed with 
Cadence on CMOS 0.35 μm technology and the block diagram 
of the whole system is shown in Fig. 7. The input voltage of the 
buck converter is equal to 3.6V, while the output voltage is 
equal to 1.7V. The control system includes bandgap voltage 
reference, comparator with hysteresis, oscillator and driver
stages. The power MOS transistors are regulated by oscillator 
with fixed 50% duty-cycle. When the actual output voltage of 
buck converter is higher than the desired level the control 
system works in sleep mode. In this case the load energy is 
delivered by filter capacitor C. The only stages which operate 
at sleep mode of the converter are bandgap and comparator 
with hysteresis. When the buck converter works in sleep mode 
of operation driver, oscillator and the power stage are disabled. 
Thus power losses in control system are minimized in light load 
conditions.

Fig. 7. Block diagram of PFM controlled buck.

The same bandgap voltage reference is used in this control 
as in the PWM controlled buck converter. If the output voltage 
Vout becomes smaller than the certain level, the comparator with 
hysteresis wakes up the whole system. This is the normal mode 
of operation of the switching-mode regulator. In the pictures 
bellow the operation of PFM controlled buck converter is 
presented at different load conditions.

Fig. 8. The waveforms of Vout and control pulses of main power 
PMOS transistor Vcp when ILoad=8 mA.

The waveforms of output voltage Vout and control pulses of 
main power PMOS transistor Vcp, when the load current ILoad is 
equal to 8mA, are presented in Fig. 8.

Fig. 9. The waveforms of Vout and Vcp when ILoad=5 mA.

The waveforms of the output voltage Vout and control pulses 
of main power PMOS transistor, when the load current ILoad is 
equal to 5mA, are presented in Fig. 9. As it can be seen from 
the pictures shown in Fig. 8 and Fig. 9 the designed PFM 
controlled buck converter works in proper manner and the 
average value of the output voltage Vout is equal to 1.7V. The 
waveforms shown in Fig. 9 prove that at light load the system 
operates longer in sleep mode.

For the oscillator with fixed 50% duty-cycle is used ring 
oscillator. The schematic of this ring oscillator is shown in 
Fig. 10.

Fig. 10. Ring oscillator.

The power supply of this stage is switched-off in sleep mode 
in order to minimize the power losses in the PFM control 
system. Thus the overall efficiency of buck converter could be 
increased. If the output voltage of the buck converter Vout is 
higher than the desired voltage, the control signal “SL” has high 
voltage level, while “ SL ” has low voltage level. In this case
the transistor M3, which is illustrated in Fig. 10, is switched-
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off. If Vout is smaller than the desired voltage, the control signal 
“ SL ” has high voltage level and M3 is switched-on.

The efficiency η results of the PFM controlled buck 
converter as a function of the load current ILoad are presented in 
Table II.

TABLE II
PFM CONTROL

EFFICIENCY OF BUCK CONVERTER AS A FUNCTION OF ILOAD

PFM Controlled Buck Converter
ILoad [mA] Efficiency [%]

30 58
20 60
10 55
8 57
5 54.5
2 35
1 24

The efficiency results of PWM and PFM buck converter as a 
function of the load current ILoad are graphically presented in 
Fig. 11.

Fig. 11. Efficiency of PWM and PFM controlled buck converter as a
function of ILoad.

The obtained results, illustrated in Fig. 11 and presented in 
Table I and Table II, show that the efficiency of the designed 
switching-mode regulator is higher at light loads if PFM control 
is used. If ILoad is higher than 8mA the PWM is more efficient 
control technique. When the load current is smaller than 8mA
the efficiency of the PFM controlled buck converter is around 
7% higher compared to the efficiency of the PWM controlled 
buck converter. The battery life of wearable electronic devices 
could be increased if PFM control for switching-mode 
regulator is used at light loads.

IV. CONCLUSION

Integrated PWM and PFM controlled buck converter 
designed for low power wearable electronic devices on CMOS 
0.35 μm technology has been proposed in this paper. The input 
voltage is equal to 3.6V and the output voltage is regulated to 
be equal to 1.7V. The maximum efficiency η of the buck 
converter is 81.43%, when the load current is equal to 68mA. 
When the load current ILoad is smaller than 8mA, the efficiency 

of the PFM controlled buck converter is around 7% higher 
compared to the efficiency of the PWM controlled buck 
converter. The PFM control technique can increase the battery 
life of wearable electronic devices used in IoT system, because 
they operate over a long period of time at light load conditions.
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Experimental Module for Contactless Measurement of 
Electrical Current  

Nikola Draganov1 and Lyubomir Spasov2 

Abstract – Magnetic field sensors have been widely used in 
household and engineering practice. Their important advantage 
is their ability to measure different electrical parameters only by 
measurement of a magnetic field based on advanced sensors for 
electric current measurement by a magnetic field.

A sensing module for measuring electrical current has been 
developed.

This article presents an experimental measuring module real-
ized on the basis of a magnetosensitive integrated circuit with a 
Hall element. The block diagram, a general electrical circuit and 
results of experimental studies are described.

Keywords – Galvanomagnetic sensors, Current sensors, Elec-
tromagnetic sensors, Hall sensors, Electric current 

measurement. 

I.INTRODUCTION 

With the development of newer electronics technologies, in 
particular, sensor technology – Hall effect sensors are becom-
ing increasingly popular in engineering environments as the 
primary means of measuring electrical current with high relia-
bility, performance, sensitivity and accuracy. They are suc-
cessfully applied for measurement and control of the parame-
ters of electrical circuits. Today, Hall's components are widely 
used in almost all measuring device and household appliances 
in light and heavy industries. 

Interest for sensors technologies is the contactless mea-
surement of the parameters of electrical signals and more 
precisely, of the electrical parameters of power circuits. This 
method has many advantages the most important among them 
is the galvanic separation of the two circuits – the measured 
and measuring [1-10]. 

There are various sensor transducers that allow contactless 
measurement of circuitry parameters. They work on different 
physical principles – optical, inductive, magnetic, galvano-
magnetic. The last are widespread in modern electronics and 
automation. They have some very important advantages over 
others, namely easy signal processing, repeatability, high 
sensitivity to broadband frequency signals, reliability, and 
more [1-6]. 

The purpose of the present study is to design, develop and 
study a real-time sensor module for electrical current mea-
surement based on a modern magnetosensitive integrated 
circuit with a Hall element. 

 

II. PRESENTATION 

The block diagram of the realized module is shown in Fig-
ure 1. 

The main unit is the magnetosensitive integrated circuit 
(MIC), which converts the magnetic field into an electrical 
signal, a voltage stabilizer (VS) providing the required DC 
mode and an interface circuit (IC) that forms the signal in a 
suitable form for follow processing. 

The developed model is a single-PCB module with de-
tached terminals, connecting the measured circuit to the cur-
rent terminals of the magneto-sensitive IC. The last is a mono-
lithic silicon chip with a magnetosensitive element and a 
processing circuit mounted on a current-carrying bus the ends 
of which are the IP + and IP- current measuring terminals of 
the integrated circuit. When a current flows through the bus, a 
magnetic field is formed around it which is detected by the 
sensor integrated in the package, and it converts the magnetic 
field into a proportional output voltage. 

Figure 2 shows the circuit diagram of the developed mod-
ule. 

The stabilizer block is built with an integral voltage stabi-
lizer of type LM7805 (IC1). The developed device is of an 
experimental type. The supply current IS that is required for it 
does not exceed 50mA. Of course, when installing the device 
into portable measurement and battery-powered systems, it is 
necessary to replace it with an appropriate low dropout vol-
tage regulator.  

The magnetosensitive integrated circuit (IC2) of type 
ACS710 for electrical measurement with Hall element is pro-
duced by Allegro Micro Systems Company [9]. It provides a 
precise solution to convert the size of alternating and direct 
current in output voltage. Due to its small dimensions, it can 
be embedded in the package of most electronic devices for 
electrical currents measurement in current protections, instan-
taneous values of electrical signals, control and diagnostics of 
power transducers and electrical equipment. 
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Fig. 1. Block diagram of the measureming module 
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In this type of IC, the current terminals (IP + and IP-) must 

be connected to the measured current loop in a given circuit. 
Current terminals IP+ and IP- of the integrated circuit have 
respectively four physical terminals internally integrated into 
a common copper conductor with RIP+IP-=1m . They provide 
the carrying out and measurement of electrical current up to 
25A. The sensor signal processing scheme allows to measure 
positive and negative values of electrical current, but it is 
necessary to observe the polarity of the IP+ and IP- terminals 
when entering the circuit. The selected magnetosensitive inte-
grated circuit is equipped with Fault and Fault_EN functions. 
It can provide additional feedback to detect the maximum 
value of the measured current. This improves the functionality 
and reliability of the sensor device. The speed of the sensor 

can be set by selecting a suitable CF capacitor.  
Figure 3 shows the dependence F=f(CF). It can clearly be 

seen that at higher capacitance values the operating frequency 
sharply decreases. Another application of CF is to adjust the 
noise steadiness. The low noise steadiness is observed by low 
capacitance value. So it is necessary when  sensor is used in 
an apparatus to take into account these two parameters – noise 
steadiness and speed of work [2]. Figure 3 shows an exem-
plary selection of the capacitor value CF limiting the transmit 
frequency to 45 kHz. This is necessary for further develop-
ment. 

The output of the MIC is at terminal 12 (UIOUT). Its voltage 
changes in proportion to the magnitude of the measured cur-
rent ITEST. 

The schematic diagram of the experimental setup is shown 
in figure 4. 

A water rheostat with NaCl water solution has been used for 

carrying out the experimental tests. So it is possible to control 
fluel the current ITEST through measuring module and contact-
less ammeter.  

For the purpose of collecting data for further studies the 
temperature of the magnetosensitive integrated circuit pack-
age P and that of the water rheostat W solution are also 
measured. Output data are measured by a two channel elec-
tronic oscilloscope (EO).  

The obtained experimental transmission characteristics are 
shown in Figure 5. 

They reflect the variation of the output voltage UIOUT from 
the set current ITEST passing through the sensor module. The 
analysis of the results shows that the transmission 
characteristic is linear across the current range (ITEST=0÷20A). 
From the obtained results the absolute sensitivity SA of the 
developed device is determined. It is given by the following 
formula: 

 

TEST

IOUT
A I

US
  

  (1) 

 
where: UIOUT – change of the output voltage from the mag-
netosensitive integrated circuit; ITEST – the change of the set 
current, or:  
 

AmVSA /66,22
4

7,90   (2) 

 
 

Fig. 5. Experimental transmission characteristic UIOUT = f (ITEST) 

 

Fig. 2. The circuit diagram of the developed module 

F

 
Fig. 3. Dependence of the frequency of operation on the value of the 

F =f(CF)  

 
 

Fig. 4. Schematic diagram of the experimental setup 
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From the calculations for the SA it is found that the absolute 
sensitivity of the test module was kept constant 

SA=22,66mV/A. For additional information which can help 
the used module modeling are obtained the characteristics TW 
= f (ITEST) and TP=f(ITEST). They reflect respectively the water 
temperature of the water rheostat and that of the magnetosen-
sitive integrated circuit package. The temperature of the chip 
has a minimal change over the entire operating range, due to 
the very low resistance of the built-in low resistive copper 
conductor. The dependencies are presented in the general 
graph of Fig. 6. 

 

III. CONCLUSION 

Sensor module with modern magnetic-sensitive integrated 
circuit with a Hall element of type ACS710 produced by Al-
legro Microsystems Company it is developed.  

Magnetic-sensitive elements are becoming more widely 
used. The development of new sensor components on their 
basis extends the functional capabilities of the device in which 
they are built. 

The developed measuring module is characterized by easy 
and inexpensive craftsmanship. The use of a magnetic-
sensitive integrated circuit allows to measure electrical signals 
with a wide range of variation of the parameters, such as am-
plitude, frequency, rise time, and others. 

Block diagram of the device consisting of a integrated sen-
sor and power supply circuit is given.  

A electrical circuit diagram of a module for measuring elec-
trical current is synthesized, realized and studied.  

With simple schematic solutions the overvoltage protection 
of the supply voltage poles is greater than the supply voltage 
(US = 5 ÷ 15V). 

The sensor used in the module enables of bi-directional 
measurement of direct and alternating currents up to ITMAX = 
±25A. 

The module possibility of feedback realizing when maxi-
mum current is reached through external pins of integrated 
circuit.  

Low self-consumption power consumption of the module 
(IS<50mA), both in measurement mode and standby mode, 
and the small dimensions allow him to be built integrated in 
various electronic devices where it is necessary to measure 
and monitor the magnitude of the electrical current.  

The capability of the conversion feature of the module 
enables the output electrical signal to be directly coupled to 
the ADC input thereby simplifying its processing. It is deter-
mined absolute sensitivity. It is SA = 22,66mV/A. 

An experimental set-up was realized (Figure 4). The water 
rheostat configuration allows the measurement of the electric-
al current flowing through the sensor to be readily measured. 

Experimental studies have been carried out and have been 
reflect the measuring module work.  

Transformation characteristics UIOUT = f (ITEST) and these 
reflecting temperature regimes during operation P= f (ITEST), 
TW= f (ITEST) at different values of the measured current ITEST = 
0,1 ÷ 20A are built in sequence. 

Developed and tested device is intended for installation in a 
variety of instrumentation and devices allowing its output 
signal to be used to measure and build feedbacks monitoring 
of various electrical parameters of the power circuits. 
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Contactless energy transmission and information data 
through a common inductive link

Nikolay Madzharov1, Lyudmil Petkov2

Abstract – One of the actual direction of the contactless energy 
transmission systems, is the parallel two-way communication 
between the transmitting and receiving side using the same inductive 
link. This leads to the removal of the additional modules for the 
transmission of information and control signals and contributes to 
the improvement of the technical and operational parameters of the 
wireless power and data transfer systems. This report presents the 
results of the frequency multiplexing analysis. A computer 
simulation of the developed system was carried out. The analytical 
results are verified by computer and real experiments with a 
developed laboratory stand.

Keywords – Contactless transmission, Frequency multiplexing, 
Two-way communication, Wireless power transfer, Control 
signals 

I. INTRODUCTION

In recent years, a number of companies and research teams 
have been working on transmitter-to-receiver communication 
in systems for contactless energy transmission
[1,2,3,10,11,12,13,15]. The bi-directional transfer of 
information and control signals through the power module was 
shaped as the current direction. There are different methods and 
schematic solutions to realize the parallel transfer of energy and 
data [2, 4, 5, 6, 7, 9]. To reduce the mass parameters and to 
improve the technical parameters, systems with a common 
inductive connection are used. One way to transmit power up 
to several kW and data up to 500 kBit / s is the frequency 
multiplier induction method [7,9,12]. The power transmission 
frequency is in the range of dozens of kilohertz, and the data 
transfer rate is in the order of megahertz to minimize the impact 
of one frequency to the other. This problem is very topical and 
in this report are presented analytical and computer studies at 
different frequencies and capacities of the two modules - power 
and information.

II. FREQUENCY MULTIPLEXISING SCHEME
The equivalent scheme for transmitting data from the 

transmitter to the receiver, based on the developed frequency 
multiplexing method [7,9], is presented in Fig.1. The 
transmitter module is composed of a high frequency generator 
with voltage Ud and frequency d. With a unit in the 
transmitted data the voltage is supplied to the transformer L3.
It, together with the CR capacitor, forms a resonant circle set to 
frequency d:

 =   =  =                      (1)       
1Nikolay Madzharov is with the Faculty of Electronics at Technical 

University of Gabrovo, 4 H. Dimitar, Gabrovo, 5300, Bulgaria,            
E-mail: madjarov@tugab.bg.

2Lyudmil Petkov is with the Faculty of Electronics at Technical 
University of Gabrovo, 4 H. Dimitar, Gabrovo, 5300,, Bulgaria,          
E-mail: ludmil_p@abv.bg.

Similarly, in the receiving side, the receiving module is 
comprised of the inductance L4 and the capacitor CS, which 
form a resonant circle, set to the carrier frequency d , used to 
transmit the data. In this way, the data acquisition channel acts 
as a narrow line filter, which minimizes the impact of the power 
transmission channel.

Transformer T3 performs multiplexing of the information 
signals and the frequency of energy transmitted to the load. CL1
and CL2 are parasitic capacities of the transmit and receive coils.
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Fig. 1. An equivalent scheme, used to transfer data from the power 
transmitter to the receiver

Multiplexing is performed by adding the frequency used to 
transmit data d to the energy transfer frequency. When in the 
data has a logical unit, on the frequency for the transfer of 
energy is superimposed the frequency used for data 
transmission d. This algorithm is presented in the graphics
shown of Fig. 2.
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Fig.2. a) –the chart of the transmitted information signal; b) - the 
used data carrier frequency d ; c) - the received signal from the 
overlaid frequency for transmitting energy and the frequency of data 
transmission.
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Fig.3. An equivalent scheme used to transfer data from the power 
transmitter to the receiver
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In Fig.3 the equivalent data transfer scheme is presented in the 
opposite direction - from the receiving side to the transmitting
side of energy. Analogous to the data transmission from the 
transmitter to the receiver, here the resonant circuits is 
composed of L3 - CR and L4 - CS and are set to the frequency 

d used for transfer of data.
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Fig.4. Schemе used for computer simulation with program LTSPICE 
XVII

The scheme used for computer simulation is shown in Fig. 4.
The results for data transmission are presented in the following 
two figures. Fig. 5 shows data transmission in the direction 
from the power transmitter to the receiver. In order to simulate 
data transmission in the direction from  the  receiver to the 
transmitter  it was exchanged the circuits connected to L3 and 
L4.

In the Fig. 6 shows the transmitting data from the receiver to 
the transmitter.

From the simulation and the results obtained in Fig. 5 and 
Fig. 6, it can be concluded that the developed frequency 
multiplexing method is applicable for power transmission
[14,15] and bidirectional transfer of information signals at a 
power and control voltage ratio in both channels up to 20 times.
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Fig.5. Computer simulation results at data transfer from the transmitter 
to the power receiver: U1 – data transmission voltage with frequency 
of d; U5 and U6 - the transistor M1, M2 gate voltage control; U2 -
the voltage of the transmitted data; OUT - the voltage at the resonant
inverter circuit; OUTDATA1 - the voltage at the receiving data coil;
OUTDATA - the voltage of the data formed in the receiving part. 
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Fig.6. Computer simulation results at data transfer from the receiver 
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transistor M1, M2 gate voltage control; OUTDATA1 - strip filter; 

OUTDATA - voltage of received data.

III. PRACTICAL EXPERIMENTS
In order to verify the developed algorithm for parallel

transmission of electrical energy and information signals by 
frequency multiplexing, a laboratory mockup has been 

241

Ohrid, North Macedonia, 27-29 June 2019



3 
 
developed. It is a scheme for powering and controlling the 
direction and speed of rotation of a DC motor. It visualizing the 
commands sent to the receiver and returned results and contains
two principal schemes. The first one is an energy transmitter 
and a transmitter and data receiver Fig.7.  In this circuit the 
PIC16F1713 processor controls the power transfer inverter and 
consists of U4, C5, C6, C7, C16, C18, D1, M1, M2, C17, L1,
and T1. It also transfers the data to the energy receiver and 
receives the data from it, the scheme being implemented with 
Q1, Q2, Q3, Q6, Q7, Q8, VT2, VD1, VZ1, D2, U2, U3, R3, 
R4, R6, R7, R8, R9, R10, R12, R13, R14, R15, R19, R20, R24, 
R25, C8, C9, C11, C12 и C15. The 1MHz high frequency used 
to transmit the data is generated by the processor. To visualize 
sent and received data a graphical LCD display 2x16 - DD1
is used. To select the transmitted ones, the UP and DOWN keys 
are used, and the ENTER button is used to send the selected 
command. ICs IS1 and IS2 provided the necessary additional 
supply voltages.

Fig.7. Scheme of the wireless power transfer and the data transmitter 
and receiver

The scheme of the wireless power receiver and the data 
receiver and transmitter is shown in Fig.8. In this scheme the 
PIC16F1713 processor is used for communication, direction 
control and speed, as well as voltage and current measurement 
of the DC motor. The communication scheme [8] is 
implemented with U2, U3, Q1, Q2, Q3, Q4, Q16, Q17, VT8, 
D1, VD2, VZ1, T1, R5, R6, R8, R9, R10, R11, R13, R14, R15, 
R17, R18, R19, R20, R52, R53, R59, R64, C12, C13, C14, C15, 
C16. The voltage is measured with the divider R65, R66, C34, 
which is connected to the rectifier D2, D8, D9, D10, and the 
current is measured with R61, R62, R63 and C18. Selecting the 
direction of rotation is controlled by VT6, VT7, Q5, Q13, Q14, 

Q15, R54, R55, R56, R57, R58, R60. By pulse width 
modulation delivered to Q14 or Q15, the motor speed is 
controlled. To visualize the received commands and the 
measured parameters, a graphical LCD display 2x16 - DD1 is 
used. The buttons are used to select the desired visualization 
parameter. IS1 provide power to the processor.

Fig.8. Scheme of the energy receiver, and the data transmitter and 
receiver

The experiments were performed in data transfer from the 
power transmitter to the receiver at a supply voltage of 24V and 
a distance of 2 cm between the windings of wireless module.
The carrier frequency used to transmit the data is 998,780 kHz 
and the energy transfer rate is 20,810 kHz. The 4-channel 
adjustable stabilizer Twintex TP-4305 is used for power
supply. To download the results, a 4-channel digital 
oscilloscope Tektronix TDS2014C was used. The developed 
model is presented in Fig. 9.  

Fig. 9. Wireless mockup.
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The results are presented in Fig.10 a), b), c). The Fig.10 a) 
presents the high frequency d voltage - CH1, the gate control 
voltage of the MOS transistors of the inverter - M1 - CH2 and 
M2 - CH3. On Fig.10 b) is shown the voltage of the transmitted 
data - CH1 and the voltage at the point between the transformer 
T1 and the condenser C17 - CH2. In Fig.10 c) represents the 
voltage at the input of the strip filter in the energy absorption 
scheme - CH3 and the voltage of the output of the comparator 
coming to the processor - CH1.

a)

b)

c)
Fig.10. Experimental results

IV. CONCLUSION

From the applied scientific work, it can be concluded that the 
frequency multiplexing method can be used as a reliable tool 
for non-contact parallel transmission of energy and control 
signals. The computer and practical experiments with the 
developed laboratory model showed that we have a coincidence 
of more than 90%. The insignificant error between the results 
obtained from the two tests is due to differences in the 
components parameters used in the simulation and the 
limitations in the formed data parameters of the processor used.

The method can be used successfully at power up to several 
KW and power and control voltage ratio up to 20 times.
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Design and Realization of Interleaved PFC Converter 
with GaN FETs and SiC Diodes 

Zoran Zivanovic1 and Vladimir Smiljakovic2 

Abstract – This paper presents the straightforward design of 
interleaved Power Factor Correction converter using the 
Gallium Nitride transistors and Silicon Carbide diodes. The 
operating principles are briefly explained, including the 
simplified schematics. The prototype has been built and tested 
through lab measurements to verify the design. Experimental
results are presented to support theoretical analysis and to 
demonstrate the converter performance. The goal was to 
demonstrate the capabilities of GaN transistors and SiC diodes in 
the high power applications.     

Keywords – Boost, efficiency, GaN, interleaved, PFC, SiC. 

I. INTRODUCTION

Most off-line power supplies have a front end section made 
by a rectification bridge and a filter capacitor. Such power 
supply draws a current pulse during a small fraction of the 
each half-cycle duration. Pulsed current waveform produce 
non efficient RMS currents affecting the real power available 
from the mains [1]. In order to utilize the full line power and 
to reduce line current harmonics Power Factor Correction 
(PFC) circuits are required. The most popular PFC converter 
is a boost converter (Fig. 1). Mostly because the boost 
converter can have continuous input current that can be 
modulated with average current mode control to force the 
input current to track changes in the line voltage. 

Fig. 1. PFC converter

II. INTERLEAVED PFC CONVERTER

The two phase interleaved PFC converter shown in Fig. 2 is 
practically made from two boost converters (phases) operating 

at the same frequency but 180° out of phase [2,3].  

Fig. 2. Interleaved PFC converter

The input current is the sum of the two inductor currents.
These currents are out of phase and tend to cancel each other, 
reducing the input ripple current caused by the boost 
inductors. The output bulk capacitor current is the sum of the 
two diode currents reduced by the load current. As a result of 
interleaving its RMS value is reduced and the size of the bulk 
capacitor is also reduced. By splitting the current into two 
paths, the conduction losses of power switches Q1 and Q2 and 
inductors L1 and L2 are reduced. The inductors magnetic 
volume is lower, because the energy storage requirement of 
the two interleaved inductors is two times smaller relative to 
the single inductor. The performances are improved at the cost 
of additional power switches, inductors and output diodes.  

III. DESIGN AND ANALYSIS

To design 1200W interleaved PFC converter we will start 
from the design specifications given in Table I. 

TABLE I 
DESIGN SPECIFICATIONS

Min Typ Max
Input voltage (AC) VIN 173 220 265 V
Output voltage VO 400 V
Output current IO 3 A
Output current limit IOCL 3.3 A
Full load efficiency η 96 %
Switching frequency fSW 100 kHz

Converters duty cycle at the peak at low line operation is 
given by 

1Zoran Zivanovic is with the IMTEL KOMUNIKACIJE AD, 
Bul. Mihajla Pupina 165b, 11070 Belgrade, Serbia, E-mail: 
zoki@insimtel.com.  

2Vladimir Smiljakovic is with the IMTEL KOMUNIKACIJE AD, 
Bul. Mihajla Pupina 165b, 11070 Belgrade, Serbia, E-mail: 
smiljac@insimtel.com.  
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Ripple current cancelation – ratio of input current to 
inductor ripple current at the peak at low line operation is 

Inductor ripple current at the peak at low line operation can 
be calculated as 

Minimum inductance of the boost inductors is 

Peak current of FETs and boost diodes is  

RMS current of FETs is determined by  

Diodes average current is determined by 

Calculated values of the basic parameters of the each phase 
are given in Table II. 

TABLE II
BASIC PARAMETERS OF THE EACH PHASE

Max Typ Min
Duty cycle D 0.37
Inductor ripple current IPP 7.88 A
Inductor RMS current ILRMS 4.23 A
Inductance L 120 μH
FET RMS current IRMS 2.58 A
FET peak current IPK 11.12 A
Diode average current IDAVG 1.53 A
Diode peak current IDPK 11.12 A

As a power switch we will choose between a 650V 
MOSFET IPW65R095C7 and GaN FET TPH3205WSB [4] 
whose characteristics are given in Table III. GaN FET 
obviously has a better figure of merit (FOM) defined as

The reverse recovery charge causes the boost diode to look 

TABLE III 
POWER SWITCH CHARACTERISTICS

QGD QGS COSS RDS FOM
IPW65R095C7 15nC 12nC 33pF 84mΩ 2268
TPH3205WSB 6nC 10nC 135pF 49mΩ 784

like a short to the FET until the charge is cleared from the 
diode. This is a large source of switching loss in the PFC pre-
converter. Those losses are dependent on the peak operating 
current and diode temperature. A silicon carbide diode 
C3D08065I [5] is chosen because it has no reverse recovery 
charge and therefore zero reverse recovery losses.  

The output capacitor is selected based on holdup 
requirements and can be calculated as 

IV. REALIZATION

The interleaved PFC converter has been realized on two 
layer FR-4 substrate, with a thickness of 1.6mm and 70μm
copper with footprint 165 x 140mm. The boost inductors are 
wounded on two stacked iron powder toroids. Low side driver 
UCC27511 is used. The output capacitor is made of three
270μF electrolytic capacitors. Using isolation mains 
transformer and high power resistive load we have measured 
efficiency, power factor and also recorded the waveforms at 
the point of interest. Efficiency is over 98%, for 20 to 100% 
of the output power (Fig. 3). The power factor is presented in 
Fig. 4. Rectified line voltage and drain voltages are given in 
Fig. 5. and Fig. 6. Gate and drain voltage of the GaN FET are 
given in Fig. 7. Input line current with the respect to the line 
voltage is given in Fig. 8. Limited inrush current is recorded 
in Fig. 9. Output line ripple is given in Fig. 10. Output voltage 
startup into full load is given in Fig. 11. The converter 
prototype with top heatsink removed is presented in Fig.12. 
Finaly, the experimental setup in the lab is given in Fig. 13. 

Fig. 3. Efficiency at 220V input
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Fig. 4. Power factor 

Fig. 5. Rectified line voltage and drain voltage 

Fig. 6. Drain voltage simetry 

  

Fig. 7. Gate and drain voltage 

Fig. 8. Input line current 

Fig. 9. Inrush current 
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Fig. 10. Output ripple 
   

Fig. 11. Output voltage start up into full load 

Fig. 12. The converter prototype 

Fig. 13. Experimental setup in the lab 

V. CONCLUSIONS

In this paper the design and realization of a two phase 
interleaved PFC converter with GaN FETs and SiC diodes is 
presented. Calculations and experimental results are 
presented. The prototype was built and tested. The results 
verified that the efficiency can go over 98%. Further increase 
in efficiency is possible by switching to Bridgeless PFC 
converter topology [6], in order to eliminate the losses of the 
rectification bridge. 
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Microchannel Plate (MCP)
I. Zlatković1, A. Stanković2, R. Nikolov3, B. Brindić4 and D. Pantić5

Abstract – Microchannel plate (MCP) is the main component 
in image intensifier tubes (IIT), which role is to amplify the input 
signal without distortion. MCP shows high efficiency in 
amplifying electrons, has good resolution, response time, S/N 
ratio, and with such characteristics are widely used in imaging 
and non-imaging applications. In this paper operating principle 
and manufacturing of MCP is depicted and explained. 

Keywords –MCP, Image intensifier tube, generations of IIT

I. INTRODUCTION

Microchannel plate is a wafer (thin plate) with a thickness 
of 0.3-0.4mm, round or rectangular in shape. MCP consists of 
millions of very thin, conductive glass capillaries (4 to 25 
micrometers in diameter) fused together and sliced into a thin 
plate. Each capillary or channel works as an independent 
secondary-electron multiplier which together forms a two-
dimensional secondary-electron multiplier. MCP shows high 
efficiency in amplifying electrons, more than any other type of 
electron multiplier. It is compact, lightweight, has good transit 
time due to the low channel length, high amplitude, excellent 
amplitude distribution. With these characteristics is used as a 
key component in the image intensifier tube (IIT) for night 
vision devices, SEM (Secondary Electron Microscope), MCP-
detector, Photomultiplier tube…

Night vision devices require a very good electronic image 
at the output of the device. The quality of MCP is crucial for 
image quality and it needs to meet stringent production 
criteria. The main parameters for a good electronic image are 
gain, resistance, signal-to-noise ratio, resolution and absence 
of defects.

MCP application can be distinguished as imaging and non-
imaging applications. The split is based on the requirements 
for the quality of the electronic image, i.e. more specifically 
for use in image intensifier tube used in night vision devices.

Image intensifier tube is an electro-optical vacuum tube that 
enhances the intensity of the available light, allowing use in 
low-light conditions, such as the night. The night scene has a 
very low level of light whose spectrum falls into the infrared 
portion of the spectrum. Therefore, photocathodes, as an input 
window in the image intensifier tube should be sensitive to 
this part of the spectrum. Usually, the so-called multialkali 
photocathode is used for the second generation, or GaAs 

photocathodes for the 3rd generation image intensifier tube.

A. Generation of the image intensifier tube

As technology progressed, so were generations of night 
vision devices alternated in order to meet new requirements. 
The following are the typical characteristics of each 
generation of image intensifier tube, as well as generations 
that come in between major generations that appeared on the 
market.

Generation 0- Typically use the S-1 photocathode (bialcal) 
with a pick sensitivity in the blue-green area of the spectrum, 
a typical sensitivity of 60μA/lm, using focusing by 
electrostatic field, as well as the acceleration of the electrons 
to achieve gain.

Generation 1- S-10 or S-20 photocathode (multi-alkaline) 
are mostly used, typical sensitivity of the photocathode is 
1200-200μA/lm. Also uses focusing by electrostatic field, and 
acceleration of the electrons to achieve gain. Gen 0 is the first 
true passive image intensifier tube with amplification, 
resolution 25-30lp/mm, MTTF 1000hrs. It's characterized by 
flash-resistance, so-called blinding and image distortion 
between the center and the periphery. Due to insufficient 
amplification, 3 modules are connected to one another in 
order to obtain the required amplification.

Generation 2- Standard type of photocathode is multialkali 
S-25 (extended red), alkali Na, K, Sb, Cs. Typical sensitivity 
of photocathodes 240-350μA/lm with a microchannel plate as 
an electron multiplier. Good features at low levels of light and 
very slight distortion of the image. Resolution at center is 28-
36lp/mm, typical SNR- 11, MTTF 2.000h.

Generation 2+- Based on the Gen 2 characteristics but with 
a higher sensitivity of the photocathode 300-450uμA/lm, 
resolution at the center 32-40lp/mm, typical SNR-13, MTTF 
2,000hrs.

Super Gen- Based on Gen 2 technology but with further 
increase in cathode sensitivity 500-600μA/lm, resolution at 
center 45-54lp/mm, typical SNR- 18-21, MTTF 10.000hrs.

Generation 3- Photocathode GaAs wafer and microchannel 
plate with ion barrier. Excellent sensitivity to minimum levels 
of light due to high cathode sensitivity, 1600-2000μA/lm. 
Resolution at center 55-72lp/mm, typical SNR- 20-28, MTTF 
15.000hrs.

Figure 1 shows the design of image intensifier tube 
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Fig. 1. Overview of image intensifier tube generations.[1]

B. Application of microchannel plates

Image intensifier tubes are widely used in the defense 
industry, starting with monocular, night vision gun riflescope, 
binoculars, pilot goggles, and various combat armored 
vehicles. Civilian applications have a lot of possibilities, in 
traffic, border and airport surveillance, firefighting, medicine, 
science. Microchannel plate as an electron multiplier is used 
in an electronic microscope. As far as non-imaging 
applications are concerned, a microchannel plate is used as a 
detector of various charged particles, gamma, x-ray radiation.

As far as imaging is concerned, it is very important that the 
image from the input to the output is enhanced without 
distortion, i.e. the introduction of additional defects. The ideal 
picture at the output of the image amplifier would be the same 
as the input image only amplified. The real picture is 
somewhat different, the structure itself and the production 
technology cause some defects, the most common are black 
spots, image nonuniformity, dark or light hexagonal structure 
that can cause the problem in the picture quality itself.

II. STRUCTURE AND OPERATION OF MICROCHANNEL 
PLATE

The main component of the image intensifier tube is MCP, 
composed of several million channels that can be 5, 6, 8, 10 or 
12μm in diameter. The MCP consists of an active area where 
the channels are located with a semiconductor property and 
the ability to multiply electrons. The peripheral part is called 
RIM and gives the tiles mechanical strength during 
manipulation and MCP built into the device. In the image 
intensifier tube, that is, the vacuum tube from the beginning to 
the end, we have a strong electric field, potential difference up 
to 6-7kV depending on the type, so we have a straight line 
motion of the electron from the photocathode to the 
microchannel plate. A several million channels form an active 
area of the microchannel plate, independently acts as a mini
multiplier of the electrons. Operating principle of the MCP is 
based on the secondary electron emission (Fig. 2a). The 
channels are positioned under a slight angle in relation to the 

direction of the electrons in order to secure a necessary 
collision of electrons with the walls of the channel. For the 
25-10 MCP channel angle is 12° and for 18-6 it is 4-5°. In 
each collision, the electron from the channel wall excites the 
new 3-8 electrons, which further move accelerated by the 
influence of a strong electric field, striking the channel wall 
and exciting new electrons. This is a cascade process which 
continues through the channels, eventually causing the 
avalanche of so-called secondary electrons at the end (output) 
of a channel. This phenomenon of multiplication of an 
electron under the action of an electric field is called the 
secondary electron emission. The input signal is increased 
about 103-104 times, depending on the operating mode of the 
MCP and applied voltage.

At the end, such amplified signal hits the phosphor screen 
and creates a monochromatic image at the output through the 
ocular.

Fig. 2. The principle of operation of the microchannel plate (a) and 
structure of the image intensifier tube (b). [2]

In Figure 2(b), we can see the working principle of the 
image intensifier tube: incident light strikes photocathode, that 
converts photons into electrons. Once released by the 
photocathode, these photoelectrons are accelerated and 
focused by a high electric field towards the MCP. For each 
electron that enters MCP, approximately one thousand 
electrons are generated and accelerated from the output of 
MCP to the phosphor screen, which converts the electrons 
back into photons. All of these components are integrated into 
the final device- image intensifier tube. The very principle of 
image intensifier tubes is based on technological processes 
through which the components are individually processed, 
starting from the technological processes for the production of 
photocathodes, MCP as an amplifier and the phosphor screen 
used to display this image.

A. MCP Operating Background

It is well known that when silica glass with a high amount 
of lead oxide is treated in hydrogen at elevated temperatures, a 
semiconductor surface layer is formed. The surface layer of 
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the glass appears black due to the formed dispersion of 
metallic lead particles during the hydrogen reduction of 
PbO.[3] On the surface of a cross-section of the channel wall 
there is a secondary emission layer mostly composed of 
silicon dioxide and rich in alkali metals, that easily releases 
electrons. The thickness of the emission layer formed in the 
process of hydrogen reduction is 10-20 nm. A tiny emission 
layer formed at the channels wall surface determines the MCP 
gain, i.e., how many electrons will be emitted from that layer, 
and a lifetime of MCP.

Fig. 3.  Channel wall structure. [4]

The next layer is a conductive (resistant) layer of 50-100nm 
thickness. This layer is placed deeper in the channel and it is 
rich in lead.[3] The conductive layer determines another 
electrical characteristic of MCP and that one is its electrical 
resistance. The composition of the glass and the conditions of 
the reduction process (time and temperature) affect the 
resistance of MCP. This resistant layer contains clusters (small 
groups and aggregates) of lead that transfers electrons. In the 
first phase of the hydrogen reduction process, small lead 
grains are formed and after that, they group up. At 
temperatures of 450-500°C, grains begin to the grouping into 
clusters, and the principle of conducting the current is the 
principle of skipping the electron from the clusters to next 
clusters of lead. The function of the conductive layer is to 
donate the electrons to the emission layer for the secondary 
emission by the support of the strip current. When the electron 
leaves the lattice of potassium silicate, a hollow left in the 
lattice is occupied with an electron from a conductive, lead 
layer and that makes the MCP current (“strip current”). 
Usually, the saturation of MCP starts when the output current 
is up to 10% of the strip current.

                           (1)

III. MANUFACTURING OF MCP

The production of microchannel plates (MCPs) belongs to a 
group of multidisciplinary technologies. Production is
organized in the high special area, in the so-called clean 
rooms of the ISO6 class of cleanliness according to ISO 
14644-1 or Class 1000 according to the FED US 209E 
standard and very strict operating standards of the operator. 
The necessary prerequisites are the control of the 
microclimate (temperature and humidity), which significantly 
affect the quality of the process. However, technology 
depends mostly on raw material, special semiconductor 

glasses: lead glass- cladding (rich in alkalies) and boron 
silicate-core.

Here is briefly presented technological process in the 
manufacturing of MCP. Microchannel plate begins as a glass 
tube (cladding) fitted with a solid rod (core) - together they 
are called single fiber preform and drown via fiber optic 
techniques to form a single fiber. This kind of technology is 
used for producing optic fibers (for communications), etc. A 
number of these fibers are then stacked in a hexagonal array, 
so-called bundle- multy-fiber preform; the entire assembly is 
then drowned again to form multy-fibers. In the same time,
the hex rode (RIM) is drawn in the same way as single fibers, 
they serve as a support for MCP. The multy-fibers and hex-
rim fibers are then stacked together (multy-fibers are in the 
center of MCP forming active area surrounded with rim hex-
fibers) and fused at high temperature to form boul. As it's 
shown in the picture below.

Fig. 4. Fabrication of MCP. [5]

The boul is sliced to wafer with required bias angle, edged 
to size and then ground and polished. And this is the first part 
of technology. After that, the second part of technology 
includes next steps. The individual wafers are chemically 
processed to remove the solid core material, leaving the 
structure of millions of tiny holes. Then, through reduction at 
elevated temperatures, conductive and secondary emission 
properties are given to the glass wafers. Finally, a thin metal 
electrode (usually chromium, Inconel or Nichrome) is vacuum 
deposited on both input and output surfaces of the wafer to 
electrically connect all the channels in parallel. Finished 
products are then tested under certain criteria in the tester.

IV. CONCLUSION

In terms of further improvement and new trends, the 
following directions are possible in order to improve the 
characteristics of MCP:

1. Upgrading the traditional MCP manufacturing 
technique by:

1.1 Miniaturization of the existing model in terms of 
reducing the diameter of the channel (e.g. 3μm), in 
order to get a better resolution.

1.2 Introduction of additional physical and chemical 
treatment of plates in order to reduce the impact of ion 
feedback (applying ion barrier film- IBF). 

1.3 Optimizing the chemical composition of the glass to 
achieve the above-mentioned results.
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2. A new approach of  MCP manufacturing based on 
Atomic Layer Deposition (ALD), which combines glass 
capillary array substrates with thin film deposition techniques 
that provide the necessary resistive and secondary emissive 
properties of an MCP. [6,7,8] 

In the table below we can see the advantages and 
disadvantages of these two technologies.

TABEL I
ADVANTAGES AND DISADVANTAGES OF CONVENTIONAL MCP TECH-

NOLOGY OVER ALD TECHNOLOGY. 

Technology Advantages Disadvantages

Conventional -Well-known technology
-Row material- known.
-Lifetime.
-The equipment is 
inexpensive, relatively.

-Structure 
defects.
-Defects in the 
electronic
image.
-Limit by IBF.

ALD -Simpler procedure.
-Possibility of independent 
choosing glass, resistive
and emissive properties-
layer control.
-Mechanically robust glass 
and may be selected to 
have a low content of 
radioactive material for 
reduction of background 
activity.
-Better image quality. 

-Expensive 
equipment.
-Not proven 
technology.
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Power Network Reliability Estimation
Using Fuzzy Set Theory

Natasha Dimishkovska1 and Atanas Iliev2

Abstract –The use of fuzzy logic for network reliability estimation 
is justified by its simplicity which enables its use in complex 
systems and creation of models that are easily applied. In this 
paper an upgraded method for power network reliability 
estimation using fuzzy logic considering the daily power load is 
presented. Also, a case study of two parallel transformers is
reviewed. The network reliability is calculated as a complex 
system consisting of substation and network components each 
with different unavailability.

Keywords: Network reliability, fuzzy logic, switchgear, 
uncertainty 

I. INTRODUCTION

A strong power network is defined by its reliability and 
quality of energy supplied. Building a reliable and secure 
network is of technical and economic importance for the 
power distribution companies. Switchgear is part of the power 
system that consists of electrical equipment for protection, 
control and transmission of electrical energy. This equipment 
is directly linked to the electrical energy supply.

Network reliability is evaluated by its ability to maintain 
continuous service to the customers [1]. Each interruption in 
supply or fault decreases the reliability of the network. Since 
there are no absolutely reliable networks in practice, the 
problem arises as how to measure and quantify the reliability 
and to determine the fault as fast as possible.  

The equipment in switchgears is usually from different 
manufacturers, which leads to big insecurity and uncertainty 
during the component reliability estimation process [2].
Therefore, finding a proper method for calculating the 
unavailability is a big challenge. Fuzzy logic is an approach of 
understanding the world based on degrees of truth. According 
to fuzzy logic, the world is not only “true or false”, as the 
modern technology works, but there is something in between. 
Fuzzy logic works much likely as the human brain works.  

From the presented, it can be concluded that the fuzzy 
logic is an appropriate mathematical basis for network 
reliability evaluation. The mathematical expressions are 
simple to use and can be easily applied in the modern 
technology. 

In the following will be explained the theory of fuzzy 
logic and fuzzy sets. Also an approach for calculating 
substations’ reliability based on a daily power load data 
presented as a triangle fuzzy number will be demonstrated.

The case study of two parallel transformers in 400 kV and 110 
kV network will be reviewed, considering the unavailability 
of the components in the switchgears.

II. FUZZY SET THEORY

The fuzzy set theory was based in 1965 by Lotfi A. 
Zadeh. A fuzzy set is a mathematical tool for determining 
whether the statement is part of the set or not. In traditional 
binary logic, for instance, a statement can be true or false (1 or 
0) and nothing in between. In set theory, an element can either 
belong to a set or not, or in optimization a solution can be 
feasible or not. It is determined by the degree of membership.

A fuzzy set is a set which has no crisp, clearly defined 
boundary. It helps coping with unclear boundaries, and it is 
considered to be an alternative way to deal with uncertainties. 
Fuzzy set is a set of information which consists of 
membership functions, and ordered pairs. Its elements only 
have partial degree of membership, using numbers from 0 to 
1.

a. Membership functions 

A membership function for a fuzzy set A on the universe 
of discourse U is defined as μA: X → [0, 1], where each 
element of U is mapped to a value between 0 and 1. This 
value, called membership value or degree of membership, 
quantifies the grade of membership of the element in U to the 
fuzzy set A [3].  

If U is a collection of objects denoted generically by x, 
then e fuzzy set A in U is a set of ordered pairs: 

  (1) 

b. Real numbers presented as fuzzy numbers 

A fuzzy number M is a convex normalized fuzzy set M of 
the real line  such that  

1. It exists exactly one  with  (  is 
called the mean value of M).  

2.  is piecewise continuous. 

Fuzzy numbers basic mathematical operations include the 
standard algebraic operations addition (+), subtraction (-), 
multiplication (·), division (:), except that they have different 
form [3].

Real numbers can be presented as a fuzzy number of LR-
type, meaning that the numbers left and right from the 
presented number are determined with a certain expression,
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and the presented number is in that range. A fuzzy number A
is of LR-type if there are reference functions L (for left), R 
(for right), scalars  (left and right spreads) and 
m, the mean value of A. The number is defined as: 

 (2) 

c. Uncertainty modelling  

Uncertainty is a feature of the real system caused by 
unpredicted events, such as lack of information, complexity 
of the system and human factor [3]. For instance, if a fault 
occurs in switchgear or in some point of the network, there 
is electricity not supplied, which leads to decrease of the 
reliability. It is unable to predict when and where exactly 
the fault will occur, but it can be taken in consideration that 
it will occur in some point of the time. Fuzzy logic provides 
analysis of uncertain events even if the probability is in a 
certain interval. 

For instance, if the variable value is in the following 
range , the membership function of the variable is 
defined as:

 (3)

Generally the fuzzy interval is represented with two end 
points  and , and a peak point . If there is an - cut
included (in this case it is a safety level), then the fuzzy 
interval is presented as in eq. (9).

(4) 

(5) 

The mathematical operations applied for fuzzy numbers 
can also be applied for fuzzy intervals.  

Graphically, the presentation of fuzzy intervals is shown 
on Fig 1. 

II. NETWORK RELIABILITY ESTIMATION USING 
FUZZY LOGIC

Substations are considered to be one of the most reliable 
parts of the power system, although they consist of many 
other components. The components in the substations can be 
connected in serial, in parallel or combined manner.

If K is the number of components connected in a series,
as shown on Fig 2, and if  is the unavailability,
then the equivalent unavailability of a serial union of 
components for a given - cut (safety level) is defined as [2]:

(6)

If the unavailability is given with an interval fuzzy set 
, then the equivalent unavailability will 

also be a fuzzy set [2]. 

(7)

 

In case when the components are connected in parallel,
as shown on Fig 3, then the equivalent unavailability of the 
system is defined as: 

(8)

And when the unavailability of the components is given 
as a fuzzy set interval, then the equivalent unavailability is not 
a fuzzy number, but a fuzzy polynomial.

(9)

 

 

 

If the components in the system are connected both in 
serial and in parallel connection, then the equivalent 
unavailability is calculated with the combination of the 
equations (6-9).

III. THE PROPOSED APPROACH

Using triangular fuzzy numbers and membership 
functions to represent the daily power load provides simpler 
energy loss analysis. In [4] a method for reliability evaluation 
of composite power systems is presented, using load flow 
results in different conditions. Based on that, first the 

   

Fig 2 Serial connection of the components

 
 

 

 

Fig 3 Parallel connection of the components

 
  

 

 

 

 

   

Fig 1 Triangular fuzzy number
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maximum, medium and minimum load points are determined 
(Fig 4). The load membership functions’ borders are defined 
as in Eq. (10) and Fig 5. 

  

 (10)

where, is the maximum daily power load, is the 
medium value the daily power load, is the minimum 
daily load and is daily load in the ith hour.

The membership function of the daily load consists of 
the minimum, medium and maximum load point, Eq. (11). 
Time duration function consists of the time duration of each 
of the load points, Eq. (12).

(11)

(12)

where, are the time durations of the 
minimum, medium and maximum load.

Total energy not supplied (ENS) is calculated in the 
following way described.

a) First the daily power loss is determined, which is a number 
between zero and the power of the failed transformer. If

the power load is less than or equal to the power of the 
failed transformer, and it can be supplied by other 
transformers in the network, the subtraction is quantified 
as zero. And, it is multiplied with its time duration.

 (13) 

 (14) 

where, is the daily power loss, is the power of the 
failed transformer, and is the total energy loss.

b) Next, the total energy loss is multiplied with the equivalent
unavailability, i.e. probability of component failure in the 
system.

(15)

c) Last, total energy not supplied is sum of the energy not 
supplied of all possible events’ combinations.  

IV. TEST EXAMPLE

In [2] a method for network reliability estimation and 
energy not supplied rate calculation is presented using 
triangular fuzzy numbers. In this paper that method for 
network reliability is used and upgraded for daily load data 
processing. The case study of two transformers connected in 
parallel in 400/110 kV/kV substation, is reviewed. The system 
is shown on Fig 6. 

Each of the branches is equipped with two circuit-
breakers (one on 400 kV side, and the other on 110 kV side), 
two disconnectors (one on 400 kV side, and the other on 110 
kV side) and one transformer. Each of the components in the 
substations has a certain rate of unavailability, outage 
duration, depending on the voltage rate, as shown in the Table 
1(data from [5]).

TABLE 1
SUBSTATION COMPONENTS’ UNAVAILABILITY

Components Voltage 
(kV)

Unavailability

Circuit breaker 400

Disconnector 400
Circuit breaker 110

Disconnector 110

Power 
transformer 400/110

Load [MW] 

Time [h] 
24 0 

0 

Maximum 
load 

Medium 
load 

Minimum 
load 

200 

100 

12 

Fig 4 Load membership functions

150

Membership 
degree 

Load [MW] 

200 0 

0 

Maximum 
load 

Medium 
load 

Minimum 
load 

1 

100 50 

Fig 5 Definition of the power load membership functions 400 kV

110 kV

Fig 6 A two parallel transformers system
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The calculated value of the equivalent unavailability of 

each of the branches is the following fuzzy set interval:

The equivalent unavailability of the system calculated 
with the fuzzy logic is .

Another way to calculate the equivalent unavailability is 
with Eq. (9). For achieving higher accuracy, it is assumed that 
the - cut is . The equivalent unavailability in that 
case is . For higher safety level, in
this case, the results are more accurate than those using fuzzy 
numbers. 

In this paper, it is assumed that the power of each of the 
transformers is . The first case reviewed is 
failure of one branch. That means that the consumption 
greater than 100 MW won’t be supplied. The other case
reviewed is failure of two branches. In this case, no power is
supplied. The power load and the energy not supplied due to 
one branch failure are presented in Fig 7. For more accurate 
computation of the energy not supplied, the power not 
supplied from each day is multiplied with the duration of the 
power load and the possibility that event occurs, as in Eq. (14)
and Eq. (15).

 In Table 2 the equivalent unavailability of the system of 
all possible combinations of branch failures and the energy 
not supplied from all the possible combinations is shown.  

The total energy not supplied in one year due to one and 

two branches failure using the proposed method is:  

V. CONCLUSION

Building a secure and a hundred percent reliable network 
is still a challenge for researches and power engineers.
Creating a highly accurate method for ENS estimation is 
important from both technical and economical point of view.

From the presented, it can be concluded that the fuzzy 
logic based methods can be easily implemented. Therefore, 
the proposed approach is an expansion of the classical and 
fuzzy logic based methods for reliability estimation. 
Considering the fact that power load data is measured daily, it
wouldn’t be difficult for this method to be applied. Accuracy 
of the results depends on the power load measured data and 
the measured time duration of the power load. 
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      TABLE 2
RELIABILITY ANALYSIS

#

1st

br
an
ch

2nd

br
an
ch

Probability

Power 
not 

supplied 
[MW]

ENS [MWh]

1 1 1 / 0 0

2 1 0 0-100

3 0 1 0-100

4 0 0 0-200

Fig 7 Year power load curve
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Optimal Power Injection Placement in Radial Distribution 
Systems using Mixed Integer Second Order Cone 

Programming
Jovica Vuletić, Jordančo Angelov and Mirko Todorovski1

Abstract – Nowadays power injections that originate from 
distributed energy resources play an important role in every 
power distribution system. Their proper location, sizing and 
operation contribute to power systems loss reduction, improved 
voltage profile, increased reliability and deferral of system 
upgrades. Many methods deal with the complex combinatorial 
and non-linear problem of distributed generation optimal 
placement and sizing. Most of these methods present acceptable 
and near optimal results but at the expense of using pre-
processing procedures based on complex mathematical modelling 
techniques. This paper presents an alternative solution to that 
problem. Instead of constructing an algorithm that hopefully, 
deals best with the issue at hand, the proposed approach places its 
focus on proper problem shaping, formulation and solution 
utilizing the powerful benefits of today’s solvers. The proposed 
approach is tested on a 69-bus distribution system and it yields far 
better results. It also outperforms other methods in terms of 
simplicity and easy implementation.

Keywords – Distributed generation, Power injection, Losses, 
Voltage profile, Distribution system.

I. INTRODUCTION

Distributed energy resources play an important role in 
today’s power systems. Their optimal placement and sizing 
contributes to several beneficial aspects such as decrease in 
power system losses, voltage profile improvement, increased 
reliability and ultimately deferral of system upgrades. The 
trade-off for utilizing these benefits is their optimal placement 
and sizing. [1]

Many technologies harness the energy from distributed
resources. All of them possess some specifics in terms of power 
conversion, efficiency, operation etc. However, from power 
system point of view, all of these can be regarded as some sort
of (active, reactive and/or apparent) power injection (PI),
depending on the technology. In order to utilize the benefits 
these technologies provide, their proper sizing, location and 
operation regime is of utmost importance [2].

A plethora of methods exists that deal with the combinatorial 
and non-linear problem of optimal PI placement and sizing. 
They can be categorized in several groups, i.e. analytical 
[4],[5], heuristic and meta-heuristic [6],[7] and mathematical 
programing algorithms [8],[9]. They all possess some method 
specific advantages and disadvantages. They treat the 

aforementioned problem in ways that introduce 
simplifications/complications, linearization, natural process 
imitation’s, coding, decoding etc. The primary focus in these 
approaches is the method itself and its proper shaping in order 
to address the problem at hand. This paper proposes a different 
approach. Rather than spending time on proper method 
shaping, a suitable reallocation in problem shaping is presented 
instead. Utilizing the benefits of today’s powerful optimization 
solvers, i.e. YALMIP [11] and CPLEX [12], the problem is 
solved in a way that disburdens the user from complex 
mathematical formulations. The obtained results show 
superiority compared to other methods and approaches that 
deal with the highly complex non-linear problem of optimal 
placement and sizing of PI’s.

II. PROBLEM FORMULATION

The problem of optimal placement and sizing of PI’s is 
quantified through an objective function that minimizes power 
system losses, i.e. Eq. Error! Reference source not found.:

branch

2
branchbranchmin

N
IRF (1)

This objective function is subject to two subsets of constra-
ints. The first subset Csystem refers to a set of conditions that 
describe power system’s performance. Instead of using 
conventional and distribution system appropriate load flow 
techniques [13]-[15], the power system here is described with
set of equations that model and quantify its behavior, i.e. branch 
power flows and bus voltage profile [14], i.e. Eqs. (2) - (8):

VV 2
slack

2
1 (2)
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(3)

IRPP tofrom
2
branchbranch,branch,branch (4)

IXQQ tofrom

2
branchbranch,branch,branch (5)

QPVI fromfromfrom

2

,branch

2
,branch

22
branch (6)

02
branchI (7)

02V (8)

Eq. (2) strictly defines the slack bus voltage. Eqs. (3) - (5)
describe the voltage profile and branch power flow of the 
power system [14]. Eqs. (6) - (8) define non-negativity 
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conditions since those are required from the optimization solver 
in an explicit form [12]. Constraint (6) is written in a relaxed 
form and it is converted from an equality constraint, which it 
really is, to an inequality constraint. In such a way, with (2)-(8)
we have defined second order cone programing problem, which 
is easily solved by state of the arts solver such as CPLEX.
Inequality (6) is proven to converge to an equality in any
optimal solution [10], so that the final solution will satisfy all 
network constraints in their original form. The vectors from and 
to refer to branch’s sending and receiving end indices 
accordingly and the operator “◦” denotes a Hadamard’s product 
or element wise multiplication of vectors.

The second subset of constraints CPI refers to placement and 
sizing of different types of PI’s, i.e. Eqs. (9) - (16):

PPPPP totofromfrom ,branch,branchdemandPIPslack AAC (9)

QQQQQ totofromfrom ,branch,branchdemandPIQslack AAC (10)

PaP ii max@busPI,PPI,0 (11)

Na
PN

i
i P

1
P (12)

PP
N

i
i totalPI,

1
,PI

P

(13)

QaQ ii max@busPI,QPI,0 (14)

Na
QN

i
i Q

1
Q (15)

QQ
N

i
i totalPI,

1
,PI

Q

(16)

Eqs. (9) and (10) define power balance for active and 
reactive power. CP, CQ, Afrom and Ato are generator-bus and 
branch-bus connection sub-matrices. Sub-matrices are derived 
from the appropriate connection/incidence matrices for the 
power system.

Eqs. (11) - (13) introduce limitations on active PI’s size per 
bus and total system PI. Variable aPi is a binary variable that 
describes whether there will be an active PI at a certain bus.
The binary variable is an element from a vector of length NP
where NP is a maximum number of locations for active PI 
placement. PPI,max@bus and PPI,total are maximum and total active 
PI per bus and in system accordingly. 

Similar to the previous triplet of limitations, Eqs. (14) - (16)
introduce the same but for reactive PI’s. Variables refer to the 
same quantities using appropriate indices for reactive PI’s in 
this case.

Subset’s CPI number of constraints is variable depending on 
the type of PI placed:

In case of apparent PI, all Eqs. (9) - (16) apply.
In case of purely active PI, Eqs. (14) - (16) are 
omitted from the subset and the second term on the 
left hand side in Eq. (10) is zero.
For purely reactive PI, Eqs. (11) - (13) are omitted 
from the subset and the second term on the left hand 
side in Eq. (9) is zero.

It is worth mentioning that using YALMIP, the problem can 
be described with symbolic equations just as the reader can see 
them in this paper. The latter makes the aforementioned 
optimization toolbox extremely suitable for problem shaping 
and optimization. YALMIP also offers possibilities for using 
other more efficient solvers for various types of problems [10].

III. CONVERGENCE PROPERTIES AND ROBUSTNESS

The proposed approach has no convergence and robustness
issues as the utilization of solvers inherently eliminates the 
infeasible aspects of the optimization process. Computation 
time mostly depends on the set of possible locations for PI 
placement. Worst-case scenario suggests a set of locations that 
contains all buses apart from the slack. It is a user’s choice to 
relax the optimization process by introducing restrictions to this 
set, i.e. reducing the number of candidate locations.

IV. CASE STUDIES

The proposed approach is applied to the well-known
12.66 kV 69-bus distribution system [16]. Three scenarios are 
developed and analyzed, i.e. placing of purely active, reactive 
and apparent PI’s at one to three locations accordingly.
Obtained results are compared to those from recent studies. 

Base case values for this distribution system are P0 =
225.00 kW and minimum voltage Umin@65 = 0.9092 pu.

For optimization purposes, the following input variables and 
values are initialized:

All buses apart from the slack bus (index 1) are 
potential candidates for PI placement of any type, 
i.e. set of 68 buses indexed from 2÷69 for potential 
placement of one to three PI’s of the same type, 
depending on the scenario, i.e. LP=LQ=2÷69.
Maximum active and reactive power per bus is set 
to three MW/MVAr accordingly, i.e. PPI,max@bus =
3 MW, QPI,max@bus = 3 MVAr.
Maximum total active and reactive power injection 
in the system is set to five MW/MVAr accordingly, 
i.e. PPI,total = 5 MW, QPI,total = 5 MVAr.
Number of locations for PI placement varies from 
one to three locations depending on the scenario, 
i.e. NP = 1÷3, NQ=1÷3.
Vector aP/aQ of length LP/LQ with binary variables 
aPi/aQi accordingly, that defines whether there will 
be a PI of active/reactive type in some bus. Maxi-
mum number of ones in these vectors corresponds 
to number of locations for PI placement, i.e. combi-
nation of NP ones in a pool of LP positions for aP and 
NQ ones in a pool of LQ positions for aQ.
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TABLE I
COMPARISON OF RESULTS FOR ACTIVE PI PLACEMENT 

Location N0
NH [6] HPSO [7] Proposed 

method
Size@bus

(kW)
Size@bus

(kW)
Size@bus

(kW)
1 1823@61 1810@61 1872.7@61

P (kW) 83.30 83.40 83.22

2 1733@61 1733@61 1781.4@61

520@17 520@17 532.3@18

P (kW) 71.80 71.80 71.68

3
1689@61 1670@61 1719.0@61

312@21 380@17 381.1@18

471@12 510@11 526.5@11

P (kW) 69.70 69.60 69.43

Table I presents comparison of results for active PI place-
ment with two other methods, Novel Heuristic (NH) [6] and 
Hybrid Particle Swarm Optimization (HPSO) [7]. Results show 
that for all three considered scenarios, the proposed approach 
presents better results in terms of system power losses. PI’s are 
of same magnitude order for all considered scenarios and in all 
three approaches. Locations differ in all three methods when 
placing three PI’s. 

TABLE II
COMPARISON OF RESULTS FOR REACTIVE PI PLACEMENT 

Location N0
NH [6] HPSO [7] Proposed 

method
Size@bus

(kVAr)
Size@bus

(kVAr)
Size@bus

(kVAr)
1 1310@61 1290@61 1330.0@61

P (kW) 152.10 152.10 152.04

2 1224@61 1240@61 1275.1@61

356@17 350@18 361.2@17

P (kW) 146.50 146.50 146.44

3
1210@61 1190@61 1232.5@61

226@21 250@18 231.4@21

320@12 330@11 412.6@11

P (kW) 145.30 145.20 145.12

Table II presents comparison of results for reactive PI 
placement. Comparisons are made to the same methods 
referenced in Table I. PI size again slightly differs between 
methods. Proposed approach offers better results and slightly 
different set of locations when placing three PI’s.

Table III compares results from the proposed approach to 
Improved Analytical (IA) [4]. Apart from the case of single PI 
placement where IA outperforms the proposed approach, in all 
other cases it is vice versa. PI’s differ in terms of active and 
reactive PI size. Set of locations is different between methods 
for three locations. IA presents a same set of buses for the 
active/reactive part of the apparent PI placement, while propo-
sed approach presents two different sets for the active and 
reactive part of apparent PI placement that only differs for the 
second injection.

TABLE III
COMPARISON OF RESULTS FOR APPARENT PI PLACEMENT 

Location 
N0

IA [4] Proposed method
P@bus+jQ@bus (kVA) P@bus+jQ@bus (kVA)

1 1531.6@61+j1638.7@61 1828.6@61+j1300.7@61

P (kW) 22.62 23.17

2 1498.8@61+j1603.6@61 1735.3@61+j1239.0@61

450.0@17+j481.4@17 522.3@17+j353.4@17

P (kW) 7.25 7.20

3
1415.5@61+j1514.5@61 1674.4@61+j1195.5@61

424.7@17+j454.4@17 379.2@17+j230.5@21

566.1@50+j605.6@50 494.3@11+j374.8@11

P (kW) 4.95 4.26

V. CONCLUSION

This paper presents an approach for optimal siting and sizing 
of power injections in distribution systems utilizing the benefits 
of powerful optimization solvers. The approach focuses on 
appropriate problem shaping instead of proper method shaping. 
There are several advantages to this approach, amongst which 
is the user’s disencumbrance from complex mathematical for-
mulations. Problem description is intuitive and simple and does 
not require any pre-processing, which is not the case in other 
methods. Equations and constraints are written in an
understanding and readable way. The need for load flow 
sensitivity analysis before the optimization begins in order to 
detect suitable placement locations is completely eliminated 
through the utilization of a power system model represented 
with a system-subset of constraints. The approach presents 
better results in terms of power system losses compared to other 
methods that deal with the same problem.
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Optimal Locations of Energy Storage Devices in  
Low-Voltage Grids 

Jordancho Angelov 1, Jovica Vuletik1 and Mirko Todorovski 1

Abstract – In this paper, we present a methodology for optimal 
placement of storage devices in low voltage grids. We use CIGRE 
low voltage benchmark grid as a study case for solving the 
problem of optimal location and sizing of storage devices. The 
objective is to maximize the penetration of renewable energy 
sources (photovoltaic or wind) in a local residential area, while 
satisfying all grid constraints. The problem is defined as a mixed-
integer quadratic programming, with an objective function equal 
to the total annual costs. The costs include annualized investments 
in storage devices, operation and maintenance costs and electricity 
cost separated into categories: bought/sold electricity and network 
losses. In the model we consider the variations in energy 
production and consumption by using daily variation curves for 
each month of the year. We show that the proper placement and 
sizing of storage devices enables maximum usage of renewable 
energy sources within the analyzed network keeping the costs at 
minimum even in cases with unfavorable feed-in tariffs.

Keywords – Storage devices, power systems, low-voltage grid, 
photovoltaic, optimization. 

I.INTRODUCTION

As climate changes become an issue [1], people are turning 
to embrace ideas for clean energy, such as wind and sun energy 
[2]. This idea is implementing on a large scale in transmission 
and distribution networks, as well as, in nowadays into low-
voltage grids (LVG). 

 The main problem with renewable energy sources is their 
availability. Usually they are available partially throughout the 
day (for ex. sun energy), and may not match with the energy 
peaks, during the day. For that reason, we are trying to find a 
way to storage this “free” energy and use it in times when we 
need it the most. In that manner, energy storage devices become 
an attractive idea for storing surplus energy generated from 
renewable sources in order to be used when we have the 
greatest electrical or economic benefit. 

As storage devices we may use batteries, gas compression 
facilities, liquid based storage, etc. In particular, Battery 
Storage (BS) in LVG is considered to be a promising 
technology for that matter [3]-[4].

The main idea of using storage devices in LVG is to make 
the consumers more independent from the main source and in 
that manner to allow lowering their electricity costs. This is 
particularly attractive in net-metering tariff schemes, as well as, 

in LVG with limited capacity. In some cases, they can be used 
for balancing short-term fluctuations and for alleviating grid 
congestion. 

II. PROBLEM FORMULATION

A. Problem Statement 

In this section we define the problem that we aim to solve. 
The basic assumption is that we already have the locations of 
the residential houses were the renewable sources are installed, 
and for that reason they are not part of this analysis. As we have 
stated before, the main goal is to find the best location for 
installing storage devices and define their size in LVG in such 
a manner that residential houses shall be more independent 
from the main energy source. In that way, they shall gain their 
energy “independence” and lower their energy bills, and also 
lowering grid losses. 

Finding best location for placing and sizing of the elements 
in a network is a combinatorial problem and for that purpose 
we shall use OPF method to gain the solution. For the 
economics of the problem at hand we observe that large portion 
of the investment is associated with equipment costs, while 
remaining portions covers costs related to grid connection, 
foundations, buildings, losses, etc.  

Assuming that this kind of projects are finances by debt, we 
should annualize the capital costs using an appropriate Capital 
Recovery Factor (CRF), which is defined as: 

1
,

1 1

N

N

I I
CRF I N

I
, (1) 

where I is the interest rate in decimal fraction and N is the loan 
term in years.  

The largest portion of the costs are for the equipment 
purchase, which we refer to as capital costs: 

capital battery
1

[$],
locn

q
q

C Nbat C (2)  

where Nbatq is the number of batteries installed at location q
and Cbattery is the cost for each battery. In each location we are 
allowed to install a certain number of batteries of predefined 
unit size. Because the project is financed by debt, we must take 
into consideration the loan L which is given as a percentage of 
the capital cost: 

loan
capital [$],

100
C

L C (3) 
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with Cloan being the percentage of the capital costs payed by the 
loan. 

Operations and maintenance costs (OM) include regular 
maintenance, repairs, insurance, administrations, etc. In 
general, OM costs depend not only of yearly equipment usage, 
but also from their age. To find a levelized cost estimation for 
the energy delivered by the batteries, we must divide the annual 
costs by annual energy delivery. To find annual cost, we must 
spread the capital costs out over the projected lifetime using an 
appropriate factor and then add in an estimate of annual OM. 
OM’s costs are defined as: 

econom
capital [$]

100
OM

OM C (4) 

where OMeconom is OM rate of costs, expressed as a percentage.
One segment of the annual costs are the annual payments for 

the debt and they are defined as: 

payment ( , ) [$]C L CRF I N . (5)  

The equity return is defined as percentage of the difference 
between capital costs and the loan: 

rate
capital [$],

100
ER

ER C L (6)

where with ERrate is defined the percentage rate for the desired 
equity return.  

Other costs that must be taken into consideration, are the 
costs due to the power losses. This costs are defined by the 
network model (see subsection B). The total grid loss costs are 
defined for multi-period as hourly snapshot per day are taken 
into consideration, in period of one year: 

loss oss_cost
1 1

_ $ ,
ns nt nb

k l
l m k m l

C Grid loss C  (7)

where with Grid_lossk is defined the k-th branch losses (see 
subsection B) and Closs_cost is the cost of the power losses 
expressed as $/kWh. With nt and ns we define the number of 
periods per day, which in our case is nt = 24, and number of 
characteristics days/snapshots per year, which is ns = 12.  

If the residential house is pulling energy from the main 
energy source, that will contribute to costs rise. This costs are 
defined as energy buy in each period of the day for all snapshots 
in the year: 

1 1
_ $ .

ns nt

EB m
l m l

C energy buy snapDay  (8)  

In certain time intervals when the renewable sources in the 
network are producing more than the energy needs of the load 
demand there will be a possibility to sell energy upstream into 
the medium voltage network, which shall introduce revenue for 
the residential houses where storage devices are installed. This 
revenue is defined by (9).

The energy_buy and energy_sell in Eqs. (8) and (9) are 
costs/revenue expressed in $/kWh, for buying/selling energy 
from/into the grid. 

1 1
_ $ .

ns nt

ES m
l m l

C energy sell snapDay  (9) 

Taking into consideration all above mentioned costs, the 
objective function that shall lead us to the solution of the 
location and sizing problem of storage devices is defined as: 

annual payment loss

obj annual

$

min $
EB ESC C ER OM C C C

F C
 (10) 

B. Network Model 

Low-voltage grids normally operates as radial networks,
however, their configuration could be changed during 
operation for some reasons (load transfer, loss reduction, 
overloads relieves, etc.). Mainly, grid reconfiguration are done 
to lower the grid losses, so in some way grid model affects upon 
the total costs. Reconfiguring LVG was simply-made in the 
past, as they were treated as passive ones, but nowadays, they
become more active as result of renewable source penetration. 
To define the grid losses and accordantly to quantify their costs, we 
costs, we need to use a set of power flow equations, [5]. To illustrate 

them, consider the grid depicted in 
Fig. 1 The lines impedances are represented by zi = ri + jxi, 

and loads as constant power sinks, SLi = PLi + jQLi. The power 
flow in radial grid can be described by set of recursive 
equations, that use real power, reactive power and voltage 
magnitude at the sending end of a branch (Pi, Qi, Ui)
respectively to express the same quantities at the receiving end 
of the same branch as follows: 

2 2

1 12

2 2

1 12

2 2
2 2 2 2

1 22

i i
i i i Li

i

i i
i i i Li

i

i i
i i i i i i i i

i

P Q
P P r P

U

P Q
Q Q x Q

U

P Q
U U r P x Q r x

U

. (11)  

Hence, if the set of real power, reactive power and voltage 
magnitude are known for the first node (P0, Q0, U0), then the 
same quantities could be calculated at the other nodes, by 
applying Eq. (11).

Having the network model, now we can express the power 
loss in terms of system variables, [6]. 

To set the proper grid configuration, that represents the 
condition of minimal grid losses, we need to minimize the total 
i2r losses in the system, which can be calculated as follows: 

i-10

P0, Q0

i

Pi-1, Qi-1

i+1

Pi, Qi

PLi, QLi

n

Pi+1, Qi+1 Pn, Qn

Fig. 1 One line diagram of radial grid
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P Q
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(12)

The set defined by Eq. (11) could be simplified by noting that 
the quadratic terms in the equations represent the losses on the 
branches and hence they are much smaller than the branch 
power terms Pi and Qi. Therefore, by dropping these second 
order terms we can get a new set of branch equations of the 
following form. 

1 1

1 1

2 2
1 2

i i Li

i i Li

i i i i i i

P P P
Q Q Q

U U r P x Q

. (13) 

Since the LVG are radial by nature, the solution for the 
simplified set of Eq.  (13) can be obtained easily. For the given 
radial grid at 

Fig. 1 the solution is defined as: 
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1
2

2 2
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Now, the power losses on a branch can be approximated as: 

1
2 2

0
_

n

i i i
i

Grid loss r P Q , (15) 

as we used the fact that 2 1 . .iU p u   

C. Constraints 

The objective function given by Eq. (10) is presented by the 
sum of several costs: battery investment, operation and 
maintenance, grid losses, etc. The solution of Eq. (10) must 
meet all the models constraints. A set of constraints is deriving 
from the grid, that include real and reactive power limits of the 
generators (i=1,…,ng) (PV systems) as a function of weather 
conditions for the considered multi-period (nt-hourly level, ns-
monthly level) Eq. (16), branch current constraints as no 
overload branches (k=1,…,nb) are allowed Eq. (17), node 
voltages 2 , 1,...,j jU V j nj  must be in the defined range 
Eq. (18), as well as voltage constraints for the main supply bus 
Eq. (19) and the branches (k = f-t) Eq. (20).  

max

max

, , , ,

, , , ,

0

0

gen gen

gen gen

PV PV
i nt ns i nt ns

PV PV
i nt ns i nt ns

P P

Q Q
. (16) 

max max, , , , , ,
branch branch branch
k nt ns k nt ns k nt nsI P I . (17) 

min max, , , , , ,

2 2
, ,0,9 1,1

j nt ns j nt ns j nt ns

j nt ns

V V V

V
. (18) 

1, , 1 . .nt nsV p u . (19) 

, , , , , , , ,2t nt ns f nt ns k k nt ns k k nt nsV V r P x Q . (20) 

Constraints written in vector-matrix form, given by Eqs. (21)
and (22), defines the real and reactive power balance per node 
for the considered multi-period, while by Eq. (23) we define the 
supply node constraints which prohibit situations when the 
purchased (PEB) and sold (PES) real power are simultaneous 
non-zero. Cg and A are connection matrices for the generator-
bus and branch-bus, respectively and bin is vector-matrix 
variable with two stages 0 and 1. 

battery battery
EB ES g g load discharge charge branchP - P +C P - P + P - P = A P . (21) 

EB g g load branchQ +C Q -Q = A Q . (22) 

EB

ES

0 1000
0 1 1000

P bin
P bin

. (23) 

Other set of constraints is derived from the storage devices 
and their element (battery) properties for energy storage and 
discharge, under the assumption that no storage devices will be 
installed at the main supply bus (Nbat1 = 0). The first 
constraints given by Eq. (24) derived from available power for 
batteries charging, i.e. if power surplus appear into the grid it
will be stored and if the storage device is empty it shall not be 
storing energy from the main supply bus.  

, , , ,
1 1

0 0

ng nj
PV gen load

leftover i nt ns j nt ns
i j

PV PV
leftover leftover

P P P

P P
. (24) 

The number of installed batteries per storage device is 
limited, Eq. (25). Conditions in which the batteries will simul-
taneously charging and discharging are not allowed, Eq. (26). 

max0 iNbat Nbat . (25) 

battery battery
charge max charge, max

battery battery
discharge max discharge, max

0

1

Nbat

Nbat

P bin P

P bin P
. (26) 

We assume that the stored energy in the battery (SOE) at the 
end of the day, should be the same as the beginning of the day,
Eq, (27) and SOE must be in the defined range, Eq. (28). The 
SOE for the first hour and the remaining period of the day are 
defined by Eqs. (29).

1ntSOE SOE . (27) 

min , _nt nsNbat SOE SOE Nbat Bat size  (28) 

battery
discharge,1battery

1 min charge,1 charge
discharge

battery
discharge,battery

1 charge, charge
discharge

nt
nt nt nt

P
SOE Nbat SOE P

P
SOE SOE P

. (29) 
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And the last constraints derived by the maximum charge/dis-
charge power of the batteries. 

battery PV
charge, , leftover, ,

battery battery
discharge, , discharge,max

0

0
nt ns ns nt

nt ns

P P

P P Nbat
 (30) 

III. CASE STUDY

The proposed methodology is applied on CIGRE low voltage 
benchmark grid [7], that propose different approach than [4]. 
The method is based on the benefits of today’s optimization 
solvers such as CPLEX [8] and algebraic modeling systems 
such as YALMIP [9].

Fig. 2a) and b) depicts the daily load profiles and PV 
production for 12 month period, respectively. The data for the 
load profiles are taken from OpenDSS [10], while the PV 
production are average of Meteonorm calculated irradiation 
data, [11]. The proposed method also takes into consideration 
the net-metering scheme for the purchased and sold energy, 
Fig. 2c). At Table I the input data for batteries and economic 
data are given. 

TABLE I 
BATTERY AND ECONOMIC INPUT DATA

Battery
data

Bat_size, kWh 5 SOEmin, kWh 1
Cbattery, $ 200 Pcharge,max, kW 2

charge 0,88 Pdischarge,max, kW 2
discharge 0,88 Nbatmax/per bus 20

Economic
data

I, % 7 OMeconom,% 3
N, years 20 ERrate, % 15
Cloan, % 75 Closs_cost, $/kWh Fig. 2c)

As result of the optimization [8], the sizing of the storage 
devices and optimal locations (Nbat@Bus) are presented by 
Table II, as well as the costs.  

TABLE II
RESULTS FOR THE LOCATION AND SIZE OF THE BATTERIES

Nbat@Bus

5@8 9@9 11@10 3@13 11@14 12@15 5@16 11@17 11@18

Costs, $
Ccapital = 78 000 ER = 2 925 Cpayment = 5,522·103 CEB = 2,0389·104

L = 58 500 OM = 2 340 Closs = 4,8061·103 CES = 1,9732·104

Cannual = 1,625·104

The voltage profiles are depicted by Fig. 2d). 

IV. CONCLUSION

In this paper we have presented a methodology for optimal 
location and sizing of storage devices (batteries) in LVG. The 
advantage of this approach is that the problem is modeled using 
multi-period optimization where we take into account daily 
variations in energy production and use for each month of the 
year. The problem is solved by using the mixed-integer 
quadratic programming solver CPLEX, while the model 
writing is facilitated by the use of algebraic modeling system 
YALMIP. In the model we consider the variations in energy 

production and consumption by using daily variation curves for 
each month of the year. We show that the proper placement and 
sizing of storage devices enables maximum usage of renewable 
energy sources within the analyzed network keeping the costs 
at minimum even in cases with unfavorable feed-in tariffs. 
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Bayesian estimation of the solid oxide fuel cell model
Đani Juričić1, Gjorgji Nusev1, Boštjan Dolenc1, Pavle Boškoski1 

Abstract – Reliability and duration of solid oxide fuel cells 
(SOFC) systems have still to be improved for the sake of more 
extensive commercialisation. Accurate parameter estimates of the 
SOFC dynamics are thus an important prerequisite for reliable 
on-line assessment of their internal condition. Apart from the 
conventional approaches that evaluate only point estimates, we 
suggest capturing the full information on the estimates i.e. their 
probability density functions.  The paper delivers assorted results 
of the experiments conducted on a short-stack solid oxide fuel cell 
system.

Keywords – Solid oxide fuel cell, Bayesian estimation, fault 
detection, Equivalent circuit model.

I. INTRODUCTION

Solid-oxide fuel cell systems (SOFCs) are devices that 
perform the conversion of chemical energy of fuels into 
electrical energy and heat. SOFCs can operate on a broad power 
range from a few kW up to several hundred kW or even MW,
thus covering the needs of the residential and other stationary 
applications. The SOFC technology exhibits over 50% 
electrical efficiency (in less than 60% of cases), which is an 
advantage for integration into low-energy buildings. It is a 
trend for today's and tomorrow's construction where heat 
demand will decrease and the need for electricity increased. 

Although promising results have been achieved in the SOFC, 
the main problem for their commercial use remain its 
operational reliability and unsatisfactory life expectancy. Due 
to the high operating temperature (700-800 ° C), the systems 
are more complex and the problem is the installation of sensors 
to monitor the situation inside. As far as life expectancy is 
concerned, the Julich Development Center in December 2015 
achieved a world record of malt, which lasted 70,000 hours at 
an average degradation rate of 0.6% / 1000 hours of operation. 
The test was performed under laboratory conditions with a 
highly instrumented short fund (SS), while long-term tests on 
real systems on the field do not yet exist. 

A way to make SOFC technology more competitive on the 
market is to use techniques for early detection of injuries during 
the operation. Damage should be detected as soon as possible 
so that corrective measures can be taken in good time. The 
conventional approaches are electrochemical impedance 
spectra, relaxation time distribution (DRT), and evaluation of 
the equivalent circuit of the replacement model parameters 
(ECM). A change in the internal state of the cells, whether it is 
a degradation mechanism or a fault, affects the impedance 

curves and the associated parameters of the ECM circuits. 
Since SOFCs are characterized by eigenmodes on a broad 
range, meaningful characterization requires excitation from 

 to tens of . Classically, the system is successively 
probed with a sinusoidal current of the selected frequency and 
a small amplitude around the operating point in order to 
evaluate the impedance (Nyquist) curve from the amplitude and 
phase of current and the voltage. The problem is that low 
frequencies require a long time to perform. That significantly 
prolong the test, especially if a number of experiments have to 
be repeated at low frequencies. An additional problem is that 
during the long tests, the potential of the disturbances to spoil 
the results increases. 

Therefore, we proposed an approach that uses broadband 
excitation signals, i.e. pseudo-random binary noise (PRBS). 
From the complex wavelength analysis (CWT) of the input and 
output signals, it is possible to calculate the impedance 
characteristics of the system with resolution defined by the 
sampling rate. From impedance, the parameters of the 
equivalent circuit (ECM) are evaluated. Because it is about 
optimizing criterion functions that are poorly-conditioned, the 
evaluation process is done in two steps, first by using the 
genetic algorithm the most promising solution is found, and 
then using the simplex method to find the optimal in its vicinity. 
To find the distribution of the estimated parameters, the 
Markov Chain Monte Carlo  (MCMC) approach is used. 

The process was evaluated on a short 6-cell line of solid-
oxide fuel cells (SOFC) for a period of 3600 hours. The first 
results obtained on a short stack are presented. 

II. PRELIMINARIES

A. Data acquisition 

To evaluate electrochemical impedance spectra (EIS) requires 
voltage and current data. In the context of electrochemical 
energy systems, the highest frequency at which EIS is analysed 
is usually in the interval of 10kHz. Typically, multi-channel 
data acquisition systems offer interlaced sampling, which 
inevitably introduces error in the phase estimation. errors 
induced by the interlacing approach. 

 In order to guarantee a viable fit, the first step is to validate the 
correctness of the impedance data. For linear, causal and stable 
systems the impedance curve is a complex analytic function in 
the upper half-plane. For such functions, the real and imaginary 
part are linked through the so-called Kramers-Kronig (KK) 
relations [2].  Later Bode [3] was the first to successfully apply 
these relations to electrical impedances and since then it has 
become a basic tool for checking the validity of the obtained 
data. 

1All from Jožef Stefan Institute, Department of Systems and 
Control, Jamova 39, 1000 Ljubljana, Slovenia.
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The KK relations linking the real and imaginary components 
are: 

               (1) 

The relations (1) requires integration up to , which for finite 
length discrete measurements imposes inevitable error. A 
solution that circumvents this numerical calculation issue is 
provided by the so-called Z-HIT method [4]. The method 
allows calculation of the amplitude spectrum  from the 
phase spectrum  as: 

       (2) 

where  and .  Derivation 
was calculated using the Savitzky–Golay filter. The integration 
constant is determined by the least squares fit. An example of 
the performance of the  ZHIT test is shown in Fig.  1. 

Fig. 1. Comparison between measured modulus and modulus 
reconstructed from phase by using the ZHIT rule. The ZHIT test starts 
showing inconsistencies after cca. 5kHZ. 

B. Linearized SOFC dynamic model 

The model of the linearized SOFC system dynamics in complex 
space can be expressed by the transfer function

where  stands fpr fractional derivative. Starting from
measured input/output data, obtained during probing with the 
PRBS, the characterisation of the SOFC is performed by 
estimating the parameters of the model (3). This can be done 
either in the time domain by using the approach presented in
[5] or in the frequency domain. The latter option relies on the 
evaluation of the transfer function (3) after evaluating the 
complex wavelet transform of voltage and current [1]. For the 
sake of simplicity, in the sequel, we will stick to the second 
option. 

To capture the full information on the parameters it is necessary 
to set up the estimation problem in the probabilistic framework. 
By doing so, not only point estimates of the model parameters 
are obtained, but also their corresponding uncertainties. 
Uncertainties are much too often neglected in practice, 
however, they indirectly bear a valuable piece of information 
as a resultant of the quality of measurements, noise conditions, 
the importance of a parameter etc.  For that purpose, the 
Bayesian approach based on MCMC approach is adopted. 

III. BAYESIAN ESTIMATION OF THE
FRACTIONAL ORDER SYSTEM MODEL

The idea of a Bayesian approach is to fuse prior information 
on an unknown variable  with the information on that variable
contained in the data . 

Given a model and data , the posterior distribution of the 
unknown parameters  can be evaluated via the Bayes rule: 

where  is a likelihood,  is prior, and and 
 is called a marginal likelihood or model 

evidence. 

Selecting the model structure in Bayesian inference is the most 
crucial part of the modelling procedure. Since the model 
structure of the fuel cell impedance is well defined in the 
frequency space , one can easily construct the 
likelihood function: 

where we assume that measurement points  on the Nyquist 
curves are independent and that  s defined in the 
following way  

   
The parameter vector   contains the resistances , time 
constants and rational exponents  for each of the the

element in the ECM. In the above equation,  denotes the real 
part of the measured point on the Nyquist curve at a frequency 

, i.e. 

Note that, in order to estimate the parameters  in (3), only one 
component of the complex impedance is required, hence .
Due to the Kramers-Kronig relation, it is enough to consider 
only the information either in real or imaginary parts of the 
complex value. 

The prior probability of the parameter  is generally used 
to incorporate any prior knowledge about the modelled system. 
For the purposes of condition monitoring, it can incorporate 
knowledge about the model parameters from measurements 
that were done at some previous time instance e.g. at 
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commissioning of the system. In this work, without any prior 
knowledge, an un-informative truncated normal prior  
was used for the model parameters  and , since these 
parameters always take positive values.  On the other hand, 
uniform distribution was used as the prior parameters. 

Having specified the prior and the likelihood of the data, the 
posterior distribution of the model parameters can be inferred 
by employing (4). However, with complex models, the analytic 
solution for  is rarely possible due to the integral in the 
denominator. Readily, there are few options that resolve this 
issue by employing numerical methods. The integral can be 
solved by using grid approximation. However, this becomes 
computationally demanding with higher dimensions of the 
parameter space. On the other hand, the Markov Chain Monte 
Carlo (MCMC)  simulations can be used to sample directly 
from the posterior distribution without the need to evaluate 

. In such a case, only the proportional part of the 
equation (3) is required to be numerically tractable: 

  

More on MCMC methods and Bayesian inference can be found 
in [6]. The demonstration is available online to fully visualise 
the approach at the link https://chi-feng.github.io/mcmc-demo/

IV. EXPERIMENTAL RESULTS

C. The experiment in brief 

A SOLIDpower SOFC short stack operating at 750°C was 
used in the experiment. The stack consisted of six planar anode-
supported cells which were installed in an insulated ceramic 
housing. The active area of a single cell was 80 cm2. The SOFC 
short stack was fed with a mixture of hydrogen and nitrogen 
with a flow rate H2/N2=0.216/0.144 Nl h-11cm-2 whereas the air 
flow rate was 4 Nl h-11cm-2.  Stack was operated at a nominal 
current of 32 A (0.4 A cm-2) with fuel utilization FU=77.5 %. 
The experiment took 3600 hours. During this period,
characterization was automatically performed on a regular 
basis by employing both conventional sinusoidal excitation and 
PRBS waveforms excitation every 6 hours. Hence a dataset 
with voltage and current recordings acquired at 600 
measurement sessions is obtained. 

The stack was first run at nominal conditions for 240 h (40 
measurement sessions). After worming up, the first fuel 
starvation session was performed by gradually raising the fuel 
utilization (FU) stepwise each 24 h  starting from 77.5% up to
92.5% (Figure 2 event E2). This was done by decreasing H2
flow rate while keeping the current density constant. The 
second fuel starvation protocol was performed also at the same 
FU steps as in the first situation, but by keeping H2 flow rate 
constant while increasing the current density (Figure 5 event 
E3). The current was increased according to the following 
sequence 32 A, 34.06 A, 36.15 A, 38.2 A for each of the FU. 

Figure 1: Cell voltages during the experiment.

D. Results obtained on data from one measurement session 
on a single cell 

We will first demonstrate the application of Bayesian 
inference to the FOS parameter estimation on a single cell. 
Figure 3 shows the marginal posterior densities of model 
parameters. The first row shows three-time constants , the 
second row shows resistances , and the third row shows the 
fractional orders . Note that the last row displays only serial 
resistance. One can notice that the distributions of some of the 
parameters are far from normal. That is particularly the case for

, , , and .

E. Time evolution of the estimated parameters of cell #3 

We will now see how the parameters of the model of cell #3 
evolve over time. The time index refers to the measurement 
session. Yellow strips mark the intervals of too high fuel 
utilization.  

The increase of fuel utilization (events E2) causes the 
resistances  (related to the slowest mode ) and  to 
blow up (Fig.4). That can be seen also as blow up in the low-
frequency part of the Nyquist curve (not shown here). The 
estimates take unusual values also in cases of incident events 
like hydrogen supply shutdown (HSS1, HSS2) and power 
supply shutdown (PSS). The model reacts also to the migration 
of the equipment into another laboratory.  
The estimates of the parameters over time are not smooth but 
fluctuates (c.f. Figure 4). For instance, the estimates of  are 
relatively smooth while the estimates of  and  are rather 
"noisy". Moreover, note that the uncertainty region of the 
estimates ( ) is relatively narrow, meaning that the parameter 
estimation algorithm ends up with rather highly reliable
estimates. The explanation for such results should be sought in 
two limited quality of current sensor as well as fluctuations in 
fuel flows.

V. CONCLUSION

We presented a Bayesian approach to the parameter 
estimation of the linearized model of solid oxide fuel cell 
dynamics. From the change in the marginal pdf's from their 
reference forms, it will be possible to detect changes in the 
internal condition of the system.
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Figure 3: Results of the MCMC approach when applied to the data acquired during one measurement session on cell #3. The plots present the 
posterior distributions of model parameters from a model with  3 RQ elements. 
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Comparison of ACSR, ACCC and AAAC Conductors for 
Overhead Transmission Lines

Metodija Atanasovski1, Blagoja Arapinoski1, Mitko Kostov1, Ljupco Trpezanovski1  

Abstract – The goal of this paper is to perform comparison of 
three types of conductors for transmission overhead lines:  
Aluminium Conductor Steel Reinforced-ACSR, All Aluminium 
Alloy Conductors-AAAC and Aluminium conductor Composite 
Core-ACCC. The paper at beginning summarizes the 
constructive and technological characteristics of the conductors.
Their physical, mechanical and electrical specified parameters 
are compared in table. Applicative part of the paper presents 
comparison of ACSR, AAAC and ACCC conductors on one 
tension field of 110 kV overhead transmission line. Three design 
solutions of tension field are presented, with usage of standard 
design calculations for overhead transmission line. 

Keywords – Conductors, overhead transmission line. 

I. INTRODUCTION

The replacement of classical ACSR phase conductors with 
other ones from the same type, but with greater cross section 
(greater transmission capacity), leads to replacement or 
mechanical reinforcement of support constructions for 
conductors (towers, consoles, insulator chains etc.) [1]. This 
type of reconstructions on existing overhead transmission 
lines (OHTL) is very expensive and inefficient. Namely, if 
existing phase conductors are replaced with new types of 
conductors which will have greater ratting current, lower sag 
on higher working temperatures, smaller mass, and lower 
electrical resistance, then on very effective and more 
economical way transmission capacity of the OHTL will be 
increased [2]. If reconstruction of an existing OHTL results in
double transmission capacity, the price of reconstruction is 
much lower than construction of new OHTL with the same 
transmission capacity [3]. Construction and application of 
new types of conductors with better characteristics than 
existing ones, has become challenge for many companies in 
the field of manufacturing conductors for transmission of 
electricity.

The paper presents two types of conductors as an
alternative of ACSR conductors. The first one is ACCC 
(Aluminum Conductor with Composite Core) conductor
which for the first time was introduced on the world market in
2005 [7]. This conductor is constructed from aluminium and
has circle or trapezoidal shape. It has core produced from 
polymer composite materials. 

There are several companies mainly in USA which 

commercially produce ACCC conductors and they are 
becoming serious competition of standard ACSR conductors. 

The second conductor is AAAC (All Aluminium Alloy 
Conductors). This conductor is produced with heat-treatable 
magnesium silicon type aluminum alloys. The alloys referred 
to have higher strength but lower conductivity than pure 
aluminium. Being lighter, alloy conductors sometimes have 
advantage compared to the more conventional ACSR, having 
lower breaking loads than the later. Also their use becomes 
particularly favorable when ice and wind loadings are low.  

The paper is consisted of five sections. Section II 
summarizes the constructive and technological characteristics 
of the conductors. Their physical, mechanical and electrical 
specified parameters are compared in table. Section III 
presents the applicative part of the paper. Comparison of 
ACSR, AAAC and ACCC conductors is performed on one 
tension field of 110 kV OHTL. Three design solutions of 
tension field are presented, with usage of standard design 
calculations for OHTL. Several conclusions and further work 
possibilities about this matter are presented in section V. 

II. COMPARISON OF ACSR, ACCC AND AAAC
CONDUCTORS

Overrating load current at OHTL with conductors 
containing steel core, can cause elongation of conductors and 
spans sag increase to values which will affect the safety 
clearance. The company CTC Co. (USA) at 2005 produced 
composite core with a very high ratio of breaking load 
(force)/weight and small coefficient of thermal expansion.
The replacement of steel core with composite one, for 
conductor with equal outer diameter provides almost doubling 
of transmission capacity, higher working temperature and 
significant decrease of sags in spans. Figure 1 depicts the 
design of conductor with composite core ACCC/TW
(trapezoidal wires) compared with ACSR conductor.

Composite core is a result of a process of pultrusion. 
During the pultrusion process, continuous unidirectional (00-
axis) carbon fibers form a cylindrically shaped solid core 

1Metodija Atanasovski, Blagoja Arapinoski, Mitko Kostov and 
Ljupco Tpezanovski are with the Faculty of Technical Sciences-
Bitola, St. Kliment Ohridski University, Macedonia, E-mail: 
metodija.atanasovski@uklo.edu.mk.

28 % more 
Aluminium

Aluminium

Composite core Steel Core

ACCC Traditional ACSR

Fig. 1. ACCC/TW conductor and comparison of ACCC and ACSR
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while a layer of similarly oriented E-glass fibers, is placed as 
a shield. The bundled fibers are wet out with a high-
temperature toughened epoxy. The fiberglass layer serves two 
purposes: first, it separates the carbon from the conductive 
aluminum wires to prevent galvanic corrosion. Second, it 
counterbalances the more brittle carbon and improves the 
flexibility and toughness of the core. The one-piece rod 
composite core lead to a core with a greater cross-sectional 
area, but a smaller diameter which implies larger loading with 
reduced tensile stresses over that of the steel core subjected to 
the same loads.

Fully annealed (soft), H0 (O’) tempered 1350 aluminum 
trapezoidal wires with conductivity of 63% IACS are helically 
wrapped in one or more layers around the composite core. The 
use of trapezoidal wires yields compact conductor with less 
void area than ACSR. The compact trapezoidal wires, coupled 
with a smaller composite core, result in an ACCC/TW 
conductor that has approximately 28% more aluminum cross-
sectional area than ACSR and ACSS with round wires and 
same outer diameter. Thermal properties of composite core 
and soft aluminum wires enable high operating temperatures 
of ACCC/TW, continuously up to 180 0C. The greater 
aluminum content in ACCC/TW with high electrical 
conductivity, combined with the capability to work at high 
operating temperatures, can double the ampacity of an 
existing OHTL with ACSR conductors. 

ACCC/TW conductors are produces with standard 
dimensions with current rating capacity in range from 300 to
3500 А [3]. Although the price of ACCC/TW conductors is 
three times higher than ACSR conductors with same diameter,
the replacement of ACSR conductors with equivalent 
ACCC/TW and doubling of transmission capacity is three 
times cheaper than construction of new line with same 
capacity as the existing one with ACSR conductors. [3].

AAAC conductor is high strength Aluminum-Magnesium-
Silicon Alloy conductor. It was developed to replace the high 
strength 6/1 ACSR conductors. This alloy conductor offers 
excellent electrical characteristics with a conductivity of 
52.5% IACS, excellent sag-tension characteristics and 
superior corrosion resistance to that of ACSR. Service life of 
AAAC is around 60 years, twice as durable as ACSR. It is 
superior to ACSR conductors when used in distribution lines 
[1]. Figure 2 depicts the design of AAAC conductor. 

Comparison of physical, mechanical and electrical specified

parameters is performed between ACSR 240/40 conductor as
traditional standard at 110 kV OHTL and compatible
alternatives ACCC/TW conductor Glasgow and AAAC/TW
300 conductor. Data for ACCC conductors can be found in [4]
and [7], for ACSR 240/40 conductor is taken from [5], and for 
AAAC in [6].

Table 1 summarizes mechanical and electrical 
characteristics of mentioned ACSR 240/40, ACCC Glasgow
and AAAC 300 conductor types. It can be concluded that 
ACCC conductors, for approximately same diameter and 
cross section as ACSR 240/40 conductor, have: lower weight 
and mass, higher tensile strength of conductor (achieved with 
replacement of steel core with composite one), lower
coefficient of linear expansion, lower modulus of elasticity, 
significantly higher working temperature, smaller electrical 
resistance and higher ratting current. Lower specific weight 
and smaller coefficients of linear expansion and modulus of 
elasticity lead to significantly smaller sags even at higher 
working temperatures.

TABLE I 
COMPARISON OF CONDUCTORS  

Mechanical and
electrical characteristics

Type of conductor
ACCC

Glasgow
AAAC/

TW
300

ACSR
240/40

Cross section Al/core
(mm2)

236.7/
47.1 323.98 243/

39.5
Total cross section (mm2) 283.8 323.97 282.5

Diameter (mm) 19.53 21.7 21.9
Mass of 

conductor (kg/km) 731.3 893 987

Weight of 
conductor (daN/m) 0.717 0.876 0.968

Specific weight 10-3

(daN/m,mm2) 2.526 2.704 3.426

Specific weight of normal 
ice load 10-3 (daN/m,mm2) 2.803 2.588 2.981

Coefficient of linear 
expansion 10-6 (0C-1) 17.1 23 18.9

Modulus of elasticity
(daN/mm2) 6700 6800 7700

Tensile strength (daN) 11500 9560 8640
Normal tension (daN/mm2) 16.2 12 13

Tension (daN/mm2) 30.4 22 24.5
DC resistance at 20 0C

( /km) 0.1184 0.1022 0.119

Rated current at 80 0C (A) 570 775 530
Rated current at 100 0C (A) 692 951 648
Rated current at 180 0C (A) 1027 - -

Maximum working 
temperature ( 0C) 180 90 80

Price (Euro/m) 10 6 4

AAAC/TW 300 conductor versus ACSR 240/40 have: 
lower weight and mass, higher tensile strength of conductor, 
smaller electrical resistance and higher ratting current. 
Maximum working temperature of the conductor is 90 0C.   

Fig. 2. AAAC conductor
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III. STUDY CASE

The development of new regulations for OHTL in many 
countries in Europe is ongoing process. Almost all European 
countries have adopted standard for the design of OHTL EN 
50341-1. Most of them developed national normative aspect 
of the standard taking into account special features 
characteristic for the country. Macedonia has adopted the 
standard EN 50341-1, but still has no national normative 
aspect. The design and construction of OHTL is done by 
Regulation of technical standard for construction of OHTL 
with voltage 1 kV to 400 kV [1]. For determining loads 
purposes, all load combinations are calculated with maximum 
working tension (stress) of the wire. The maximum working 
stress is usually calculated at -5 0C with normal ice load or at -
20 0C without ice load, depending on which combination 
gives governed value [1].

Design replacement comparison of ACSR 240/40
conductors with proposed conductors ACCC/TW Glasgow 
and AAAC/TW 300 is shown on a tension field of 110 kV
existing OHTL. The length of tension field is 1600 m and the 
terrain is relatively flat and regular (Figure 3).

Climate parameters on the terrain are: wind pressure 75 
daN/m2, coefficient of normal ice load 1.0 and coefficient of 
extra ice load is 2.0. Maximum working tension (stress) of 
conductors ACSR 240/40 is 9 daN/mm2. Grounding wire type
Fe III 50 mm2 is used with maximum working tension 26
daN/mm2. The OHTL is designed with steel towers type S for 
suspension supports (towers) and type A-150 for angle tension 
(strained) towers. Table II summarizes tower spotting list on 
the terrain (X- is tower position on the terrain on X-axis and Y 
is tower position on Y-axis. Ruling span of the tension field is
320.79 m.

TABLE II 
TOWER SPOTTING LIST

No Tower
type

Tower
height

Span
(m)

X
(m)

Y
(m)

Difference
in height

(m)
1 А-150 15 280 0 130 0
2 S 17.8 310 310 138.13 9.21
3 S 16.8 300 610 145.89 6.86
4 S 16.8 330 940 153.43 7.71
5 S 17.8 335 1275 150 -2.43
6 A-150 18 325 1600 152 3.65

Using the same tower spotting solution, replacement of 
conductor ACSR 240/40 with ACCC/TW Glasgow and 
AAAC/TW 300 will be proposed. Glasgow conductor is 
designed with maximum working stress of 9 daN/mm2, and 
AAAC/TW 300 7.8 daN/mm2, because it has greater cross 
section than ACSR 240/40.

Figure 3 depicts the tower spotting and catenary curves of 
OHTL with all three types of conductors for maximum sag 
temperature +400C [1].

Several parameters important of OHTL design with each of 
used conductors are shown in Table III. It can be notified that 
all three conductors have lower critical span than the ruling 
span of the tension field. This fact implies that maximum 

working tension will appear on temperature -50C+ normal ice 
load. Critical temperature for all conductors is lower than 400

C, what leads to maximum sag appearance on +400 C. It is 
obvious that conductors ACCC/TW Glasgow and AAAC/TW 
300 have higher catenary parameter than ACSR 240/40. This 
means that these conductors will have lower sags than ACSR
240/40.

This is shown with sag and tension (stress) curves 
calculated for full range of temperatures from -200 C to 100 0

C. Figures 4 and 5 depict sag and tension curves for ruling 
span of the tension field appropriately. It can be easily 
concluded from Figure 4 that conductor ACCC/TW Glasgow 
has lowest sags, significantly lower than other two 
conductors. Namely Glasgow has in average 2 m lower sags 
compared with ACSR 240/40. The situation is the same in 
each span of the tension field. Conductor AAAC/TW 300 has 
lowest tensions in the full range of temperatures, because it is 
designed with maximum working tension 7.8 daN/mm2.
Glasgow has lower tension than ACSR 240/40. 

Table V summarizes forces table for support tower number 
4 which type is S and has highest weight and wind span. The 
calculation is performed according to loading cases defined in 
articles 68 and 69 from [1]. It can be notified that mechanical 
loading of towers in all three axes is lowest when ACCC/TW 
Glasgow conductor is used. This conductor can be also 
calculated with maximum working tension 8 daN/mm2 and in 
this case has also lower sags than other two conductors.
Similar results for tables of forces are obtained for angle strain 
tower type А-150.

TABLE III
SPECIFIC PARAMETERS FOR OTL DESIGN WITH EACH CONDUCTOR

Parameter ACCC
Glasgow

AAAC
300

ACSR 
240/40

Critical 
span (m)

150.5 156.8 137.1

Critical 
temperature (0C)

36.3 19.4 23.8

Maximum working tension
(daN/mm2)

9 7.8 9

Tension on 400C (daN/mm2) 4.19 3.62 4.54
Catenary parameter 400 C (m) 1660.3 1338.8 1324.3

TABLE IV 
TABLE OF FORCES FOR SUPPORT TOWER 4 TYPE S

Loading 
case

ACCC/TW
Glasgow

AAAC/TW
300

Vx Vy Vz Vx Vy Vz

Art. 68_1

A - - 628 - - 683

B 487 - 318 511 - 361

C - 122 318 - 128 361

Art. 69_1

PP - 1277 628 - 1253 683

NP - - 628 - - 683

PZ - - - - - -
NZ - - 628 - - 683
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Loading 
case

ACSR
240/40

Vx Vy Vz

Art. 68_1

A - - 733

B 546 - 409

C - 137 409

Art. 69_1

PP - 1271 733

NP - - 733

PZ - - -
NZ - - 733

Fig. 3. Tower spotting and catenary curves with each conductor

Fig. 4. Sags for ruling span for full range of temperatures -20 0C to 
100 0C 

Fig. 5. Tensions for ruling span for full range of temperatures -20 0C
to 100 0C

IV. CONCLUSION

ACCC conductors are new technology conductors for 
transmission of electricity, which are becoming a serious 
competition of mostly used ACSR conductors. ACCC 
conductors for approximately same diameter and cross section 
as ACSR 240/40 conductor, have: lower weight and mass,
higher tensile strength of conductor (achieved with 
replacement of steel core with composite one), lower
coefficient of linear expansion, lower modulus of elasticity, 
significantly higher working temperature, smaller electrical 
resistance and higher ratting current.

AAAC/TW 300 conductor compared to ACSR 240/40 has 
lower weight and mass, higher tensile strength of conductor, 
smaller electrical resistance and higher ratting current. The 
maximum working temperature of the conductor is 90 0C.

According to the presented results in the paper, it can be 
concluded that replacement of existing ACSR 240/40
conductor with new one ACCC/TW Glasgow or AAAC/TW 
300 leads to significantly: lower sags and stresses in full range 
of temperatures, lower towers loading, higher ratting current 
for higher operating temperature and lower electrical 
resistance meaning losses decrease in transmission of
electricity in the OHTL.

The price of ACCC/TW conductors is one of the main 
disadvantages. However with technology development of this 
type of conductors, it is reasonable to expect that the price 
will go down and ACCC will become more competitive 
versus ACSR. In meanwhile AAAC are good alternative for 
ongoing projects for conductors replacement during 
reconstructions of OHTL and increasing transmission 
capacity. MEPSO (Macedonian Transmission System 
Operator) is implementing AAAC/TW 300 conductor on 
several 110 kV OHTL in the ongoing process of 
reconstruction and network revitalization.
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Power System Load Forecasting by using Sinuses 
Approximation and Wavelet Transform 

Mitko Kostov1, Metodija Atanasovski1, Gordana Janevska1, Blagoja Arapinoski1 

Abstract – Power system load predictions are important 
factors for planning the future electrical energy consumption. 
One of the important factors that influence the power load is the 
air temperature. This paper analyses the correlation between the 
power system load and the air temperature. Power load 
forecasting is investigated by using a combination of the best 
fitting approximation with sum of sinuses and wavelet transform.  
 

Keywords – Power system load, Forecast, Air temperature, 
Correlation, Regression, Wavelet Transform. 

I. INTRODUCTION 

Electricity is one of the most important and inseparable 
factors in social life. Each electricity company has a strategic 
goal to provide end users with reliable and stable power 
supply. Having in mind that it cannot be stored as it should be 
generated as soon as needed, electricity power system load 
forecasting is a key factor in the functioning of power 
systems. Moreover, renewable energy sources are increasingly 
being incorporated in power systems in an effort to reduce 
CO2 emissions and reliance on fossil fuels. Furthermore, the 
use of low carbon technologies, such as electric vehicles and 
heat pumps, has increased in recent years. Therefore, accurate 
predictions are important for planning the future electrical 
energy consumption - they lead to significant savings in 
operating and maintenance costs and increased reliability of 
the electricity supply and delivery system. 

Power load forecasting is the process of forecasting future 
electrical energy demand so that to cope with the growing 
needs. Power load forecasting would determine which power 
units should increase their production and which generators 
should be dispatched. According to the period of the load 
forecasting, it can be classified into three categories: short-
term load forecasting (one hour to one week), mid-term load 
forecasting (one week to one year) and long-term load 
forecasting (longer than a year) [1]. 

Factors that play key role in forecasting of power load 
consumption are the air temperature, type of the day 
(weekday, weekend or holiday), geographical differences, 
people standard, demographic information, etc. This paper 
analyses the correlation between the power system load and 
the air temperature in Republic of Macedonia. In addition, 
forecasting of the power system load consumption is 
investigated. The power system load is estimated by applying 
a combination of best fitting function of sum of sinuses and 
discrete wavelet transform.  

The paper is organized as follows. After the introduction, 
the basic definitions of discrete wavelet transform are given in 
Section II. Section III gives data overview and presents 
regression analysis for determining the functions of variation 
between three typical loads and average air temperature. 
Section IV describes the forecasting of power system load 
from air temperature. The experimental results are presented 
in Section V. Section VI concludes the paper.  

II. DISCRETE WAVELET TRANSFORMATION 

Discrete wavelet transform (DWT) decomposes a signal 
into a set of orthogonal components describing the signal 
variation across the scale [2]. The orthogonal components are 
generated by dilations and translations of a prototype function 

, called mother wavelet: 

 Zjkktt jj
jk ,),2/(2)( 2/ . (1) 

The above equation means that the mother function is 
dilated by integer j and translated by integer k. A signal f for 
each discrete coordinate t can be presented as a sum of an 
approximation plus J details at the Jth decomposed level: 

 
J

j k
jkjk

k
JkJk tdtatf
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where Jk(t) is scaling function. The residual term 
corresponds to a coarse approximation of f(t) at resolution J. 
The coefficients aJk and djk are approximation wavelet 
coefficients at level J and detail wavelet coefficients (or 
wavelet coefficients) at level j, respectively: 

 dtkttfa jj
jk )2()(2 2/ , (3) 
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Fig. 1. Discrete wavelet transform tree. 
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The estimate of djk and аJk can be achieved via iterative 
algorithm for decomposition using two complementary QMF 
filters h0 (low-pass) and h1 (high-pass) [3], as it is illustrated 
in Fig. 1. The relation between mother and scaling functions 
with the QMF bank is given with an efficient recursion: 

 
n

ktkht )2()(2)( 1 , (5) 

 
n

ktkht )2()(2)( 0 . (6) 

III. DATA OVERVIEW AND BASIC STATISTICAL 
ANALYSIS 

Electric power load forecasting means to calculate the 
expected energy requirements of a system, which is important 
for making decisions including decisions on purchasing and 
generating electric power, load switching and infrastructure 
development. The power load forecasting relies on historical 
data to determine how much power customers may need. 
Forecasting model inputs can include day of the week, holiday 
calendars, weather conditions and forecasts, geographical 
differences, demographic information, etc. Accurate models 
for electric power load forecasting are essential to the 
operation and planning of a utility company [1].  

In this paper, the case study dataset consists of hourly 
power system load data for Skopje for the calendar years 2014 
and 2015 [4] and the corresponding meteorological 
information about minimal, average and maximal air 
temperatures obtained from the internet [5]. An analysis of the 
power load data shows that it depends on the time of the year, 
day of the week and hour of the day. 

Fig. 2 presents normalized daily average power load 
diagram and normalized daily air temperatures diagram for 
Skopje across the years of 2014 and 2015, both normalized in 
the interval [0 1]. It can be noticed that there is a strong 

negative correlation between the power load and the air 
temperature. There are peaks at the beginning of the graphic 
(January 2014), the middle of the graphic (December 2014-
January 2015) and at the end of the graphic (December 2015). 
The highest peak for the power load for the year of 2014 
corresponds to the values Pavg = 1289MW and Tavg = 7C 
and it was registered on 31 Dec 2014. The highest peak for the 
power load for the year of 2015 corresponds to the values 
Pavg = 1247MW and Tavg = 8C registered on 2 Feb 2015. 
Fig. 2 confirms what is characteristic for this region that 
during the winter period the electrical energy consumption is 
bigger. The lowest average temperature in the graphic is 
Tavg = 9C registered on 8 Jan 2015, when the registered 
average power load was Pavg = 1228MW. 

A regression analysis is performed over the dataset 
illustrated in Fig. 2 in order to estimate dependence curves of 
the three typical loads (minimal power system load Pmin, 
average power system load Pavg, maximal power system load 
Pmax) from the independent variable – the average 
temperature Тavg for the two years 2014 and 2015. The used 
approximation function is the sum of sinuses function of order 
n = 4 given by: 

 .)sin()(
1

n

i
iii cxbaxf  (7) 

Fig. 3 shows the estimation of dependence curves of Pavg, 
Pmax and Pmin from Tavg, respectively, for the years 2014 
and 2015. Table I summarizes the regression analyses 
presenting the equations coefficients, determination 
coefficients (R2) and correlation coefficients. The 
determination coefficient shows the proportion of the variance 
in the dependent variable that is predictable from the 
independent variable (it ranges from 0 to 1, the coefficient 0 
means the dependent variable cannot be predicted from the 
independent variable, while 1 means the dependent variable 
can be predicted without error from the independent variable) 
[6]. According to the Table I, the determination coefficients of 
the maximum, average and minimum daily load due to the 

 
 Fig. 2. Normalized daily loads and air temperatures for years 2014 and 2015. 
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average daily temperature are 88.74%, 89.61% and 82.23%, 
respectively. The regression analysis shows high prediction 
degree of the daily typical loads from the air temperature.  

The correlation coefficient is a statistical measure that 
calculates the strength of the relationship between two 
variables [6]. Coefficients of correlation can have values in 
range from 1 (negative relation) to 1 (positive relation). 
There is not a significant relation if the correlation coefficient 
is less than 0.3. The correlation is with practical importance 
when the correlation coefficient is between 0.5 and 0.7. 
Correlation coefficient between 0.7 and 0.9 shows close 
correlation, while correlation coefficient greater than 0.9 
shows very close correlation. According to the results 
presented in Table I, the correlation coefficients have values 
in a range from 0.90 to 0.95 what implies very close 
negative relation between all the combinations of typical daily 
loads and air temperatures. 

The determination and correlation coefficients presented in 
Table 1 are higher than corresponding coefficients obtained 
when polynomial functions are used [8]. 

 
 

IV. POWER SYSTEM LOAD FORECASTING 

The main idea is to forecast electrical power system load by 
analysing and processing the dataset of temperatures and 
corresponding power loads from Section III by applying a 
combination of the best fitting approximation in the least 
squares sense (Section IV) and the discrete wavelet transform 
(Section II). First, from the given dataset, the average air 
temperatures and the average power loads are used to estimate 
the best fitting function (7). This function is applied over a set 
of forecasted air temperatures in order to obtain the 
corresponding power loads. However, it should be kept in 
mind that the power system load of a specific day depends on 
not only the current air temperature, but also the weather 
conditions in the previous days affect the current power load. 
Therefore, the output (power load) from the best fitting 
function (7) should be related to the previous values of the air 
temperatures/power loads. For this reason, the wavelet 
transform at level (j) is applied over the output values from 
the function and as a result, approximation coefficients at 
level (j) (low-pass version) and detail coefficients at levels 
(1), (2), …, (j) (high-pass versions) are obtained. Finally, the 
inverse wavelet transform is applied over the approximation 
coefficients at level (j). The result is predicted power load. 
The procedure is illustrated with the block diagram in Fig. 4.  

 
    (a) 

 

 
    (b) 

 

 
(c) 

Fig. 3. Estimated approximation of power load from air temperatures 
by using the sum of sinuses function (7) of order 4: (a) averaged 

load, (b) maximal load, (c) minimal load. 

TABLE I 
SUMMARY OF THE APPROXIMATION FUNCTION (7) OF ORDER n = 4, 

PRESENTING THE FUNCTION COEFFICIENTS ai, bi, ci , DETERMINATION 
COEFFICIENTS (R2) AND CORRELATION COEFFICIENTS. 

Averaged load: 

Function coefficients: 
a1 = 2235  
a2 = 1355   
a3 = 50.28   
a4 = 7.186   

b1 = 0.05558 
b2 = 0.08021 
b3 = 0.2274 
b4 = 0.5079 

c1 = 1.043   
c2 = 3.778   
c3 = 0.01103 
c4 = 3.128  

Goodness of fit: 
    R2: 0.8961,   Correlation coefficient: 0.9466. 

Maximal load: 

Function coefficients: 
a1 = 3193 
a2 = 2278   
a3 = 19.29   
a4 = -1.558                

b1 = 0.0472 
b2 = 0.06366   
b3 = 0.3514 
b4 = 0.4358 

c1 = 0.6216   
c2 = 3.367   
c3 = 1.542  
c4 = 0.557   

Goodness of fit: 
    R2: 0.8874,   Correlation coefficient: 0.9420. 

Minimal load: 

Function coefficients: 
a1 = 2719   
a2 = 2023   
a3 = 30.43   
a4 = 5.246 

b1 = 0.06857   
b2 = 0.08394   
b3 = 0.2781   
b4 = 0.4954 

c1 = 0.9005   
c2 = 3.797   
c3 = 0.7307   
c4 = 2.71   

Goodness of fit: 
    R2: 0.8223,   Correlation coefficient: 0.9068. 
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V. EXPERIMENTAL RESULTS 

This Section presents the results obtained by experiments 
performed over the average power load hourly values for 
Skopje for years 2014 and 2015 that are used as training data 
for the model parameters optimization. The air temperatures 
for the period March 01 21 2019 (Table II, Fig. 5) from the 
weather forecast [7] serve as test data set for model 
performance assessment. A number of experiments for 
approximating the power load are made with best fitting 
polynomial functions of order 3, 4, 5 [8] and functions defined 
as sum of sinuses (7) of order 3, 4, 5 over the data of air 
temperatures and power loads for the years of 2014 and 2015. 
The results of these experiments show that the approximations 
with the sums of sinuses outperform the polynomial 
approximations in sense of higher determination coefficients 
R2 and higher correlation coefficients. In addition, the 
experiments show that the order n = 4 for the function (7) 
gives satisfactory results (Fig. 3, Table I). The result of 
applying the proposed algorithm over the air temperatures 
from Table II is illustrated in Fig. 5. The squares denote the 
power loads as output from the function (7), while the solid 
line depicts the forecasted loads after applying the wavelet 
transform in two levels with db2 function used (Table III).  
 

VI. CONCLUSION 

Power load forecasting is a key factor in the functioning of 
power systems. It would determine which power units should 
increase their production and which generators should be 
dispatched. This paper analyses the relation between the 
power load and the air temperature in Republic of Macedonia. 
The correlation coefficients imply very strong negative 
relation between all combinations of typical daily loads and 
air temperatures. Regression analysis shows high prediction 
degree of daily typical loads from air temperature.  

Power load forecasting is proposed as a combination of best 
fitting approximation and wavelet transform. A better load 
prediction can be achieved if more years are incorporated in 
estimating the approximation function.  
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Figure 4. Block diagram of estimation of power system load. 

TABLE III 
ESTIMATED POWER LOAD IN [MW] FOR THE PERIOD 01-21 MAR. 2019. 
1 Mar 2 Mar 3 Mar 4 Mar 5 Mar 6 Mar 7 Mar 
1061.7 1060.9 955.6 878.3 829.0 772.2 803.2 
8 Mar 9 Mar 10 Mar 11 Mar 12 Mar 13 Mar 14 Mar 
810.7 794.7 784.9 770.9 758.0 746.3 734.2 

15 Mar 16 Mar 17 Mar 18 Mar 19 Mar 20 Mar 21 Mar 
816.7 873.9 905.7 944.4 854.3 798.6 777.5 

 

TABLE II 
WEATHER FORECAST FOR THE PERIOD 01-21 MAR. 2019. 

1 Mar 2 Mar 3 Mar 4 Mar 5 Mar 6 Mar 7 Mar 
30C 40C 110C 100C 160C 180C 140C 

8 Mar 9 Mar 10 Mar 11 Mar 12 Mar 13 Mar 14 Mar 
120C 170C 180C 200C 220C 190C 220C 

15 Mar 16 Mar 17 Mar 18 Mar 19 Mar 20 Mar 21 Mar 
220C 200C 60C 120C 80C 140C 190C 

 

 
Fig. 5. (a) Weather forecast (air temperatures); (b) Forecasted 

average power load for period Mar 01-21 2019. 
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Impact of the Power System Stabilizer on Transient 
Stability of the Power System

Blagoja Stevanoski1 and Natasa Mojsoska2

Abstract – Stable operation of the power system is one of the key 
factors for reliable and quality power supply. Major disruptions 
in the system operation mode (short circuits, outages of large 
generating units, transmission lines, etc.) cause significant changes 
in the parameters of state of the electricity system. The response 
of the system in such cases is an emergence of electromechanical 
oscillations in synchronous generators reflected in the fluctuation 
of the regime parameters (rotational speed, active and reactive 
power, voltage, power output, etc.). Oscillations can reach an 
amount that can compromise the stable operation of the 
synchronous generator and the power system in general. One way
to suppress oscillations is to use a stabilizer of the power system as 
an integral part of the excitation systems of generators. The task 
of the power oscillation stabilizer is to produce a torque damping 
component of the electromagnetic torque through the excitation 
systems. This paper presents the theoretical basics of 
contemporary power system stabilizers, and on concrete example 
analyzes its impact on transient stability in a case of a close short-
circuit near TPP Bitola.

Keywords – Synchronous generator, excitation system, power 
system stabilizer, transient stability.

I. INTRODUCTION

The power system is a complex non-linear system that is 
constantly exposed to various types of disruptions (load 
changes, outputs of production units, short-circuit, changes in 
a topology of the network, etc.). Stability of a power system  is 
its ability to return to a running equilibrium state after an 
occurrence of a disturbance, while the regime parameters of the 
system remain within the limits that provide a complete 
integrity of the power system. Important variables at power 
system equilibrium are rotor (power) angle, nodal voltages and 
frequency. Rotor angle stability is the ability of interconnected 
synchronous machines to remain in synchronism in case of 
transient disturbance [1].

The stability problem involves the study of 
electromechanical oscillations inherent in power systems. 
Electromechanical oscillations are a consequence of the 
physical nature of a synchronous generator connected to a 
power system. Such a system contains multiple energy 
accumulators (rotating masses, inductive excitation coils, etc.) 
which react with electromechanical oscillations to the smallest 
deviation from the equilibrium state. Oscillations are 

superposed on stationary variables and in the worst case can
endanger the stability of the synchronous generator. 

Electromechanical oscillations can be divided into local and 
systemic oscillations. The connection of new generating units 
to the power system through relatively long transmission lines 
creates favorable conditions for the occurrence of local 
electromechanical oscillations of the generators in relation to 
the power system. When connecting and unifying smaller 
power systems at the regional level in a single state system or 
connecting multiple systems, the occurrence of 
electromechanical oscillations is much more complicated and 
falls within the category of systemic oscillations. Such 
oscillations are a consequence of various factors: relatively 
long transmission lines between the power system, the current 
state and system configuration (character and location of 
consumers and production units, occurrence of various 
interruptions and outages of generators, inclusion and 
exclusion of large consumers, poor synchronization with 
network connectivity, etc.).

Due to competitive energy market, in order to transmit as 
much power as possible, the energy system is used up to its
limits of stability. This leads sometimes to stability problems 
like power oscillations. In the synchronous generator, the 
damping field and damper windings provide to the rotor 
oscillations is weakened due to excitation control system 
action. The reason for this is the appearance of additional 
currents in the rotor circuits induced by the voltage regulation 
which oppose the currents induced by the rotor speed 
deviations [2]. Therefore, an additional stabilizing signal is 
needed and the device used for this purpose is known as the 
power system stabilizer (PSS). This is one of the most cost-
effective methods of enhancing power system stability. PSS 
uses auxiliary stabilizing signals to control the excitation 
system. Based on the operation of the automatic voltage 
regulator (AVR) commonly used input signals to the power 
system stabilizer are shaft speed, power or terminal frequency.
The stabilizer introduces an additional electric torque
corresponding to the deviation of the speed by increasing the 
damping of system oscillations and improving the stability of 
the power system.

II. EXCITATION SYSTEMS AND POWER SYSTEM
STABILIZER

Excitation systems are one of the most important parts of the 
synchronous generators that are intended to provide direct 
current to the generator field winding. Additionally, excitation 
systems are also responsible for control and protection 
functions of the power system. Its dynamic performance has a 
direct impact on generator stability and reliability [1], [2].

1Blagoja Stevanoski is with the Faculty of Technical Sciences, 
Makedonska falanga 33, Bitola 7000, Macedonia, E-mail: 
blagoj.stevanovski@uklo.edu.mk.  

2Natasa Mojsoska is with the Faculty of Technical Sciences, 
Makedonska falanga 33, Bitola 7000, Macedonia, E-mail: 
natasa.mojsoska@uklo.edu.mk.  
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Fig. 2.1 shows the general structure of voltage regulator for
synchronous generator, which includes a circle for regulating 
the excitation current and a predetermined circle for regulating
the voltage of the generator. Reactive power regulator and 
power system stabilizer is used according to the request of the 
power system. Terminal voltage controller is proportional-
integral (PI) type and is superior to excitation current controller 
which is proportional (P) type. Output of voltage regulator is a
reference value of excitation current. Based on measured values 
of terminal voltage and currents, active and reactive power of 
synchronous generator are determined [3],[4].

A power system stabilizer is a device which provides 
additional supplementary control loops to the automatic voltage 
regulator system of a generator unit. Task of the power system
stabilizer is to generate a stabilizing signal which creates a
damping component of  electromagnetic torque during transient 
process, acting through the excitation system. The output signal 
from the stabilizer is introduced into the summator before the 
voltage regulator. The stabilizer has to perform phase 
compensation between an input of excitation system and 
electromagnetic torque. The usual input signal used in classical 
stabilizers is the active power of the generator or the frequency 
at the place of the connection of the generator to the power 
system. The damp component of the torque is in phase with the 
change in a rotational speed of the generator. On that way, it 
can be used as an additional stabilization signal [1].

Fig. 2.1 Conventional structure of the system for managing the 
excitement of the synchronous generator

Power Stabilizer (PSS) is a feedback link controller that is 
part of the synchronous generator control system. Its main 
function is to damp the oscillations of the rotor of the generator 
in an interval of about 0,1 2.5 Hz as if electromechanical 
oscillations. For this purpose, PSS should produce such a 
component of an electromagnetic torque that is opposite to the 
mechanical torque. Such a component should be in phase with 
the deviation of the rotor speed.

The input signal in the PSS is measured at the generator
connection and determines the type of controller structure. 
Different types of stabilizing circuits are designed. In Fig. 2.1
shows the structure of the dual input power stabilizer known as 
PSS2B (according to the IEEE standard 421.5.2005). PSS2B
uses the deviation of the speed and the active power to 
determine the stabilizing signal.

In Fig. 2.2 shows the structure of the PSS1A type stabilizer 
(according to IEEE). A washout filter with a time constant Tf
allows crossing the signal of the active power deviation of the 
generator without changes. In this way, a change of amount of 

active power does not affect the voltage of the generator. This 
block allows the stabilizer to operate only in case of transient 
changes in the active power signal. The value of the appropriate
time constant should be large enough so that the signal of a
deviation can be crossing without changing the frequency range 
of interest. In the case of a local oscillation of the generator in 
a frequency range of 1 3 Hz, the time constant of the 
derivative block Tf in the amount of 1s may be satisfactory, 
while in the case of interconnection in a frequency range of 0,1

0,6 Hz. The desired value of the time constant Tf is about 10s.
The amplification Kstab determines the size of the damping

that is introduced by acting on the stabilizer. Damping of the 
oscillation is increased by increasing the amplification to a 
certain limit when the increase in amplification causes a 
decrease in the oscillation of the generator [5]. The phase 
compensation block compensates the phase lag between the 
input in the excitation system and the electromagnetic torque.
To achieve the appropriate phase compensation, it is possible 
to use two or three blocks of first-order or a second-order block 
with complex solutions. The output signal from the stabilizer 
has a positive (Vsmax) and negative (Vsmin) limit. The positive 
limit can be set (according to the IEEE) to the amount of 0,2
p.u. in order to ensure the efficiency of the stabilizer during  
large scales, and the negative limit set to the amount of 0,1 p.u. 
is considered satisfactory. This ensures sufficient bandwidth of 
the stabilizer.

Fig. 2.2 Structure of the stabilizer type PSS1A (according to IEEE)

From the stabilizer is required damping of oscillations that 
are of a local character and an inter-area character. Depending 
on a type of oscillation, the stabilizer performs phase 
compensation in a certain frequency range. The phase 
characteristic to be compensated, changes with the change in 
the state of the system, so the setting of the stabilizer for one 
condition does not mean a satisfactory setup for another state 
of the system.

III. CASE STUDY

The current characteristic of Macedonian electric power system 
is domination of thermal power plants (TPP), which produce about 
80% of total electricity demand. TPP Bitola is the biggest and most 
essential in the country. It has three units with installed capacity of
233 MW per unit or total 700 MW. This potential allows the plant 
to participate with more than 70% in total electricity production in
the Macedonian power system. TPP Bitola is linked to the power 
system through substation 400/110 kV Bitola 2 that is the most 
important in Macedonia. 

Impact of a power system stabilizer is examined on 
synchronous generator installed in unit “Bitola 1”. Generator’s
main parameters under observation are excitation voltage (Efd), 
active power (P) and terminal voltage (U). During the test three 
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phase short circuit and transmission line outage are simulated.
The generator and the network are modelled in Neplan 5.5.3 
software.

A. Power system stabilizer modelling

Static excitation system DIREMK - Koncar is installed at the 
generators in TPP Bitola [6]. Control of the excitation system 
is based on microprocessor twin-channel voltage regulator. 
Fig. 3.1 is a block diagram of the stabilizer of 
electromechanical oscillation which is an integral part of the 
voltage digital controller. The stabilizer corresponds to the type 
PSS2B (according to the IEEE Std. 421.5 classification). A 
combined stabilizer is used in two quantities: active power and 
frequency. The stabilizer has the same standard transmission 
function for both channels, but with different parameters:

           ( )
(1 )(1 )

D
ss

F D

pTF p K
pT pT

(1)

where:
Kss – gain the stabilizer per channel,
TF – time constant of the stabilizer (filter)
TD - time constant of the stabilizer (derivative)

Fig. 3.1 Block scheme of the power system stabilizer (Koncar)

The input signals (active power and frequency) are filtered 
with given time constants. The filtered signals are further 
multiplied according to the amplification of the individual 
channels depending on whether the signals are entered in the 
summator before the PI - regulator (index 1) or after it (index 
2). The output of the stabilizer is an output as PSS1 in the case 
when the stabilizer signal is kept in a summator before the 
voltage regulator and as PSS2 when the stabilizer signal is 
added to the output signal from the voltage regulator. With the 
help of logical parameters, the active power channel, or the 
channel in frequency, can be separately activated.

B. Excitation System Response to a Short Circuit with and 
without PSS 

This test was performed in order to show excitation system 
reaction on large network disturbance. Three phase short circuit 
at 110 kV bus bar of SS Bitola 2 is simulated. Short circuit 
appears on 0,1s, duration of the test is 5s and short circuit time 
is chosen 0,2s as typical short circuit length in power system. 
Fig. 3.2 shows excitation voltage changes, terminal voltage and 

active power fluctuation without PSS and Fig. 3.3 shows the 
same parameters with PSS as a part of the excitation system.

Fig. 3.2 Excitation voltage, terminal voltage and active power  
(PSS - off)

Fig. 3. 3 Excitation voltage, terminal voltage and active power  
(PSS - on)

PSS var.1

PSS var.2

P (pu)

f (pu)
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C. Excitation System Response to a Transmission Line Outage 
with and without PSS

This test examines excitation system response during 
transmission 400 kV line outage. The line connects TPP Bitola 
with the main consumption center, the capital city Skopje. Time
duration of line outage is 0,3s simulating auto reclosing of
transmission line. Fig. 3.4 and 3.5 show system parameters 
changes without and with PSS.

Fig. 3.4 Excitation voltage, terminal voltage and active power        
(PSS - off)

Fig. 3.5 Excitation voltage, terminal voltage and active power  
(PSS - on)

IV. CONCLUSION

The aim of the work was to investigate behavior of
synchronous generator excitation system at TPP Bitola in 
different conditions and impact of its power system stabilizer 
on excitation system response. The test was performed with 
real system parameters of Macedonian power system modelled 
by Neplan 5.5.3 software. Based on the performed analysis, 
and the simulations results it is possible to conclude that a
stabilizer of electromechanical oscillations can reduce the 
oscillation, especially active power fluctuation, in given 
operation range. To provide effective damping and ensure the 
stability, the PSS should be properly chosen and carefully 
tuned. 
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Electric Energy Study Applied to Six Industrial SMES 
Companies of the City of Bogota

Omar López Delgado1)

Abstract – An energy efficiency study was made to six SMEs as 
a sample of different industries in Bogotá. The goal of this 
research is to implement the benefits of the energetical efficiency. 
The failures must be identified to propose the ideal solutions in the 
operation and production to minimize the energy consumption 
and reducing the CO2 emissions to the atmosphere, if the electric 
energy is produced by a thermoelectric way. With this diagnosis is 
expected to present the technical failures found in the analysis to 
recommend general improvements, it will allow to begin the 
optimization in the use of the energy at the SMEs. This study can 
be translated to other enterprises in the same industrial sectors, 
contributing to the strategic plan of the national energy and 
mining investigation program.

Keywords – energy efficiency , energy study, research, industrial 
SMEs, 

I.INTRODUCTION

The new regulatory framework in Colombia for the 
development of industrial competitiveness, emphasis is placed 
on rational use and energy efficiency, as an instrument to 
encourage the optimization of energy consumption on 
industrial production facilities, so in their Operating and 
production processes reduce consumption and energy losses 
without reducing the quality of the service provided, thus 
reducing energy costs and the environmental impact generated 
by these processes.

Goals of the energy efficiency:
- Energy savings, to mitigate the increase in the 

demand and to reduce the use if resources like water 
used to in the hydraulic generation or fossil fuel which 
are CO2 producers, in the thermic processes to 
generate electric energy.

- To implement improvements in the industrial 
operation and production processes, using the 
equipment upgrade to the new technologies.

- Continuity and quality in the energy supply. Which 
avoids economic losses in the industrial and 
commercial and industrial sectors. 

Stages of the energy efficiency:
Measurement of the consumption to make an energetic

efficiency diagnosis and find opportunities to improvement. 
Perform energy leak adjustment, upgrading or replacement the 
machinery a new technology. To optimize the consumption 
proposing improvements in the energy quality or automating 
processes in isolated equipment, engines and lighting, devices 
that allow to manage the use and consumption. Monitor 
consumption permanently. 

II. DEVELOPED PROCEDURE.

To obtain and record the energy diagnosis in the 6 sample 
companies, visits were made to each of the companies to record 
the information on cards incorporating administrative data, the 
range and sector of the production to which it belongs, 
production data , general consumptions of KWH (invoice of 
energy consumption), flow chart of the process, photographic 
records with the identification and general description of the 
equipment and survey of the single-line diagram.

As part of the energy characteristic in the plant, of each one 
of the industrial companies evaluated, the installation of the 
measurement equipment that allowed the validation of the 
information in relation to the electric power consumption was 
carried out. For this, a network analyzer (HIOKI 3196) was 
installed in the electrical distribution network, mainly in the 
totalizers of the distribution boards and in the equipment that 
was taken into account in the energy consumption in the plant.

The network diagnosis allows:
Evaluate, Detect and prevent excess consumption (KWH)
Visualize the maximum energy demand.
Verify reactive power consumption to perform capacitor 
bank calculation.
Observe voltage variations (overcurrent, overvoltage), 
current and frequency fluctuations.
Detect harmonics in the network.
Find issues in the electrical network such as disturbances, 
resonances, imbalances in the network, among others.

Thermographic records were made with a thermography 
camera (Camera FLIR T440), which allowed to determine 
temperature increases in different equipment and in the 
conductors of the main connections. For analysis purposes, it is 
taken as the electrical faults and criteria defined in the ANSI / 
NETA ATS / 2009 standard, this reference contains criteria that 
allow classifying, through levels, the actions to be taken based 
on the temperatures found in the inspected equipment.

The data obtained from the images of the thermography 
camera and the measurements of electrical parameters with the 
network analyzer, were studied to determine the electric power 
consumption and the points where there are issues of electrical 
type and wasting of electric energy are located, this allowed to 
quantify the waste of energy.

Based on the results obtained, comparisons were made and 
applied existing energy management models, to determine and 
implement the use of new technologies, and to record the 
results of electric energy savings and the optimization rate of 
this service in each one of the companies studied.

1) Escuela Tecnológica Instituto Técnico Central – ETITC, Facultad 
de Ingeniería Electromecánica, Bogotá D.C. - Colombia, E-mail: 
lopezdelgadoomar@yahoo.es
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III. REGISTERED DATA OF COMPANIES.

The information related to the production sector, voltage 
levels, location and 'maximum and minimum consumption' 
were related to each company in the following tables. During 
the study, the time in which the equipment worked was also 
taken into account.

Table. 1 Companies data
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The cost of energy was approximated to millions of 
Colombian pesos, since this is the local currency. The analysis 
was performed on the network analyzer installed on the general 
board of the company's facilities and the data was compared 
with the energy meter installed by the network operator, the 
thermographic records were made on the same board and on the 
equipment with the highest energy consumption.

Table. 2 Companies consumption.
Tension level 1:(220/128-208/120)

Tension level 2:(11.4KV)
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IV. RECORD OF ELECTRICAL FAILURES AND WASTE 
OF ENERGY.

Company 1:

- Presents current imbalances between phases +/- 10% in 
angle and magnitude.

- Lack of maintenance in the distribution boards and 
adjustments in terminal connections presenting high 
temperatures and electrical risk due to the presence of arcs and 
short circuits that lead to fires.

- Low power factors recorded when working at night time = 
0.33.

- The electrical resistance used in the thermosealing and 
press injection equipment presents high temperatures.
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- High currents circulating on the neutral line of the electrical 
connection of the equipment.

Company 2:

-The electrical system presents voltage variations outside the 
limit plus 110%, presenting consequences for the operation of 
existing electrical equipment, shortening the useful life.

- There are current imbalances above 5% in each of the 
phases its magnitude and angle.

- It does not have a capacitor bank, it does not invoice 
reactants to the network operator.

- Presents harmonic distortion of tensions, Phase A Max 5-
89% minimum 0-95%, Phase B Max 6-25% minimum 1-15%, 
and Phase C Max 6 68% minimum 0-12%.

- It presents voltage drop in the feeders of the motors, 
generating increases in current, overheating in the conductors 
and reducing the efficiency of the motor.

Company 3:

- It presents low tension in the boards of feeding equipment.
- It presents current imbalance in the phases, which produces 

increase of current through the neutral, faults in the system and 
equipment, overheating of conductors and lower performance 
in the system.

Company 4:
-It presents high temperatures in semiautomatic 

thermoforming machines of the order of 32 to 62 ºC, especially 
in electrical resistances.

- There is current unbalance in the phases between 12% and 
52%, currents greater +/- 10% in angle and magnitude.

- The power factor is found at 0.82.
- THDV harmonic distortion values exist: Phase A 5.23% 

max, 1.94% min, Phase B 5.26% max, 2.79% min, and Phase 
C 5.83% max 2.76% min.

Company 5:

The records were made to systems that are connected to a 
general distribution board fed from a 225 KVA substation.

Air Conditioning System
- It has low power factors between 0.86 and 0.79, even 

though it has a capacitor bank.
- Voltage drops are recorded between 94.99 V and 20.84% 

with a duration of one minute.
- There are voltage lags of 4.24%.
Food Refrigeration and Freezing System
- Presents low power factors between 0.8 and 0.76, this 

results in higher current consumption, losses in the form of heat 
in the conductors, higher consumption therefore higher cost of 
energy payment and low efficiency of the system.

- It has current phase shifts of 7% and 15%, which causes 
high current to flow through neutral.

- Voltage harmonic distortions (THDV) are present in Phase 
A of 5.6% max, and 1.58% min.

Company 6:

This company is connected in medium voltage, Level 2, the 
power measurement is in low voltage without reactive meter, 
its power is made from a 225 KVA transformer installed in a 
structure in type H poles and shares the service with three 
companies more than sector.

- The maximum current recorded in 40 minutes was 289.4 A 
of 624.53 A given by the transformer, which is equivalent to 
46% of the total load of the transformer.

- It presents a total distortion of the demand in current (TDD) 
of 12% out of the norm.

- The power factor is 0.75 on average, without a capacitor 
bank.

- The equipment used in their processes are 43% deficient 
evaluated in the thermodynamic analysis, 38.6 ºC in the main 
connection, 29.2 ºC in the main protection (3 * 100 A), and 
33ºC in the connection conductors, to give a example. Which 
suggests electrical problems from the main connection.

- The motors of the machines and tools of the shop do not 
have a motor guard or starter, which in its startup produce high 
currents and transients of voltage and intensity, overloading the 
respective connections.

V. CORRECTIVE AND SUGGESTED IMPROVEMENTS.

Company 1:

- Balance the loads of the equipment and the system in 
general and the phase currents, to minimize the current flowing 
through the neutral.

- Change the work routine to night hours to save energy.
- Change voltage level from 1 to 2 to reduce energy tariff.
- Check and adjust the existing capacitor bank, to correct the 

power factor.
- Change the electrical resistances of injection and thermo-

formed equipment due to obsolescence by current technologies.
- Carry out modernization and / or conversion of equipment 

such as presses, injectors and heat sealers for obsolescence.
- Promote the sequential automation of some processes.
- Replace fluorescent lighting with LED technology, take 

advantage of natural light.

Company 2:

- Inform the operator of the existence of harmonic distortion, 
or otherwise install electronic equipment (Install harmonic 
filters) to correct these distortions.

- Install a capacitor bank to correct the power factor.

Company 3:

- Inform the network operator and / or correct the low voltage 
on the equipment power boards.

- Balance the current in the phases from the main board.

Company 4:
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-Change by current technologies the electrical resistance of 
the thermoforming machines due to obsolescence.

- Carry out system load balancing.
- Install a capacitor bank.
- Install harmonic filters which allows to improve the 

presence of harmonics in the system and increase the useful life 
of the equipment, efficiency and improve its performance.

- Change the electrical resistances of the sealer and 
thermosealer by resistance of current technology.

- Install temperature controllers in the equipment of the 
sealer and thermosealer.

- Perform thermal insulation in the sealer and heat seal 
reducing the electricity consumption.

- Install a soft starter or variable speed drive as the case to 
avoid excessive consumption.

- Check the air circuit and correct leaks in the compressed air 
duct and include control valves at the terminals of the water 
pipe.

- Ensure that the air intake to the compressor is outdoors, 
avoiding the heating of these equipment subjected to high 
temperatures and little free space.

- Report to the network operator the voltage variations and 
the harmonic distortion in the electrical system so that they take 
corrective measures.

- Install an AVR voltage regulator to the boards that present 
voltage variations.

- Carry out preventive maintenance, adjust connections and 
terminals of the protections of the motor and starter boards.

- Carry out measurements of the earthing system and visual 
verification to verify connections of outlets to the ground.

Company 5:

- Adjust the existing capacitor bank in the general board or 
install a bank of capacitors in the boards of each of the air 
conditioning and refrigeration and freezing systems 
respectively.

- Report to the network operator the voltage variations and 
the harmonic distortion in the electrical system so that they take 
corrective and / or install harmonic filters which allows to 
improve the presence of harmonics in the system and increase 
the useful life of the equipment, effectiveness and improve their 
performance.

- Install an AVR voltage regulator to the boards that present 
voltage variations.

- Perform equipment modernization and / or conversion due 
to obsolescence.

- Perform sequential automation of processes in air 
conditioning systems and refrigeration systems.

Company 6:

- It is necessary to correct F.P with the installation in the 
general board, of a capacitor bank of 808.1 Pf.

- Make the change of the mechanized T3 distribution board.
- Change the connections of the T2, T3 mechanized boards, 

lighting board and workshop outlets, the lighting board and 
office outlets.

- It is suggested to change the voltage level from low to 
medium voltage, Level 1 to level 2, which would require the 
installation of a 75 KVA transformer.

- Install saves motors and soft starters to the equipment of 
machines and tools of the workshop.

VI. CONCLUSION.

Thermographic records made by the six companies show 
that the equipment used in the production and operation 
processes have high temperatures due to lack of maintenance, 
especially due to the adjustment of the electrical connections, 
which leads to electrical faults that are removed from operation 
the equipment and interrupt the processes and in other of these 
companies the lack of adequate isolation in thermal systems, 
carries with it the energy losses in the form of heat transfer and 
greater electrical consumption in the equipment. If an adequate 
electrical maintenance is carried out and the use of thermal 
insulation in the equipment that requires heat production in its 
processes, the consumption of energy will be significantly 
reduced.

To each of the 6 companies evaluated, the reports of the 
studies carried out on energy efficiency were sent, each of them 
is expected to implement and execute the suggested proposals 
to optimize the use of electric power and that these results also 
serve as a basis for the other SMEs implement energy 
management aimed at the efficient use of energy and its saving 
so that they improve and increase the operation and production 
processes. The benefits of energy efficiency applying as an 
additional model to industrial production, were determined a 
significant reduction in production costs. Moreover, a better 
control of tension, current and temperature levels, a better 
functioning can be seen in production machinery. It may reduce 
the maintenance costs, and possible losses due to machinery 
replacement. Finally, must be mentioned the environmental 
benefits of the energetical efficiency. Since a lower 
consumption means a better use for the produced energy, thus 
, if this model  generalizes, can be possible a big city supplied 
with less quantity of energy,  giving a place to clean energy 
production away from fossil fuels.
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Abstract – This paper deals with dynamic characteristics of 
the first DFIG wind farm which will be connected to the 
transmission power system of Republic of Macedonia. 
MATLAB/SIMULINK software is used to present the 
dynamic characteristics of the wind farm. The DFIG wind 
turbine and the power system are modeled with real 
characteristics, like in the initial project. Results from tests 
short circuit on 110 kV voltage level buses and effects of 
immediate wind speed change will be simulated in order to 
define how the DFIG will react under these circumstances 
and which actions should be undertaken in the power system 
to improve power system stability and power quality.  

Keywords- DFIG, wind turbine, dynamic characteristics, 
Macedonian Power System 
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Smart System for Domestic Power Consumption 
Measurement

Vasil Shterev1, Hristiyan Kanchev2 and Eltimir Stoimenov3

Abstract – Smart-meters are devices that record the 
consumption of electrical energy with a certain time step and are 
able to analyze and communicate this data to the user or grid 
operator. This paper presents a conception how to add similar 
functionalities to any power-meter available on the market 
equipped with pulse output for external counter connection.

Keywords – Power, Data-logger, Wireless, M2M, Smart-meter.

I. INTRODUCTION

A multitude of devices for data acquisition and logging exist 
on the market for metering the consumption of natural gas, 
water, electricity and other communal services essential for the 
modern society. Smart meters of electrical energy exist for 
metering of single or three phase power supply. Having in mind 
the popularity of single-phase power supply of domestic 
consumers, the study is focused on this type of smart meters, 
although the functionality of the device described in this paper 
is not dependent on the number of phases. The one thing 
necessary for its correct operation is an electrical or optical 
signal output for external metering of the already installed 
power meter. 

For example, the South Korean company "Sanxing electric" 
[1] offers multiple types of smart meters, metering boxes and 
other customer-side solutions. Some smart meters have option 
for metering of prepaid services, according to the tariffs and the 
consumption forecast. A short survey of existing smart 
metering devices on the internet shows multiple producers, 
installers and operators of such devices. By the introduction of 
options for communication between the devices and the grid 
operator, as well as algorithms for clustered operation of smart 
metering devices, one of the aspects of the Smart Grid is being 
implemented. The Smart grid includes automated data 
acquisition and treatment of collected data for improvement of 
the efficiency and reliability of power supply from the 
distribution grid operator. The device described in this paper 
complies with the above stated, which can also be regarded as 
one of the aspects of Internet of Things which encompasses 

bidirectional communication between devices. For this to be 
implemented every device should have its own IPV4 or IPV6 
address in the internet or in the local network behind the 
consumers’ router. In search for originality many producers 
give alternative names to their devices including advance,
intelligent, smart, think, etc., but the main functionalities are 
mostly the same: machine to machine bidirectional 
communication, data logging and statistical calculations of the 
resource consumption (electricity, water, gas etc.). 

The annual expenses related to renewal of the 
metering devices and installation of smart meters of several 
distribution system operators are presented in table 1. The 
increasing trend is clearly pronounced. A considerable leap was 
observed in 2009 and 2010 which is a consequence of the 
restoration after the global economic crisis in 2008. It should 
be noted that these annual costs include the prices for
replacement of the obsolete metering devices and annual 
servicing and inspection of the smart meters.

TABLE I
ANNUAL METER CHARGE

The above presented is just one of the aspects. Although the 
technological progress and the more and more informed 
society, there are still numerous non-governmental 
organizations that are concerned by the risks (sometimes due to 
misinformation or other reasons) related to high-frequency 
communications, radiation, risks of fire or electrical shock, as 
well as the risks related to privacy and theft of personal data 
from these smart devices, etc. [2] [3] [4].

As a response to these arguments, for example the 
British government announced that installation of smart meters 
at every consumer will result in economies exceeding 6 billion 
of British pounds [5].  A brief synthesis of the risks is presented 
in table 2 [6].   

TABLE I
RISKS RELATED TO PRIVACY AND THEFT OF PERSONAL DATA [6]
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The following figure presents a typical household 
consumption data for a 24 hour period: it comprises a morning 
peak between 08:00 and 09:30 AM, a few short peaks during 
the day (optional, for appliances with timers for automatic start 
and shutdown, like boilers, washing machines etc.) and two 
evening peaks – one in the early evening and one later (fig.2). 

Fig. 1. Typical profile of daily power use [6]
This paper presents a smart metering device with 

multiple functions, which can be installed without interventions 
in the existing electrical installation at the consumer’s side. In 
this way the possible dangers and risks are reduced to a 
minimum if not excluded at all. Mounting and operating with 
the device are simplified, so that even persons without 
qualification are able to install the device and operate with it. 
Furthermore, the proposed system is flexible and modular for 
easy implementation, cooperation with other components of a 
smart home energy management system and the possibility for 
cooperation with other components and posterior upgrades of 
the home system.

II. IMPLEMENTATION

The proposed system architecture is composed of a master 
controller and several slave-devices (called nodes) connected 
to the power meter, ensuring a safe communication channel 
with the concentrator (hub) device. Every node communicates 
data from the actual metering interface to the concentrator. As 
a concentrator can serve either a dedicated Raspberry PI-based 
computer or every smartphone featuring Bluetooth LE 
communication.  

The Raspberry PI system itself presents an integrated 
microcomputer with ARM processor with 4 cores, 1 GB of 
random access memory with high throughput and multiple 
input/output interfaces for digital and analog communication. 
The raspberry PI platform includes its own open source linux-
based operating system – the Rasperian that facilitates 
development of user interfaces and applications.

As mentioned above, in this paper the communication 
channel between the nodes and the concentrator is implemented 
by Bluetooth Low-Energy (BLE) or the Bluetooth Smart 
technology. It uses a short range radio with a minimal amount 
of power to operate for a longer time (even for years) compared 
to its previous versions. Its range coverage (about 100 meter) is 
ten times that of the classic Bluetooth while its latency is 15 
times shorter [8]. This choice is logical, bearing in mind the 
paradigm for maximal node lifetime when using batteries as a 

power source and the option for interconnection with SCADA 
system or external database. The so exposed concept is 
completely compliant and ready for integration in the Internet 
of Things (IoT) and the future Smart Grid [1, 7].

A. Block Diagram

In this chapter are detailed the functions of the system 
blocks, presented at fig. 2 and their interfaces. The 
argumentation for the chosen electronic components for device 
implementation will also be presented in this chapter.

Fig. 2. Block diagram of one node and the concentrator

Block 1 "Microcontroller" is implemented by an 
ATmega328P microcontroller of the Atmel Company. The 
choice of this microcontroller is based mainly on its 
compatibility with the Arduino system developer environment 
and the power supply of 3,3V. Furthermore, this 
microcontroller features all the peripheral modules required for 
implementation of the system presented in this paper.

The Block 2 - "Logging memory" is an external 
memory module EEPROM, type 24C1014 of the ST 
Microelectronics Company. The memory size is 1 Mb, which 
is completely enough for storage of the electrical consumption 
data for more than one year. The connection between this block 
and the “Microcontroller” block is realized by an I2C digital 
interface. 

Block 3 of the system diagram is responsible for the 
wireless communication between the node and the 
concentrator. The block is implemented by an integrated 
module DBM01 of the "Dorji" company. The module is 
compliant with the Bluetooth 4.0 specification and 
communication is performed by standard AT commands on the 
microcontroller UART interface. 

Battery
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I2C

Microcontroller

Dorji– DBM01

Bluetooth Low 
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3V3
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The Block 4 - "Power Management"ensures the 
necessary power supply with a voltage 3,3V corresponding to 
the requirements of the device components. The block is 
actually a buck/boost DC-DC converter. This is necessary 
because the voltage of a fully charger lithium-ion battery 
exceeds 3,6V and a step-down conversion is required. At 
contrary, by a partially discharged Li-ion battery the voltage 
may drop below 3,3V and the converter has to work in “boost” 
mode (corresponding to the actual duty ratio of the electronic 
switch) to supply the necessary voltage to the device.

Block 5 of the presented block diagram is the interface 
to the power metering device. Most if not all of the modern 
electronic power meters have an “open collector/drain” type 
pulse output for connection of external counter. The number of 
pulses per second at this output is proportional to the power 
consumption (for example 1800 or 3600 pulses per kWh). 
Connection of the external metering device only requires an 
external pull up resistor and a port of the microcontroller 
featuring an interrupt request (IRQ).

The battery block consists of the battery supplying voltage 
to the DC-DC converter. A Lithium-ion battery is chosen for 
their high energy density and low self-discharge. The device is 
designed to be able to work at least one year on battery and also 
the metered domestic power consumption doesn’t affect the 
battery lifetime.

B. Block Algorithm

The block diagram of the device operation algorithm is 
presented on fig. 3. The algorithm is composed of three major 
parts: 1) The main program (main function), 2) the subprogram 
for operation by a GPIO interrupt request and 3) subprogram 
for operation by an interrupt from the timer subsystem of the 
microcontroller. The main program executes first a system 
initialization, including initialization of the microcontroller 
peripheral modules, the Bluetooth module and the external 
EEPROM memory. 

The subprogram for operation by a GPIO interrupt is 
triggered by an active front at the microcontroller input pin 
connected to the metering circuit, in other words when power 
consumption is registered by the power meter. This program is 
developed on an algorithm with the goal of minimal data 

recorded on the EEPROM memory. This is achieved by a 
comparison in the timestamp values of two consecutive pulses 
(recorded by the timeStamp variable). If the difference of the 
two timestamps is longer than a certain critical value (tcr), in the 
memory is recorded a timestamp for every next pulse. But if the 
difference between the two first timestamps is less than tcr, in 
the memory is recorded a number of pulses for a given time 
period. In this way, when power consumption is greater than a 
certain value, the unnecessary recording of a timestamp for 
every pulse at every 1/10000 of the second is not performed, 
but instead a timestamp for several hundred pulses is recorded. 
This reduces the memory requirement.  The data format will be 
detailed in the next chapter of this paper. 

The internal timer of the microcontroller calls an 
interrupt over a defined period of time. Every interruption 
coming from the internal timer increments the timeCnt variable, 
which is later responsible for storing data in the EEPROM 
memory.

Fig. 3. Block algorithm

C. Data Format

Fig. 4 presents the data array format, recorded in the node’s 
external memory. By request this data is sent to the 
concentrator by the Bluetooth communication channel. The 
data array itself is composed by smaller 6-byte blocks of data 
that contain information about the number of recorded pulses, 
as well as timestamps defining the period over which the pulses 
are recorded. 

Fig. 4. Data format

timeStamp
Diff< tcr

cnt++

cnt > N+1

Write the time stamp for 
cnt impulses in to the 

external memory

end

start

cnt=0

begin

System init

Sleep

start

timerCnt++

endYES

NO

NO

YES

MAIN FUNCTION GPIO INTERRUPT TIMER INTERRUPT

0x00 0x00 0x00 0x00 0x00 0x01 0x00 0x00 0x00 0x32 0x00 0x01 0x00 0x00 0x00 0x46 0x00 0x01

0x00 0x00 0x00 0x96 0x00 0x01 0x00 0x00 0x00 0xА0 0x03 0xЕ8 0x00 0x00 0x00 0xC8 0x00 0x01

0x00 0x00 0x01 0x5Е 0x03 0xЕ8 0xFF 0xFF 0xFF 0xFF 0xFF 0xFF-------SOME ARBITRARY DATA---

------- N bytes with data ---- 0xFF 0xFF 0xFF 0xFF 0xFF 0xFF ------- SOME ARBITRARY DATA --

0xFF 0xFF 0xFF 0xFF 0xFF 0xFF 0x11 0x33 0x0А 0x0А 0x0А 0x05 0x10 0xFF 0xFF 0xFF 0xFF 0xFF 0xFF

0x01 0x01 0x03 0xЕ8 0x0А 0xFF 0xFF 0xFF 0xFF 0xFF 0xFF

The first granule of information is stored in the memory
immediately after the first impulse is detected. The 

information in this granules is always the same.

In this particular case, the information in the 
second granule shows that one impulse is detected 

50 s after the first impulse has been received.

70 s after the first impulse another impulse 
has been received since the previous record.

160s after the first impulse another 1000 impulses 
has been received since the previous record.

After N granules are received a special marker is placed.
The marker is consisted of 6 bytes of 0xFF.

Immediately after the node receive a request from the hub to send 
the saved information  the following actions are taken from the node: 
1. Writes a time stamp and the number of the counted impulses ;
2. Places 0xFF marker;
3. Writes the system time and immediately after this writes the real time
received from the hub;
4. Places 0xFF marker;
5. Places 15 bytes system information; 
6. Places 0xFF marker.

In some arbitrary moment of time the hub 
requests the data saved in the node.

0x00 0xC0 0xAB 0x10

0xFF marker The system time  when the request 
from the hub has arrived.

yearmonthdayhundredthssecondsminuteshours

The real time received from the hub when the request was send

0x0А RES RES RES RES RES RES ID ID ID

System information

ts tcr N lenght

Description of the system information. Default values and size:
ts – resolution of the system time – 1s, 1 byte;
tcr – critical time – 1s , 1 byte;
N- the number of pulses after which time stamp should be placed - 1000, 2 bytes;
Length – the number of granules after which a 0xFF marker should be placed - 100, 2 bytes;
RES- Reserved, 6 bytes;
ID- identification number of the node - 2 bytes.

System information
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At the end of the data array is recorded certain system 
information like the current time and the system parameters and 
constants, etc.

The data blocks (grains) are the smallest unit in the data array 
structure. The composition of a single data block is presented 
on fig. 5. 

Fig. 5. One grain consists of 6 bytes

It contains a total of 6 bytes of information. The first 4 bytes 
are a timestamp indicating the time at which data was recorded. 
It should be mentioned, that time is relative to the first recorded 
pulse. The last 2 bytes of information contain the number of 
pulses recorded after the first one.  

An example of data array recorded in the node 
memory is presented on fig. 6. The first block of the array is 
recorded when the first pulse from the power meter output is 
registered. This is the reason why the system time in the block 
is always 0x00 0x00 0x00 and the number of pulses is 0x00 
0x01. This content is always the same and can be used as a 
marking for the beginning of the data array. For every N blocks 
of the data array, a synchronization marker is added in the 
array. The synchronization marker is composed by a data block 
with values of 0xFF on all the 6 bytes (for this reason it will be 
called “FF marker” below). The data array continues until all
the available memory is allocated or until a data transfer request 
is received from the concentrator. Upon a data transfer request, 
the following actions are performed before sending the data:

1) A final data block is saved containing information of 
the actual time and the total number of pulses counted by the 
meter (which is in fact the total energy consumption for the 
recorded time period;

2) Saves an “FF marker” at the end of the data array;
3) Records 4 bytes of data with the time when the data 

transfer request is registered followed by the actual time and 
date the request is executed. Saving of the real time is 
important, because up to this moment all timestamps are in 
relative time (counted from the first pulse registration) and in 
this way they can be converted in calendar time for statistical 
consumption data or other calculations performed by the 
system;

4) Records another “FF marker”;
5) Records 15 bytes of system (service) information: 

their meaning and default values are as follows:

1 – the resolution of time counting – 1s, 1 byte;
2 – the critical time tcr used for data loging – 1s, 1 byte; 
3 – the maximal number of pulses each data block can 

contain – 1023 pulses , 2 bytes;
5 – the number of data blocks between the synchronization 

“FF markers” - 100 blocks, 2 bytes; 
7 – Bytes reserved for implementation of future options and 

features – 6 bytes;
13 – device identification number.

III. CONCLUSION AND FUTURE WORK

A smart system for monitoring, recording and graphical 
representation of information about the consumption of 
electrical energy. The main objectives for this device 
implementation are: maximum duration of device operation 
without the need for battery replacement/charging, intuitive 
user interface featuring the option for visualization of multiple 
values related to the instantaneous power, average power over 
a given time period (including historical data). A protocol was 
developed (including the format of the recorded data) for 
exchanging data between the nodes and the concentrator. Last, 
but not least the developed software can give advices for energy 
saving without influencing the consumers comfort. Future 
developments of this system include the options for user control 
over a distant node (by the use of an internet connection), 
remote data acquisition and logging to a remote server.
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0xXX 0xXX 0xXX 0xXX 0xXX 0xXX
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counted AFTER THE PREVIUOS DETECTED PULSE.

Time stamp in seconds 
FROM THE FIRST RECEIVED IMPULSE

Number of impulses RECEIVED AFTER 
THE PREVIOUS DETECTED PULSE
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Mining Ring Diagnosis using Artificial Neural Networks 
 

1 2 2 
 

Abstract – In this paper we will present one aspect of energy 
consumption caused by equipment for cryptocurrency mining. 
We will first address problems concerning increscent number of 
nonlinear loads leading to the fact that the active power no longer 
represents the main part of total power delivered to customer. We 
will stress in this paper losses produced by power supply unit in 
the mining ring, and we will engage an artificial neural network 
to diagnose how many cards are working at the moment. 
 

Keywords – Artificial neural network, Power Meters, Utility 
Losses, Cryptocurrency Mining. 

 

I. INTRODUCTION 

Our life has become more comfortable during last few decades 
due to plentiful of smart electronic appliances. Simultaneously, 
the electronic control systems became inevitable parts of 
equipment for industrial production. Most of electronic gadgets 
and apparatus require DC supply. Therefore, AC to DC 
converters have become the most numerous loads at power 
grid. Unfortunately, their nonlinear nature generates harmonics 
in the power network causing numerous unwanted problems 
[1], [2], [3]. 

The permanent growth of the number and types of nonlinear 
loads aggravates the problems caused by harmonics. That 
enforced almost every country to introduce its own standard 
that restricts the allowed amount of each harmonic. Two widely 
known standards in this area are the IEEE 519-1992 and IEC 
61000 series [1], [3]. The standard IEC/EN61000-3-2 entered 
into force in the European Union. It specifies the limits for the 
allowed nonlinear distortion of the input current up to the 
fortieth harmonic. The standard is applied to the distortion 
produced by electronic and electrical appliances in households. 
This includes loads up to 16A per phase supplied with voltage 
up to 415V. Both standards regulate limits for the harmonics 
pollution but do not specify what happens if a customer exceeds 
them. There are two possibilities: the first suggests that the 
utility could disconnect that customer but that is stressful and 
not profitable solution. The better way and the most effective 
tactic is to charge the harmonics producers a penalty tax if they 
exceed limits of harmonics pollution. The penalty tax should be 
proportional to the pollution levels. But this can be possible 
only in case when we have precise method for identification of 

the harmonics’ producers. The overview of these solutions can 
be found in [4]. 

Lately, one of the greatest nonlinear consumers is equipment 
for cryptocurrency mining. Blockchain technology and its most 
popular cryptocurrency, Bitcoin, have been called of one of the 
most intriguing issues of nowadays, having almost equal 
importance as the internet. There are presumptions and hopes 
that cryptocurrencies will change the world, for the better, of 
course. But there is a dark side of this story. According to the 
Bitcoin energy consumption index, the digital currency already 
consumes 0.15% of the world’s energy, and far exceeds the 
electricity consumption of Ireland or of most African nations 
[5]. Or, to get better insight, it costs 29 times as much energy 
to produce Bitcoins last year as it did to power all the Tesla cars 
driving today [6].  

The reason Bitcoin mining consumes so much energy is 
because in order to produce each new Bitcoin, solving a 
complex mathematical puzzle is required, and it takes 
cryptographic process performed by high-powered computers. 
The mining computations serve to verify Bitcoin transactions 
on a digital ledger known as the blockchain, and the greatest 
advantage is because it ensures security. But, again, this 
process is extremely energy intensive, and in order to put the 
energy consumed by the Bitcoin network into perspective we 
can compare it to another payment system like VISA for 
example. Considering the numbers [7], we can conclude that 
Bitcoin is extremely more energy intensive per transaction than 
VISA, because Bitcoin transaction requires several thousands 
of times more energy. These problems do not refer only to 
energy price, it should be about the environment, too. 

In this paper we will give one aspect of energy consumption 
caused by equipment for cryptocurrency mining. Namely, we 
will refer to power consumption of power supply unit in the 
mining ring. We will measure quantities of active, reactive and 
distortion power, and using these values we will diagnose the 
number of the processing (GPU) cards operating. Artificial 
neural networks will be used for diagnosis.  
 

II. THE FUNDAMENTAL QUANTITIES 

Traditional power system characterization quantities such as 
RMS values of current and voltage, power (active, reactive, 
apparent) are defined for ideal sinusoidal conditions. However, 
in the presence of nonlinear loads, these definitions need 
correction. The instantaneous values of a quantity rich with 
harmonics (voltage or current) can be expressed as: 

 
1

sin
M

h h h
h

x t X t  , (1) 
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where h is the number of the harmonic, M denotes the highest 
harmonic, while hX , h  and h  represent amplitude, 
frequency and phase angle of the h-th harmonic. The RMS 
value of the signal expressed by (1) is defined as: 

 2
RMS RMSh

1

M

h
X X ,  (2) 

where RMShX is the RMS values of the h-th harmonic.  
Product of the voltage and current having the same harmonic 

frequency gives the harmonic power. Total active power is 
defined as: 

 RMS RMS 1 H
1

cos
h h

M

h
h

P V I P P , (3) 

where h denotes phase angle between voltage and current, 1P
denotes power of the fundamental component ( 1h ). 
Therefore, it is known as fundamental active power component 
while HP  comprises sum of all higher components  
( 2, ,h M ) and is referred to as harmonic active power. 

According to Budeanu [3], [8], [9] reactive power is defined 
as: 

 RMS RMS 1 H
1

sin
h h

M

h
h

Q V I Q Q , (4) 

where, similarly to (3), 1Q  and HQ denote fundamental reactive 
power and harmonic reactive power, respectively. 

Many scientists claim that the Budeanu’s definition is not 
correct and cannot be used for calculating reactive power. 
According to one of the authors of IEEE1459-2010 standard, 
professor Emanuel [10], [11], “even today this definition 
occupies a significant number of pages on The IEEE Standard 
Dictionary”. Its past acceptance and popularity among 
engineers and top scientists is hard to dispute. Modern 
textbooks written by highly respected researchers are 
presenting Budeanu’s resolution of apparent power as the right 
canonical expression”. More about calculating reactive power 
can be found in [10]. 

It is well known that the apparent power is a product of RMS 
values of voltage and current. In presence of harmonics, the 
apparent power is calculated as: 

 2 2

1 1

M M

RMS RMS RMS h RMS h
h h

S I V V I  (5) 

The obtained value for apparent power obtained by using 
previous equation is greater than the value that can be obtained 
as 2 2S P Q .This was noticed for by Budeanu for the first 
time in 1927. Therefore, he introduced the term distortion 
power and revised the equation for apparent power: 

 2 2 2 2S P Q D   (6) 
Consequently, distortion power can be calculated by using 

next equation: 
 2 2 2D S P Q .  (7) 

III. MEASURED RESULTS 

We obtained measured results that will be used in this paper for 
a neural network training by using standard power meter 

produced by EWG [12]. It is based on standard integrated 
circuit 71M6533 [13]. The power meter completely fulfils IEC 
62053-22 standard [14]. The only additional effort was to 
gather data provided by the meter and to acquire them using a 
PC to calculate distortion power according to (7).  

Figure 1 illustrates the implemented set-up. It consists of the 
meter, the load and PC. The meter sends the measured data 
through its optical port. PC receives them on RS232 port. 
Dedicated software processes data and forwards them to 
MATLAB script that calculates the distortion power. 

 
 

 
 

Fig. 1.Set-up circuit for distortion power measurement 
 
The two main components of a mining ring are graphics card 

with graphic processor (GPU) and power supply unit (PSU). 
According to mining experts the most profitable GPUs in 2018 
are RX580 from AMD and GTX1070 from NVIDIA. The 
second important thing in mining ring is power supply unit. 
This unit must be highly efficient because it needs to decrease 
power consumption, and thus, the costs of mining. So, the most 
of mining rings have a PSU unit with efficiency more than 80% 
(bronze, silver, gold, platinum and titan design). The PSUs with 
the same design have different efficiency when they are loaded 
differently. For example, 80 PLUS Gold PSU supplied by 230V 
has 88% efficiency when load rate is 20%, but it has 92% 
efficiency when load rate is 50% [15].  

In this paper we present measured powers’ results (active, 
reactive, distortion and apparent power) for two PSUs.  

The mining ring that was used as a device-under-test consists 
of: PSU Cooler Master 750W bronze design, Sesonic Focus 
PSU 850W gold design, 6 Gigabyte GTX1070 graphics cards 
(3 cards are with one single fan, and other 3 are with three fans). 
The Sesonic Focus PSU supplies graphics cards with three fans, 
while Cooler Master PSU supplies the other three graphics 
cards, motherboard and solid-state disc (SSD) [16]. 

Table I presents obtained measured results for all mining 
rings. At the beginning of the measurement process, we turned 
three cards on, one by one. After that we turned off two cards 
and then started to turn on card by card. In situation when all 
six cards were working the active power was around 810W, 
reactive power was around 80VAR, while distortion power was 
about 125VAR. At the end we turned off 3 cards at the same 
time, and so only 3 cards continued to work.  

We need to stress that each of these values presented in the 
Table I is averaged out of approximately 50 measurements. For 
example, value of 225.49W measured for active power when 
one card was working is obtained as average value of about 50 
measurements in the period of 6 hours. Few measurements 
were not taken into account when averaging, because they were 
left for testing, what will be given later in the paper.  
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TABLE I 
MEASURED RESULTS GIVEN IN FIG. 2 

Meas. 
No. 

No. of 
cards P (W) Q(VAR) S(VA) D(VAR) 

1 1 225.49 106.85 251.85 34.07 
2 2 333.26 120.57 360.75 67.17 
3 3 447.19 134.10 476.38 94.38 
4 1 217.62 102.03 241.01 16.47 
5 2 309.43 113.91 333.50 49.43 
6 3 429.93 128.43 456.21 81.63 
7 4 556.81 158.62 585.93 89.93 
8 5 686.23 172.41 715.87 108.56 
9 6 812.45 184.84 842.57 125.09 

10 3 434.60 130.37 461.10 82.03 
 
These measurement results are given in the Figure 2, where 

it is more obvious that values of all the powers are not 
negligible, what is especially important for the values of 
distortion power, that is not registered on the network [4]. 

Also, the values of powers when the same number of cards 
was working are not always the same. For example, when 3 
cards work, we obtain average values of 447.19W, 429.93W 
and 434.60W for active power. For distortion power, values 
differ even more (94.38VAR, 81.36VAR, 82.03VAR). This 
was the reason why we got to an idea to involve a neural 
network in order to resolve this situation. In fact, we will train 
an artificial neural network (ANN) that will diagnose how 
many graphics cards are working at the moment.  

 
 

 
Fig. 2. Measurement results for the whole mining ring 

 
This ANN has four inputs (active power, reactive power, 

apparent power, distortion power) and one output that should 
give information about how many cards are operating at the 
moment. This information is very useful because we can be 
informed if some card is damaged or it cannot work properly.  

After we trained an ANN, we obtained 4 neurons in the 
hidden layer. The validity of this ANN is first checked when 
we used excitations that were employed in the training process. 
Results are given in the Table II, and we can see that we 
obtained very good results, and expected results match with the 
ANN response. Error is negligible. 

TABLE II 
ANN RESPONSE TO EXCITATION GIVEN IN TABLE I 

P (W) Q(VAR) S(VA) D(VAR) Expected 
response 

ANN 
response 

225.49 106.85 251.85 34.07 1 1.0001 
333.26 120.57 360.75 67.17 2 1.9997 
447.19 134.10 476.38 94.38 3 2.99909 
217.62 102.03 241.01 16.47 1 1.00001 
309.43 113.91 333.50 49.43 2 1.99977 
429.93 128.43 456.21 81.63 3 2.98698 
556.81 158.62 585.93 89.93 4 3.99789 
686.23 172.41 715.87 108.56 5 5.0011 
812.45 184.84 842.57 125.09 6 5.99977 
434.60 130.37 461.10 82.03 3 3.01556 

 
The next step in ANN validation is to check if this ANN 

gives proper response to unknown excitations. So, as unknown 
excitations we will use some of the measured combinations that 
were not used in the training process, i.e. they were not used in 
getting average values presented in the Table I.  

TABLE III 
ANN RESPONSE TO UNKNOWN EXCITATIONS 

P (W) Q(VAR) S(VA) D(VAR) Expected 
response 

ANN 
response 

226.14 106.76 251.26 24.384 1 1.25892 
333.8 121.08 361.97 70.276 2 1.9373 
446.84 134.14 475.6 92.39 3 3.01691 
236.19 103.1 258.27 16.927 1 1.38708 
317.24 114.94 341.14 50.261 2 2.09345 
430.19 129.23 456.72 82.64 3 2.96514 
558.06 158.95 587.26 90.447 4 4.00486 
687.49 172.98 715.95 100.106 5 5.0791 
817.11 185.34 847.02 124.224 6 6.05286 
432.48 129.49 458.76 81.607 3 3.00226 

TABLE IV 
ANN ERROR 

Expected 
response 

ANN 
response Error (%) 

1 1.25892 25.8 
2 1.9373 3.13 
3 3.01691 0.56 
1 1.38708 38.7 
2 2.09345 4.67 
3 2.96514 2.01 
4 4.00486 0.12 
5 5.0791 1.58 
6 6.05286 0.88 
3 3.00226 0.075 

 
Obtained results are shown in the Table III. We chose 10 

combinations, each one as a representative of a different group. 
The ANN response is considered to be correct (i.e. acceptable) 
when its value was in the range [(m-0.5), (m+0.5)]. So, we can 
conclude that all the responses are correct, but additionally, we 
analyzed obtained errors, given in the Table IV. 
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We can notice from Table IV that significant error occurs 
when only one card is working. In all other cases, the error is 
very small. This is expected, when only one graphics card is in 
operation, the contribution of all other parts of the PC in power 
consumption is significant, as it accounts for almost half of total 
power consumption. When we turn on more cards, overall 
power consumption increase is caused only by the cards, 
consumption of other components remains approximately the 
same, so its influence is less important. 

IV. CONCLUSION 

From the measured results presented in this paper we can 
conclude that PSUs used in mining rings are very efficient and 
generate small number of harmonics. We used these measured 
quantities as inputs to a neural network whose output diagnoses 
number of graphics cards operating at the moment. This 
diagnosis was very successful. We should notice that these 
quantities are measured for branded PSUs, so in our future 
work we will focus on PSUs produced by other manufacturers. 
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Determining of Magnetic Fields in the Area of Power 
Distributional Transformer ETN 630 kVA

Emilija Sarafska1,  Blagoja Arapinoski2 and Vesna Ceselkoska2

Abstract: The continuous increase of the number of 
appliances using electrical energy in everyday life, causes 
accordingly increased problems deriving from the effect of the 
magnetic fields in our surrounding area. Magnetic fields from 
the conduits, transformation stations and the high-voltage 
fixtures pose a significant source that effects the environment.  

This paper will depict the measuring of the magnetic fields in 
the area of an energetic power transformer by the Finite 
elements method FEM 4.2 at normal loads. With this method the 
distributions of magnetic inductions and the magnetic field in 
immediate proximity of a transformer, will also be shown. 

Key words: power distributional transformer ETN 630, Finite 
elements method, magnetic induction, magnetic field.  

I. INTRODUCTION 

In the past twenty years there has been growing concern 
among the scientific, but also with the general public, about 
the influence of magnetic fields on electrical devices that 
surround us, precisely from external and internal sources. The 
external sources are transmission lines, transformers, 
underground cables, substations and earthing systems. 

The energy distribution transformers are the most widely 
used in the distribution network of power systems. Hence it is 
particularly important to make different types of analyzes that 
would improve the basic characteristics, and thus reduce their 
harmful impact on the immediate environment and on the 
people.  

This paper will show the analysis of the power transformer 
type ETN 630. The distribution of the electromagnetic field in 
all domains of the transformer will be calculated, and the 
magnetic induction calculation will be performed.  

As a tool that made magnetic analysis possible in this paper 
is the applicable software package FEM 4.2 which is 
specialized software for analysis of this type.  The algorithm 
which is the basis of the software, performs calculations using 
the method of finite elements. 

II. CHARACTERISTICS OF MATERIALS OF

THE POWER ENERGY TRANSFORMER
AND FEM 4.2 CALCULATION 

The power transformer ETN 630, which in the given paper is 
a subject to analysis, has initial sizes and nominal data given 
by the test protocol of an already produced transformer of this 
type, which is quite present in these areas and is produced by 
the EMO factory, Ohrid, R.N. Maceedonia. The nominal data 
of the analyzed transformer are : kVASn 630= , 

VU n 100001 = , VU n 4002 = , AI n 373.361 = , 
AI n 3.9092 = .The analysis will be done with the software 

package FEM 4.2, which is a specialized program for design, 
modeling and analysis of electrical machines and appliances. 
The basis on which the program is based is the finite element 
method (Finite Elements Method).

III. TRANSFORMER MODEL DISPLAY IN
FEM 4.2.

The complete look of the model of the energy transformer (its 
geometry on the magnetic circuit, the windings and the names 
of the materials constituting the unit blocks) are given in 
Figure 1. With the given boundary conditions for this model, 
an electromagnetic analysis with FEM 4.2 can be made. 

Fig. 1: Full geometry of the transformer with the  input 
characteristics of the materials 1Emilija Sarafska is with the Municipality of Bitola bul. 1 Maj 61 

7000 Bitola, Macedonia, 
E-mail: emijov@yahoo.com 
2Blagoja Arapinoski, and Vesna Ceselkoska is with the Faculty of 

Technical Sciences, Makedonska Falanga 33 7000 Bitola, 
Macedonia, E-mail: b.arapinoski@gmail.com 
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IV. THE EQUATIONS OF A
TRANSFORMER WITH A FINITE ELEMENT
METHOD 

After defining the geometry of the transformer and the 
input of the materials with their characteristics, a solver mod 
with FEM 4.2 is starting. This option of the program performs 
automatic finishing of the finite elements network through the 
entered parameters. 

Figure 2 shows the finite element mesh over the geometry 
of a three-phase power transformer. It contains 34590 nodes 
and 68828 triangular finite elements. 
By activating the "solver" fkern.exe, calculations of the 
equations that describe the transformer are performed. 
Calculations are repetitive iterative and more iterations are 
made of which each subsequent is faster than the previous 
one, since it can start with a previous solution that is close to 
the actual one. In the actual analysis, 12 Newton assays are 
carried out, for which approximately a time of about two 
minutes takes time with a computer with standard domestic 
conditions. The time for calculations depends on the number 
of nodes and triangular finite elements, that is, the dimension 
of triangular finite elements. 

Fig. 2: Finite element mesh of power transformer ETN 630 

In the electromagnetic analysis of the transformer model, in 
order to obtain a good representation of the solution for the 
magnetic flux distribution according to the finite element 
method, it is best to draw magnetic lines. They are lines in 
which the magnetic flux is established in the transformer 
geometry. 

When the magnetic lines are close to each other, then the 
flux density is high. In FEM 4.2, magnetic lines are drawings 
of the threaded contours of the magnetic vector potential A for 
planar problems such as in the concrete case, or threaded 
contours for 2 for axisymmetric problems. For this specific 
case, 20 magnetic bullets are shown, as in Fig. 3, and their 
number can be larger and smaller. 

Fig. 3: Distribution of the magnetic flux in the transformer 

V. CALCULATION OF THE
CHARACTERISTIC MAGNETS OF THE
TRANSFORMER WITH FEM 4.2

Calculations with FEM 4.2 allow us to obtain a visual 
overview, and in addition mathematically determine the 
values of the distribution of the magnetic induction and the 
magnetic field strength in certain regions of the analyzed 
distribution transformer. 

In Figures 4, the distribution of magnetic induction is 
shown. According to the colors and values themselves, it can 
be noticed that at a certain point in the middle has the highest 
values of the magnetic induction and the magnetic field 
strength. The more we move away from the middle of the 
transformer, the lower values are obtained in relation. 

Fig. 4: Distribution of magnetic induction in different regions 
of the transformer 

According to this image and values, it can be noticed that at 
the point of the middle the value of the magnetic induction 
module is |B| = 1.39935 T, and the size of the magnetic field 
is |H| = 440.33 A / m. 

In order to make a comparison with the measurements, we 
will take a few points in which the measurement will be made. 
In addition to the measuring point in the middle, the values of 
the magnetic induction and the strength of the magnetic field 
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will be measured in 3 points: between the windings and two 
more in the outside of the windings. 

In Fig. 5 the values measured in point 1 are given, between 
the windings, in the middle with a yellow color, where the 
value of the magnetic induction module is |B| = 0.712563 T, 
and the size of the magnetic field is |H| = 82.411 A / m. The 
absolute values of both parameters fall. 

Fig.5 Measured values of |B| and |H| in point 1 

Figure 6 will show the values of the parameters measured 
in point 2, which is closest to the windings, but still outside of 
them. The value of  B is still decreasing and is |B| = 0.00441 
T, and the absolute value of the strength of the magnetic field 
is |H| = 3509.36 A / m. 

Fig.6 Measured values of |B| and |H| in point 2 

The measurement values in points 3 are located on the edge 
of the transformer. The value of the magnetic induction B 
decreases here and its value is |B| = 0.00108225 T, while the 
absolute value of the strength of the magnetic field is |H| = 
861,227 A / m. 

Fig.7: Measured values of |B| and |H| in point 3 

VI. CALCULATION OF THE
CHARACTERISTIC MAGNETS OUTSIDE OF
THE TRANSFORMER WITH FEM 4.2

For measuring the value of the magnetic induction B and 
the value of the magnetic field strength H in the vicinity of the 
corresponding transformer, we used the 3D EMF TESTER 
measuring device, Model: EMF-828 shown in Fig. 8. 

Fig.8 3D EMF TESTER Model: EMF-828  

The measurement was performed at several measuring 
points on two sides of the transformer, one of which is high 
voltage. The measurement results are given in Table 1. 

Measure 
points 

Bx (μ ) By (μ ) Bz (μ ) |B| (μ ) 

Side  1 
(highvoltage)  
On the door  

0,75 0.12 0,28 0,799 

20 cm from 
the door 

0,31 0,05 0,24 0,395 

40 cm from 
the door 

0,80 0,08 0,10 0.810 

Side 2 0.95 2,8 0,65 3,023 
10 cm from 
the door 

0,66 1,70 0,62 1,926 

20 cm from 
the door 

0,54 1,23 0,4 1,402 

30 cm from 
the door 

0,31 1,01 0,27 1,09 

Table 1: results from external measurements 
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However, it must be taken into account that the field 
measurements are carried out without knowing the thickness 
of the sheet metal and the internal parameters of the 
transformer. 

The check was made with FEM 4.2 in order to determine 
whether the values of the magnetic induction at least roughly 
coincide. 

Comparing the values obtained with the measurements 
made by FEM 4.2, it can be concluded that the calculations 
obtained by the program package do not deviate largely from 
the field analysis. It follows that the use of the FEM 4.2 
software program greatly facilitates the analysis of the 
magnetic fields in and around the transformer. 

VII. CONCLUSION

From this research and completed   magnetic analysis of the 
model of the energy transformer type ETN 630, the following 
conclusion may be adopted: 

1.With this transformer model, the magnetic values typical 
of this transformer roughly match those obtained by 
computing time using the FEM 4.2 software. by finite element 
method. This manner of analysis offers a quick and easy way 
of displaying the magnetic field and magnetic induction in all 
sections of the transformer as well as outside it. 

2.This type of transformer analysis with FEM 4.2 offers the 
ability to test the magnetic impact and radiation near a 
particular transformer. Measurements in the future can help 
improve the characteristics of power transformers in order to 
reduce the radiation near the transformer. 
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Case Study: Energy Audit of the High School Dorm 
“Mirka Ginova”- Bitola

Vladimir Mijakovski1, Vangelce Mitrevski2 and Tale Geramitcioski3

Abstract – Measures for increasing of energy efficiency in 
buildings are closely related to Energy Audit. Faculty of technical 
sciences – Bitola (FTSB) is one out of five companies that were 
chosen as educators for training of energy auditors. High School 
dorm “Mirka Ginova” in Bitola is the only state-owned dorm in 
the city. Preliminary energy audit for the nearby building of the 
dorm was performed as a part of the training for energy auditors. 
The calculations were performed by using of ENSI© EAB 
software.

Keywords – energy audit, dorm, energy class, ENSI software.

I. INTRODUCTION

Following recent adoption of EU regulative in the area of 
energy auditing in the country, [1,2], the first step was to train 
energy auditors with a purpose of obtaining licenses for energy 
auditing. One of the institutions licensed for training of Energy 
Auditors is the Faculty of Technical Sciences in Bitola. In the 
course of this training, the building of the nearby High School 
dorm “Mirka Ginova”, was used as an example for energy 
auditing with determination of its energy class using ENSI© 
EAB software.

The building of the dorm is located in the south-eastern part 
of the city of Bitola. The object does not have attached building 
to it, located in averagely urbanized part of the city, next to the 
city park, bus station and railway station. It was built in 1960 
and significant reconstruction and extension took place in 1994. 
Main entrance of the building is on the south-western side (Fig. 
1).

Fig. 1. Location of the high school dorm “Mirka Ginova” in Bitola

II. REQUIRED DATA FOR ENERGY AUDIT

Dormitory “Mirka Ginova” in Bitola is educational 
institution within the Ministry of Education and Science of the 
Republic of Macedonia, student standard department. The 
building is mainly divided in 2 parts: north and south part. 
South part consists mainly of bedrooms, while in the north part, 
the kitchen, dining room and administration offices are located. 
South part consists of basement, three floors with wooden roof 
construction covered with metal sheet roof, while the northern 
building has basement and two floors also covered with metal 
sheet roof. The capacity of the dorm is 270 high school students 
and 26 employees. In the summer months, the dorm is open to 
accommodate guests of different events in the city. In this 
period of the year, an average of 100-150 guests are staying at
the dorm. Total net area of the building is 3364 m2, while total 
net volume is approx. 9420 m3.

Last reconstruction of the building consisted of partial 
replacement of external windows and carpentry and took place 
in the year 2010.

Fig. 2. Appearance of the building from the south-west

Part of the other relevant data for the energy audit, required 
by the legislative, are given in the following table:

TABLE I
PART OF THE DATA RELEVANT FOR ENERGY AUDIT OF DORMITORY’S

BUILDING

Characteristics of the 
building construction

Material 
(concrete, 

brick, hollow 
brick)

Total 
thickness 

[cm]

Thickness of 
the thermal 

insulation layer 
[cm]

Area of the 
construction 

[m2]

Heat transfer 
coefficient
U [W/m2K]

External wall 
NORTH

Concrete 36 5 31,14 0,914

Brick 43 297,61 1,16

External wall 
SOUTH

Brick 43 252,40 1,16

Hollow brick 27 30,22 1,6

Prior to entering of data in ENSI© EAB software, a detailed 
calculation of areas of all surfaces (external building envelope) 
as well as heat transfer coefficient for all materials was 
performed. In the following figures, example of calculated 
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areas for building’s south façade and cross-section of one type 
of external wall and roof are shown:

At the end, we grouped external walls and windows in three 
groups according to building construction and heat transfer 
coefficients.

For the heating of building, hot water radiator heating system 
with forced circulation (with pump) is used. Heating 
installation is of a two-pipe system with lower horizontal 
branching. Two pumps are used for circulation of heating 
media (water). Boiler house consists of three hot water boiler 
connected in parallel, with a total of approx. 1100 kW installed 
heat power. Light oil is used as fuel. As part of the energy audit, 
a measurement of flue gases emission from one of the boilers 
was also taken.

Electrical equipment in use consists of more than 10 electric 
heaters (with total installed electric power of 54 kW) that are 
used prior to/after heating season (before 15.10 or after 15.04), 
electric appliances in the kitchen (total installed electric power 
of 116 kW), electric appliances in the laundry (around 53 kW), 
electric boilers with installed electric power of 102 kW, 15 
personal computers copier machines, 11 air conditioning units 
(split system) etc. There are also around 180 fluorescent 
lightning tubes with electronic ballast installed for lamination 
and 52 light bulbs with total electric power of 5,2 kW.

For the purpose of energy audit preparation, detailed 
invoices – bills for electric energy and water consumption were 
collected from the accounting department.

III. CONCLUSION

Following recent adoption of EU regulative in the field of 
Energy Auditing of buildings, the Faculty of Technical 
Sciences in Bitola is one of country’s five licensed training 
centers for energy auditors, [5]. In the scope of training, 
practical part, the building of dormitory “Mirka Ginova” was 
taken as an example and general energy audit was performed 
on it. Calculations were performed using ENSI© EAB software 
for quick energy performance calculations. 

The results from the calculations categorized the building of 
the High school dorm “Mirka Ginova” – Bitola as class “E” 
building. Calculated value of energy consumption is 158,4 
kWh/(m2a).

Fig. 4. Calculated energy class of the building

According to the National legislative, [2], all buildings 
undergoing ‘substantial reconstruction’ must reach at least “D” 
energy class. 
In the example of preliminary energy audit of the dormitory 
“Mirka Ginova” – Bitola building, the proposed measured 
would include:

Thermal insulation of all external walls in order to 
reach maximum allowed U-value of 0,35 W/m2K;
Partial replacement of windows and carpentry in order 
to reach maximum allowed U-value of 1,7 W/m2K;
Installation of additional thermal insulation for the 
roof in order to reach maximum allowed U-value of
0,25 W/m2K;
Replacement of one of the hot water boiler running on 
light oil fuel with high efficiency hot water boiler 
running on wood pellets. 
Replacement of light bulbs and fluorescent lighting 
tubes with LED lights;

Implementation of these measures would ‘raise’ building’s 
energy class to “C”. 

Return on Investment (ROI) period for implementation of these 
measures was also calculated and it ranges from 2 years (lights 
replacement) up to 5,5 years (replacement of windows and 
corresponding carpentry)
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 Electric Field in the Environment of 110kV Power Line 
and its Impact on Biological Systems  

Blagoja Arapinoski1, Mirka P. Radevska1, Metodija Atanasovski1 and Mitko Kostov1

Abstract – The paper will present the influence of the electric 
field with an industrial frequency that originates 110 kV power line 
of the man who is in his immediate environment. The human 
model is composed of parallelepipeds representing the individual 
parts of the body and is located adjacent to the power line. The 
distribution of the electric field and the potential in the vicinity of 
the 110 kV power line is presented without the presence of a man 
under the power line obtained by the finite element method. The 
work is supplemented with certain standards regarding the 
maximum allowed values for the strength of the field and the 
allowed density of streams permeated into the human body. 

Keywords – electric field, potential, biological systems, induced 
currents. 

I. INTRODUCTION

With the rapid development of human society and the more 
advanced technological development, there is a need to 
increase the amount of electricity, which in turn leads to an 
increase in electromagnetic fields at the level of urban and 
working environment. In recent years, there is increasingly the 
opinion that electromagnetic fields derived in different ways, 
from energy lines to mobile phones, cause various diseases in 
people, including the most severe. In relation to this issue, due 
to insufficient knowledge, there is still no single position. A 
better insight into the real situation shows that potential health 
hazards, from electromagnetic fields, should not be ignored. 

This paper deals with the aspect of the harmful influence of 
the electric fields in order to systematize the knowledge for 
estimating the electric field in the surrounding of the three-
phase conductors. Knowing the values of the electric field and 
its distribution under and around the three-phase power lines 
is important for the protection of workers working in 
substations and the population living near the power lines.The 
paper contains an analysis of the electric field that originates 
110 kV power line per person located in its immediate 
surroundings. The human model is composed of 
parallelepipeds representing the individual parts of the body. 
The method of finite elements is used to obtain the 
distribution of the electric field under and in the environment 
of the power line without and in the presence of man.The 
work is supplemented with certain standards regarding the 
maximum allowed values for the strength of the field and the 
allowed density of streams permeated into the human body. 

II. MATHEMATICAL MODEL 

 The electric field in the vicinity of the power line is caused 
by the electrical charge of the phase conductors and the 
protective ropes. Phase conductors and protective ropes are 
modeled as infinitely long cylindrical conductors with a cross-
section with finite dimensions. Considering that the earth is at 
zero potential, a mirror image method should be used to 
calculate the electric field generated by this system. Maxwell's 
postulate in a differential form is: 

ρ=Ddiv                                                       (1)   

The connection between the vector of the electric field 
strength and the electrical induction is given by the 
expression: 

ED ε=                                 (2)   

The vector of the electric field strength expressed through 
the electric potential is: 

ϕgradE −=               (3) 

By connecting relations (2) and (3), the following partial 
differential equation is obtained: 

ρϕ =− divgrad   Or: ρϕε =Δ− 2            (4) 

Equation (4) can be applied to inhomogeneous regions and 
provides a solution for the electric potential and the strength 
of the electric field, under certain boundary conditions. 

III. DISTRIBUTION OF ELECTRIC FIELD IN THE 
ENVIRONMENT OF 110KV POWER LINE  

  In Fig. 1 presents the cross-section of 110 kV power line 
with the corresponding dimensions of the distances between 
the phase conductors and protective ropes [1]. 

Fig. 1.  Cross section of the conductors of the 110 kV power line 

1Blagoja Arapinoski, Mirka Popnikolova Radevska, Metodija 
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In Table 1, the dimensions of the 110kV transmission line 
are given, as well as the values of the voltage and current 
through the conductors.  

Table 1. Coordinates and radius of phase conductors and 
protective ropes of 110 kV power line  

 First 
phase 

Second 
phase 

Third 
phase 

Rope 
1 

Rope 
2 

n 1 2 3 4 5 

][mx -6 0 6 -4.1 -4.1 

][my 12 12 12 15 15 

nU 0j
f eU

3
2πj

f eU 3
2π

j

f eU
− 0 0 

nI 0j
f eI 3/2πj

f eI 2πj
f eI − 0 0 

a[mm] 8.74 8.74 8.74 5 5 

The distribution of the electric field  in the vicinity of the 
110 kV power line in the absence of a person, obtained using 
the FEMM 4.2 program package is shown in Fig.2. of the 
power line.  

Fig. 2. Distribution of the electric field in the environment of the 
110kV power line in the absence of a person 

Fig.3. shows the distribution of the field per line vertical 
placed under the middle phase conductor perpendicular to the 
surface of the earth and in Fig.4. the distribution of the electric 
field per line parallel to the ground surface at height h = 1.5m 
and the length of x = -3m to x = 3m. 

Fig. 3. Distribution of the electric field per line vertical placed under 
the middle-phase conductor perpendicular to the surface of the earth 

Fig.4. Distribution of the electric field per line parallel to the ground 
surface at height h = 1.5m and with a length of x = -3m to x = 3m 

IV. DISTRIBUTION OF ELECTRICAL FIELD IN THE 
ENVIRONMENT OF 110KV POWER LINE IN THE 

PRESENCE OF MAN 

Human tissue in an electromagnetic view acts as a non-
homogeneous, paramagnetic semiconductor environment, 
whose specific conductivity σ and relative dielectric 
permeability εr very intensively with the frequency and is 
located in a wide range whose boundaries define the values of 
these quantities for fat tissue and blood. The dependence of 
the specific conductivity of the tissues of the frequency is 
such that with the increase in the frequency, the tissue 
conductivity grows, and the dielectric permeability decreases 
with the increase in the frequency. For an industrial frequency 
of 50Hz, for fat tissue εr =105 and σ=0.02S/m, and for the 
blood εr =106 and σ=1S/m. 

The magnetic permeability of biological tissues is 
practically equal to the magnetic permeability of the free 
space μ0=4π.10-7 H/m (the exception is the immediate 
proximity of microscopic magnetosomes), so that the 
biological tissues are non-magnetic. 
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When penetrating the electric field through human tissues, 
the intensity of the field is significantly reduced due to the 
electromagnetic properties of the biological tissues. 

In order to simplify the analysis, the human body model has 
been chosen to be homogenous with average values for 
electromagnetic features. In the paper, using the FEMM 4.2 
method, finite element method will show the shape of the 
potential and distribution of the electric field caused by an 
overhead 110 kV power line in the case when a human body 
model is placed under the very power line with hands lowered 
by the body.  

Fig.5. Distribution of the electric field below the 110 kV power 
line when a man with his hands is attached to the body under the 

very power line. 

In Fig.6. is given detail from the previous image to show 
that the presence of a man under the power line causes 
deformation of the lines of the field. The intensity of the 
electric field around the head has a significantly increased 
value than that for the field without the presence of the human 
body, which is a potential danger. 

Fig.6. Distribution and intensity of the electric field in the 
environment of a man-model placed under the 110 kV power line in 

the presence of a man (detail from the previous picture) 

Fig.7. Shows the distribution of the field per line vertical 
placed under the middle phase conductor perpendicular to the 
surface of the earth, at height h = 1.5m and the length of x = -
3m to x = 3m when a human model is placed under the 
transmission line. 

Fig.7. Distribution of field per line vertical placed under the middle 
phase conductor perpendicular to the earth's surface in the case when 

a human model is placed under the power line. 

V. REGULATIONS AND STANDARDS OF THE AREA OF 
ELECTROMAGNETIC IMPACTS  

The presence of electromagnetic fields with a wide range of 
frequencies in the work and environment and the inability of 
the human sensory organs to register them make these fields 
potential pollutants to the working and living environment. 

With the problems of the ecology of the power lines of 
electricity in the high voltage circuits, a large number of 
institutions in the world are engaged. 

The standards and recommendations of these institutions 
are the only criteria for harmfulness, while there are 
differences in permitted levels and time of exposure. [3]-
[5].The status and background of each standard are related to 
several clear categories: there are real differences, which are 
dependent on the legal arrangements of individual states and 
factors influencing the establishment of standards. Political 
and social factors can play an important role as well as 
scientific factors. Other constraints are based on the position 
and structure of buildings in different countries. 

International standards in this area are produced by the 
International Electrotechnical Commission IEC (International 
Electrotechnical Commission), within its Technical 
Committee. 

Regional standars for Europa are produced by CELENEC 
(CLC), subclause SC111. 

Recommendations for the permitted levels of exposure to 
electrical and magnetic fields have also been reported by the 
International Radiation Protection Association (IPRA) and the 
World Health Organization (WHO). 
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Limits of exposure to electromagnetic fields with industrial 
frequency according to the IPRA recommendations are given 
in Table 2. 

In some countries (USA, Russia, Austria, Poland), by law 
or by other regulations, certain protection zones - "zones of 
safety" or "right-of-way zones" are located in the right-of -
way directions under the power lines limited use of land for 
making living facilities, hospitals, schools, children's 
facilities, etc. Here, the upper permissible field strength of the 
zone or the edge of the zone is usually determined (usually 
from 1 [kV / m] to 10 [kV / m]) or the width of this zone is 
below the power lines (33 [m] to 115 [ m]), depending on the 
voltage level and the state. 

Florida was the first state to introduce magnetic induction 
into the ROW zone as a criterion for hazard assessment: in the 
vicinity of 500 [kV] power line, 20 [μT] and in the vicinity of 
230 [kV] power line, 15 [μT]. Japan regulates the minimum 
height of the conductors below the power line of the earth, the 
minimum distance of the conductors from the objects and the 
strength of the electric field in the power line area. In many 
countries, there are no such regulations, but it is determined 
that the strength of the electrified and magnetic field under the 
power lines must not exceed the limits determined by the 
national standards. 

Table 2 IPRA recommendations for exposure limits with 
electromagnetic fields with an industrial frequency 

VI. CONCLUSION

Low-frequency electromagnetic fields are present 
everywhere in our environment. Their interaction with 
humans and other living organisms is expressed through direct 
action and through induced currents inside the tissues of the 
action of the external field. The importance of the properties 
of biological materials from which the tissues are made in the 
human body is great in determining the mutual influence. An 
important aspect of the interactions of NF fields that act on the 
human body in the air is that they do not heat the tissues more 
than basal metabolic processes in the body. 
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Cyber Security Protection and Defence Measures in the
Electricity Transmission Networks in South-East Europe

Aleksandra Krkoleva Mateska1, Petar Krstevski1, Stefan Borozan2

Abstract – The paper describes the practices for protection of 
information, control systems and assets by transmission system 
operators (TSOs) in the region of South-East Europe (SEE). Based 
on a survey undertaken among the TSOs of the SEE region, the 
paper indicates state of the art practices and future developments 
related to critical infrastructures in electricity transmission 
networks.

Keywords – transmission systems, critical information 
infrastructure, cyber security.

I. INTRODUCTION

The operation of power systems relies on both legacy 
systems and new technologies. The existing electricity 
infrastructure is combined with sophisticated control systems 
and intelligent components with bi-directional communication 
capabilities. The information and communication systems 
represent an overlay to the conventional electricity systems and 
allow real time control in the operation of generation, 
transmission and distribution of electricity [1]. As the
implementation of information systems and technologies in 
power systems becomes a necessity, it also increases the risks 
of cyber security threats and requires implementation of 
adequate protection measures that should reflect the multi-actor 
environment of the contemporary power systems [2].

The cyber-attacks in electricity systems potentially endanger 
the electricity supply chain, threaten other essential services
because these systems cannot be disconnected as easily as other 
information technology systems. Furthermore, there is a 
growing interdependence among sectors and systems that 
enables threats to become a cross-border issue not only in the 
EU, but in other neighbouring countries. 

The general challenges to the energy sector with regards to 
cyber security include [3]: grid stability in a cross-border 
interconnected networks; protection concepts reflecting current 
threats and risks; handling of cyber-attacks in Europe; effects
by cyber-attacks not fully considered in the design rules of an 
existing power grid or nuclear facility; introduction of new 
highly interconnected technologies and services; outsourcing 
of infrastructures and services; integrity of components used in 
energy systems; increased interdependency among market 
players; availability of human resources and their competences; 

and constraints imposed by cyber security measures in contrast 
to real-time/availability requirements.

In fact, all the above-mentioned challenges are applicable to 
electricity systems, which is not the case for other energy 
sectors. This only implies that the operators of interconnected 
electricity systems with legacy and next generation 
technologies, operating in multi-actor environment, need to 
reassess their approach to cyber security issues, following the 
recommendations of relevant national authorities and 
international organizations.

This paper describes practices for protection of information 
and control systems and assets by transmission system 
operators (TSOs) in the region of South-East Europe (SEE). 
The investigation is based on a survey undertaken within the 
framework of the CROSSBOW project [4] and encompasses 
the practices related to information and control systems 
security of the TSOs of Bulgaria, Croatia, Greece, Romania
Bosnia and Herzegovina, Montenegro, North Macedonia and
Serbia. For confidentiality reasons, the eight TSOs that 
participated in the survey are anonymized, thus in the paper, 
instead of the company name, TSOx is used, where x is a 
number from 1 to 8.

II. INFORMATION SYSTEM SECURITY LEGISLATION 
AND GOVERNANCE 

A.Legislation and Practices in SEE

The above described challenges have to be addressed 
through transposition of relevant legislation, including the 
Directive (EU) 2016/1148 (NIS Directive) [5] and the Directive 
2008/114/EC (Critical Infrastructure Directive) [6] as well as 
implementing numerous measures at utility level. The observed 
SEE region consists of countries that are EU Member States 
(MSs) as well as countries that are Contracting Parties of the 
Energy Community (EnC) and members of the Western 
Balkans 6 Initiative [7]. Therefore, the countries of the region 
represent a uniquely varied part of Europe and for that reason, 
may serve as an example of extension of frameworks, rules and 
practices that bring European Union (EU) closer to its adjacent
regions.

The NIS Directive aims to increase the overall level of 
security of networks across the EU and to build a systematic 
approach in counteracting the possible threats to networks and 
information systems. Its transposition should enable the 
establishment of Computer Security Incident Response Teams,
adoption of national cyber security strategies by each EU MS,
as well as designation of one or more national competent 
authorities and a single point of contact on the security of 
network and information systems [5]. The NIS Directive 
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foresees minimum common planning requirements, exchange 
of information and common security requirements for 
Operators of Essential Services (OESs) and Digital Service 
Providers (DSPs) [5]. From the aspect of electricity systems,
the NIS Directive affects the operational activities of TSOs,
distribution system operators (DSOs) and electricity suppliers.
These entities can be considered as OESs and therefore, are 
obligated to fulfil all the requirements related to information 
systems security and incident notification. 

The Critical Infrastructure Directive fosters EU cooperation 
in identification and designation process for potential European 
critical infrastructures and regular review of the process. It sets 
the requirements for operator security plan and security liaison 
officer for each European critical infrastructure, identification 
of their critical assets and security solutions [6].

The transposition of these Directives is not obligatory for the 
Western Balkan (WB) countries. The investigations done in [2]
show that WB countries lack a strategic and cooperative 
approach in identification of critical infrastructures, their 
protection, as well as providing necessary level of protection of 
networks and information systems. They all face the same 
potential risks as EU MSs, hence, there is a substantial need for 
these countries to develop legislation that is compliant with the 
relevant EU legislation. The Energy Community Secretariat
has started initial activities to overcome regulatory gaps inside 
the EnC, as well as towards the EU. Among the first activities 
within the envisaged tasks are to identify current legal 
framework and if some of the measures from the above 
discussed Directives are already implemented by the EnC 
Contracting Parties [8].

B.Utility Information Systems Security Governance Model

The adoption of network security related legislation is one of
the pillars for achieving functional high-level security in 
critical information infrastructures (CIIs). The second pillar 
consists of set of measures and actions to be performed by 
utilities, including TSOs, with the aim to complement the
measures implemented on national/EU level. 

The information systems security governance model 
presented on Fig. 1 is based on the recommendations of [9] and 
it shows that performing risk assessment and developing an 
adequate security policy based on the performed risk analysis 
is substantial for the security of any information system,
including CIIs used by TSOs. Starting with identification of the 
CII whose failure impedes the essential service delivery, the 
OES (in this case TSO) sets up an information security system. 
The identification process may be operator driven or state 
driven, but the outcome is clear identification of these 
infrastructures [10].

The scope of the security measures [11] are the assets 
exposed to threats which when breached/failing can have a 
negative impact on the networks or services. In the context of 
TSOs, these assets include the SCADA systems, hardware,
software and computer databases at national dispatching
centres, communication links between the significant nodes 
within the high voltage transmission network, software 
platforms with access for end users and other information 
infrastructure. The overall information system security policy 

should be based on performing risk analyses and supported by
a security management system. In fact, risk analysis is the 
essential tool that is used to build a consistent and adequate 
security policy. This policy should aim to set up the security
strategy of the utility and to set references to all important 
information system security policies including the security 
accreditation process, security audit, cryptography, security 
maintenance, incident handling [9].

Fig. 1. Information system security, [2], [9]

The information security policy should lay out the 
accreditation process for the CII performed by the OES itself. 
The purpose of the process is to integrate the critical 
infrastructure in the security management system and formalize 
the processes. The accreditation process is used to map all the 
CIIs and apply adequate security measures. Within the process, 
a security audit to reassess the security policy and effectiveness 
of measures should be envisaged. The security of the system 
largely depends on the employees and contractors who should 
assume their responsibilities and on effective asset 
management.

III. INFORMATION SYSTEMS SECURITY 
PRACTICES IN THE REGION

A.Risk Assessment

Risk assessment is an essential tool for evaluating the 
potential cyber security threats to CIIs and assets. It is based on 
a pro-active approach, consisted of continuous monitoring and 
assessment, in a closed loop. As described in [11] the process 
should be performed during requirements definition, 
procurement, control definition and configuration, system 
operations, and end of system lifecycle, i.e. throughout the 
whole lifecycle of the infrastructure. The general risk 
assessment approach is to consider the possible threat, the 
vulnerability of the system and the consequence that the 
infrastructure and the system shall suffer due to the threat. The 
overall risk is determined using the following formula: risk = 
threat (probability) x vulnerability x consequence (impact). 
When the risk is assessed, then applying risk management 
techniques shall allow the utility to control, avoid, minimize or 
eliminate risks. 

The survey on information systems security in SEE TSOs
indicates that the companies are aware of the benefits of risk 
assessment in defining cyber security measures. However, 
regular performing of risk assessment is not a common 
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practice. Table I represents indicative summary of the results 
referring to risk assessment procedures. The “-” sign indicates 
that there are no developments related to the issues from the 
first column of the table, the “±” sign indicates that there are
ongoing or planned activities for near future and the “+” signs 
show that adequate actions are implemented.

TABLE I
RISK ASSESSMENT PROCEDURES IN SEE TSOS

TSO 1 2 3 4 5 6 7 8
Perform risk 
assessment ± + + ± - ± + +

Risk assessment is 
regular procedure - - + ± - ± + -

Measures 
implemented after 
risk assessment

- + - ± - ± ± +

Information security 
policy implemented - + + ± - ± + +

List of assets of 
critical 
infrastructures

+ + + + - ± + +

As presented in Table I, half of the TSOs of the observed region 
perform risk assessment, but only two of them regularly. A
general characteristic of the region is that the TSOs maintain 
lists of assets of critical infrastructures, which is essential 
aspect of the development of adequate security policy that
refers to those assets. Although not all analysed companies 
implement risk assessment-based security policy, it should be 
noted that all of them implement security measures that are
based on the assessment of the information and communication 
departments in the companies and common approach of TSOs 
in organizing their information infrastructure.  

B.Protection

The set of cyber security measures consist of protective and 
defence measures. The protective measures encompass the 
information systems architecture, administration, identity and 
access management and maintenance. Concerning the 
architecture of the information systems [11], the operator 
should only connect equipment and/or install services and
applications that are necessary for the functioning of the critical 
infrastructure. It should consider measures to segregate systems 
to avoid propagation of threats. However, when interfacing of 
systems is needed, the OES should apply additional measures 
for protection as traffic filtering (deny flows that aren’t 
necessary for the functioning of the systems) in the CII to 
decrease the possibilities for a cyber-attack. A cryptography 
policy may be implemented to protect information 
confidentiality, authenticity and integrity in the infrastructure.

From the aspect of administration [11], OES should set up 
specific accounts for employees performing installations, 
configuration, management, maintenance and other system 
administration activities. These accounts should be used to 
connect to the system, after which administrator accounts 
should be used to perform the actual administration activities. 
Identity and access management include set of protective 

measures that minimize possibilities for unauthorized access to 
systems and processes related to CII. Unique accounts should 
be used as a part of the identification process. In addition, 
authentication credentials should be required for accessing 
systems and processes related to critical infrastructure.

Table II and III summarize the protection measures to 
minimize propagation of threats and of external access to the 
CIIs, respectively.

TABLE II
MEASURES TO MINIMIZE PROPAGATION OF THREATS IMPLEMENTED 

BY SEE TSOS

TSO System architecture – propagation of threats
TSO1 Segregation, firewalls
TSO2 Implements adequate measures
TSO3 Secure protocol algorithms, advanced 

cryptography algorithms
TSO4 Security measures for e-mails and web traffic, 

sandbox solution for zero-day malware protection 
for network and email traffic

TSO5 Implements standard practices
TSO6 Segregation, firewalls, anti-malware, traffic 

filtering
TSO7 Segregation, LAN segmentation, traffic filtering, 

IPsec encryption
TSO8 Traffic filtering, cryptography

TABLE III
MEASURES TO MINIMIZE EXTERNAL ACCESS BY SEE TSOS

TSO System administration – external access
TSO1 Secure VPN connections with authentication and 

authorization of access control
TSO2 Implements adequate measures
TSO3 VPN secure connections, personalized accounts 

with limited duration for specific tasks and access 
to dedicated isolated intranet zone

TSO4 Secure VPN connections with authentication and 
authorization of access control

TSO5 No reply
TSO6 Administration accounts with limited duration, 

complex passwords, and limited access, data
backup, dedicated network for network 
administration

TSO7 Administration accounts with limited duration, 
dedicated network for network administration,
authentication and encryption mechanisms

TSO8 VPN connections with authentication and 
authorization of access control

Table II shows that some of the protection measures are more 
common, as segregation, traffic filtering to control flows, 
firewalls and anti-malware. Similarly, as presented in Table III, 
the administration of critical infrastructure is usually performed 
using accounts that have some form of restriction (time 
duration limit, password protection, access restrictions). 
Concerning access rights, some of the end users implement (or 
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plan to implement) multifactor user authentication and some 
are using various access levels for different users.

The protection measures used for SCADA systems are 
summarized in Table IV. 

TABLE IV
SCADA PROTECTION IN SEE TSOS

TSO SCADA protection measures
TSO1 Segregation
TSO2 No internet access, firewalls, segregation
TSO3 Segregation, firewalls
TSO4 Dedicated firewall systems with next generation 

functionalities and comprehensive SCADA 
protocol support

TSO5 No reply
TSO6 Restricted network access for different services to 

one host, remote access via VPN allowed to 
dedicated serves only, dedicated network for 
system administration

TSO7 Segregation, LAN segmentation
TSO8 No internet access, closed network (segregation)

C.Defence

The defence of the CIIs includes implementation of 
measures for detection of threats, setting up logging systems on 
each CIIs to record events, as well as log correlation and 
analysis system. Detection of threats is the most important step 
in providing adequate system response. The second step is 
creating logs of events, especially for access, management of 
access rights and modifications of security policy. With 
appropriate log correlation and analysis system, the operator 
should be capable of data mining for events that have 
implications to security of CIIs. The summary of the results of 
the threat detection measures implemented by the TSOs in the 
observed region is available in Table V.

TABLE V
DEFENCE OF CIIS IN SEE TSOS

TSO Threat detection measures
TSO1 Log analysis
TSO2 System control of network traffic
TSO3 Monitoring and logs
TSO4 Event or alarm logs 
TSO5 No reply
TSO6 Event or alarm logs, threat detection systems
TSO7 Event or alarm logs
TSO8 System control of network traffic

It can be observed that all TSOs apply threat detection 
systems (mostly event logs and their analyses). However, the 
investigation showed that incident reporting procedures for 
some of the TSOs are subject of ongoing changes, which will 
be completed in near future. The notification procedures are 
under development and in two cases the ENTSO-E Wide 
Awareness System is implemented. 

IV. CONCLUSION

The paper presents an overview of the various protective and 
defence measures implemented by the TSOs of the SEE region. 
The results show that risk assessment procedures should be 
implemented on regular bases and used to develop adequate 
security policies for the CIIs. The TSOs implement various 
protective measures to minimize propagation of threats or 
unauthorized access and to limit access to the CIIs and to 
protect CIIs from external parties. Stronger cooperation and 
regional approach to threat defence is required, especially 
related to notification of threats to relevant bodies in 
neighbouring countries. Further cooperation between TSOs 
and early implementation of the relevant EU legislation in the 
WB countries shall increase the security of CIIs in the observed 
region.
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Cyclic voltammetry study on electrochromic copper(I) 
oxide thin films 
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Abstract – Electrochromic copper(I) oxide thin films were 
deposited onto conductive glass substrates using two different 
methods: chemical bath and low vacuum deposition. The
coloring/bleaching processes of the films were investigated by 
cyclic voltammetry.

Keywords – Copper(I) oxide, Thin films, Electrochromism, 
Cyclic voltammetry.

I. INTRODUCTION

A. Electrochromism 

Electrochromic materials are able to vary their optical 
properties (color, transparency, absorbance, etc.) in a 
reversible manner, upon electrically induced oxidation and 
reduction when they are subjected to a small electric field (1–
5 V) [1]. They can be colored in a reduced state and bleached 
in an oxidized state, or vice versa. 

The concept of electrochromism originated in the 1960s. In 
the early 1980s, the electrochromic materials were a subject 
of great interest and were extensively studied due to their 
possible use in displays and watches. Due to durability issues 
and manufacturing problems, another type of chromogenic 
material, liquid crystals, was chosen for displays. 
Furthermore, liquid crystals were able to switch from a 
transparent state to an opaque one faster, within fractions of a 
second. The interest in EC materials had a new impetus in the 
early 1990s, particularly in the aerospace and aviation sectors
[1]. They are currently being used in the automotive industry 
as glare-free automotive rear view mirrors and sunroofs. The 
great interest of researchers during the last decades in the 
optical, electrical and mechanical properties of electrochromic 
materials, as reflected by the large number of studies 
developed worldwide, is due to the fact that the most 
promising electrochromic device use is "smart windows" - all-
solid-state electrochromic devices used for modulating of 
incident solar radiation. They change their optical properties 
(transmittance, reflectance, absorbance, etc.) in their colored 
and bleached state, thus achieving energy efficiency and 
human comfort in buildings. The technology has recently been 
implemented in large-area glazing (windows and glass 

facades) in order to create buildings which combine energy 
efficiency with good indoor comfort [2].

A number of materials, both inorganic and organic, liquids,
solids and polymers exhibit electrochromism, but the main 
materials with electrochromic properties are metal oxides of 
some transition elements, in particular WO3, MoO3, IrO2,
NiO, and V2O5.

Major techniques for analyzing electrochromic oxide films 
include techniques for studying their crystal structure and 
elemental composition, optical properties, electronic structure, 
ion intercalation and deintercalation. The processes of ion 
intercalation and deintercalation are studied by: 

Chronoamperometry 
Coulometric titration 
Cyclic voltammetry 
Impedance spectrometry  
Beam deflectometry 

- Mirage effect 
- Beam bending 

Nuclear magnetic resonance (NMR) 
Microbalance measurements [3].

B. Cyclic voltammetry 

 Cyclic voltammetry is a very important analytical method 
of characterization in the field of electrochemistry. Any 
process that includes electron transfer can be investigated with 
this characterization. Cyclic voltammetry is a 
potentiodynamic method of tracking the current flowing in the 
circuit, caused by the change in the potential of the working 
electrode [4, 5]. This method permits the investigation of the 
redox and transport properties of a given system in a solution.
Most often for this purpose, three electrode systems consisting 
of a working, reference and counter electrode are used, in 
which the working electrode can be exposed to a single or 
multiple linear change in the potential, relative to the 
reference electrode. The large impedance between the 
reference and the working electrode forces the resulting 
current to flow through the counter electrode. The current 
flowing through the opposite electrode is measured. The 
potential is measured between the working electrode and the 
reference electrode, while the current is measured between the 
working electrode and the counter electrode. 

The velocity variation of the potential between the 
electrodes depends on the type of the process and can have a
value from millivolts per second, to a few volts per second. 
When the potential of the working electrode is positive, there 
is an oxidation of the material applied to it, i.e. the electrons 
move from the solution to the working electrode and give an 
anode current. Similar, when the potential is changed in the 
opposite direction, the potential of the working electrode 
becomes more negative than the reduction potential, and 
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reduction occurs (i.e. the electrons "flow" from the electrode). 
Thus, the cathode current is obtained. In order to transfer 
electrons, the molecules in the solution should be brought to 
the electrodes. In cyclic voltammetry, the solution is not 
mixed, so the mass flow occurs only because of the diffusion 
(due to the concentration gradient) around the surface of the 
electrode. The signal size is a function of the diffusion 
characteristic of the system. The intensity of the current is 
dependent on the size of the surface of the working electrode,
the concentration of the electroactive components and on the 
speed of the potential change (scan rate). On the diagram 
which gives the dependence of the current density on the 
potential between the electrodes, a maximum (or peak) 
occurs, when a certain reaction on some of the electrode’s
surface begins to occur. The current in the peak has a different 
value for reversible and irreversible processes and, among 
other things, depends on the square of the velocity of the 
potential change, the molar concentration of the electroactive 
component in the solution and the surface of the electrode. 
The peak current in a reversible system at 298 K is given by 
the Randles-Sevcik equation: 

CvADI 2/12/12/35
p n1069.2   (1) 

where n is the number of exchanged electrons during the 
redox process, A (cm2) is the active surface of the working 
electrode, D (cm2∙s-1) and C (mol∙cm-3) are the coefficients of 
diffusion and the concentration of the electroactive 
components in the solution, respectively, and v (Vs-1) is the 
scan rate (the velocity of the voltage change). 

 In electrochromic phenomena, cyclic voltammetry is used 
to investigate the processes of intercalation and 
deintercalation of ions into the electrochromic film. The 
voltage applied between the working electrode with 
electrochromic film and a counter electrode, is swept back and 
forth between two selected values. Often, the voltage is 
changed triangularly between the selected values, but it may 
also have a pulsating character between two specified voltage 
levels. With such a change in the voltage, the current flowing 
into and out of the film in conjunction with the ion 
intercalation/deintercalation is measured. The results of the 
cyclic voltammetry can be used to extract non-quantitative 
conclusions, such as: confirming that an electrochromic 
process takes place between the electrodes, to show the 
reversibility or irreversibility of the process, to determine the 
voltages that lead to the stable operation of the electrochromic 
system. Voltages outside the stability range lead to the release 
of gases, the covering of electrodes with metal, etc. 
Quantitative cyclic voltammetry is also possible, so one can 
measure the charge densities associated with intercalation/ 
deintercalation (coloring/bleaching processes). However, it is 
often enough to see that the electrochromic process is 
reversible, i.e. the input current in each cycle is equal. 
 The electrochromic behavior of the films is influenced by 
some structural parameters, such as the crystallinity and 
morphology of the films. Various interpretations exist for their 
influence. These parameters strongly depend on the method of 
film preparation and the conditions of preparation in each 

method. Therefore, the electrochromic properties of films 
prepared by different methods are studied. 

The voltammograms (the current’s dependence on the 
voltage) depend on the method of obtaining the film, the used 
electrolyte, the quantity of water in it, the voltage scan rate, 
the thickness of the film, the number of previous cycles of 
coloring/bleaching of the electrochromic film, its porosity, its 
age, etc. Cyclic voltammograms measured in various voltage 
scan rates can’t be normalized to one universal curve. This 
also applies to the best electrochromic materials, including 
WO3 [4, 5]. 

The coloring/bleaching of the copper(I) oxide thin film is 
related to the intercalation/deintercalation of ions and 
electrons in the film, according to the general reaction: 

Cu2O + xM+ + xe- ↔ MxCu2O,

where M+ is Na+, Li+, K+ etc. cations and e- are electrons. 
The film is reversibly bleached with electrochemical 
oxidation, and is colored with reduction, in an electrolyte that 
contains light cations. 

II. EXPERIMENTAL

It has been recently found that Cu2O thin films exhibit 
cathode electrochromism [6-9].

Several methods for obtaining thin copper(I) oxide films 
have been developed, i.e. thermal oxidation, electrodeposition, 
sputtering, anodic and chemical oxidation, chemical 
oxidation, chemical deposition, sol gel technique, laser 
ablation, etc. 

In this work electrochromic Cu2O thin films were prepared 
by two different methods - chemical bath deposition and low 
vacuum deposition onto glass substrates precoated with 
fluorine-doped tin oxide (FTO) film. FTO film wete deposited 
as proposed by other autors [10].

A. Deposition of Cu2O thin films by chemical deposition 
method 

Because the optical properties of copper(I) oxide depend on 
the methods and parameters of deposition, the prepared FTO 
substrates were subjected to the electroless chemical 
deposition method of Cu2O films, which has been proposed 
by other authors [12] and low vacuum deposition. For that 
purpose, two beakers with aqueous solution: a cold and a hot 
one were used. The cold solution contained 200 ml of 
colourless complex mix of 1 M CuSO4 and 1 M Na2S2O3. The 
hot solution contained 2 M NaOH at 60-80° C. The FTO 
coated glass substrates were stuck together with a tweezer-like 
holder, with their conductive layers facing outwards, in order 
to be alternatively immersed into the hot and the cold solution. 
This procedure lasted until the desired thickness was obtained. 
The thickness was estimated by the number of immersions, 
since it was previously established that for a given 
concentration the film thickness is proportional to the number 
of successive immersions. Hence, each ten immersions 
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yielded an additional 0.1 μm in the film thickness [12]. 
Finally, the thin films were rinsed under a running tap water 
and distilled water. Subject of our studies were the films about 
150-200 nm thick (fifteen and twenty successive immersions) 
[7-9, 11]. 

B. Deposition of Cu2O thin films by low vacuum deposition 
method 

Cu2O thin films were deposited onto the prepared FTO 
substrates using low vacuum evaporation method [11, 14].

The melting temperatures of Cu, CuO and Cu2O are 
C10830 , C13260  and C12350  respectively. The 

temperature difference between elemental and oxides’ melting 
points makes the evaporation technique attractive for 
depositing copper oxide thin films. Stable copper oxides can 
be deposited over a source temperature region of 

C13501090 0 . In general, the oxidation rate and the 
evaporation rate of the source material define the deposition 
rate of the product grown on the substrate surface. Copper 
oxide thin films were deposited on glass substrates pre coated 
with FTO by the low vacuum evaporation technique, using 
granulated ( mm3.0 ) copper with 99.8 % purity as a starting 
material. The deposition was performed in a Balzers 
Automatic BA 510 apparatus. The distance between the 
source (copper) and the substrates was about cm50 . The 
evaporation pressure was Pa67.0 . During evaporation the 
transparency of the substrates changed by 50 %. The 
deposition lasted several minutes, until all of the starting 
material from the tungsten boat was evaporated. If the vacuum 
in the chamber is very high, pure copper will be deposited on 
the glass substrates. In our case, the vacuum was not so high, 
so the evaporated copper reacted with the gasses in the 
chamber. As a result of that reaction cuprous oxide thin films 
were obtained on the substrates. 

The deposited films were yellowish in appearance. The film 
thickness, measured by weight difference method was about

nm130  [11, 14]. 
Cyclic voltammograms of the deposited copper(I) oxide 

electrochromic films obtained by the two different methods 
were recorded with a computer-controlled three-electrode
system, part of the Modular electrochemical instrument 
(AUTOLAB) apparatus. The working electrode of the cell 
was the electrochromic film of copper(I) oxide deposited on 
the FTO glass substrate, platinum wire was the counter
electrode and Ag/AgCl was used as a reference (nonpolarized) 
electrode. In all cases, the voltage was changed from +1 V to -
1 V and back to +1 V. 0.1 M solution of NaNO3 in deionized 
water was used as an electrolyte The surface of the working 
electrode was about 1 cm2.

III. RESULTS AND DISCUSSION

The prepared Cu2O films revealed cathode electro-
chromism. They were colored at a negative potential of  

V4 and were bleached at a positive potential of V4 in the 
constructed electrochromic test devices (ECTD) consisting of 
a glass supstrate/FTO/Cu2O film as a working electrode, a 0.1 
M NaOH aqueous solution as an electrolyte and an FTO/glass 
substrate as a counter electrode. The films are transparent to 
visible light in their oxidized state and almost black in their 
reduced state (Fig. 1) [7].

  a)        b) c)
Fig. 1. Photos of electrochromic copper(I) oxide thin film: a) as 

prepared; b) in colored state; c) in bleached state.

The cyclic voltammogram of the chemically deposited film 
in 0.1 M aqueous solution of NaNO3 is given on Fig. 2. The 
peak potential values of intercalation/deintercalation of ions 
are –500 mV, -180 mV and 600 mV. 

Fig. 2. Cyclic voltammogram of chemically deposited thin Cu2O
film in 0.1 M NaNO3 at scanning rate 10 mV/s.

Fig. 3 shows five consecutive voltammograms of 
chemically deposited film in the same electrolyte at the same 
voltage scan rate [7]. 

Fig. 4 and Fig. 5 present one and five consecutive cyclic 
voltammograms of Cu2O thin films deposited by low vacuum 
evaporation method, in 0.1 M NaNO3 electrolyte. The cycling 
was carried out within a potential range from -1 to +1V and 
back to -1V vs. the counter electrode. The voltage scan rate 
was 25 mV/s, and the film working area was 1 cm2.
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Fig. 3. Five consecutive cyclic voltammograms of chemically 
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Fig. 4. Cyclic voltammogram of low vacuum deposited thin Cu2O
film in 0.1 M NaNO3 at scanning rate 25 mV/s.

The above results confirm the electrochromic process 
between the electrodes in the electrochromic device in which 
the working electrode is made of copper(I) oxide film, 
deposited by the two methods. Also, they confirm the 
chemical reversibility of the processes of coloring and 
bleaching that occur in copper oxide electrochromic films 
deposited by the two methods. The cathode and anode peaks
indicate that the coloring and the bleaching of the films are 
related to the reversable transition of Cu(II) in Cu(I), 
respectively, according to the eqations:

  Cu2+ + e- → Cu1+, 
  Cu1+ → Cu2++ e-.  (2) 

All voltammograms exhibit resolved cathode and anode 
peaks (corresponding to the reversible red-ox conversion of 
Cu2O into CuO), the reversibility is fully established and 
could be provided by cycling within the voltage range 
between −800 mV and 500 mV.

  
Fig. 5. Five cyclic voltammograms of low vacuum deposited thin 

Cu2O film in 0.1 M NaNO3 at scanning rate 25 mV/s.

IV. CONCLUSION

In this paper, the ion intercalation/deintercalation 
processes in thin electrochromic Cu2O films, deposited by two 
different methods were studied with cyclic voltammetry. The 
results of the cyclic voltammetry were used to extract non-
quantitative conclusions, such as: confirming that an 
electrochromic process takes place between the electrodes, to 
show the reversibility of the process, to determine the voltages 
that lead to the stable operation of the electrochromic system.  
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PRACTICAL EXPERIMENTS AND ANALYSIS FOR DETECTION OF SMOKE IN 
THE BLUE AND INFRARED LIGHT SPECTRUM

Milen Kirov, Velimira Todorova

Abstract – At the present stage of development, there is a steady 
tendency to increase the fire hazard. To prevent fires, technical 
means are used to automatically detect, limit and eliminate the fire. 
Fire detectors are the main elements for fire detection. This report 
will describe the research on detecting smoke aerosols in the most 
commonly used type of Optical Smoke Detectors. The aim is to 
benchmark and propose a solution for improving the efficiency of 
fire detection by using a pair of optical couplers in the blue 
spectrum of smoke detector light emitted during the combustion 
process.

Keywords – Optical smoke chamber, Optical smoke detector, 
Smoke aerosols 

I. INTRODUCTION

The study and analysis of smoke detectors and smoke 
detection techniques in the blue light spectrum makes it 
possible to carry out research and apply an approach that is 
new to its smoke detection method. 

In case of a fire of the substances, solid and liquid particles 
are formed along with gaseous products, which form smoke. 
Smoke is a dispersing system in which the dispersed phase is 
small particles - resins, oxides, water, etc., and the dispersed 
medium is gaseous - air, gaseous products of the fire. Smoke 
is often called an aerosol product of fire, and smoke particles - 
smoke aerosols. The smelting particles, after their generation, 
are in the range of 0.1 μm to 1.0 μm. in the dispersion system 
they move with the flow of hot gases and air. As an 
accompanying process of fire phenomena, the formation of 
aerosols plays a dominant role in the creation of means of fire 
detection. Many studies have been done on the particle size of 
different types of fires as well as its different phases. The 
overall conclusion is that in all cases the amount of invisible 
particles is greater than that of the visible particles. The 
amount of smoke in a given zone is expressed by weight 
concentration, number of smoke particles in unit volume, for 
example [obsc./foot] and optical density [%]. Optical density 
expresses the ability of the smoke to alter the optical 
properties of the environment by reducing its transparency. 

The advantages of the method of detecting smoky or diffuse 
blue light smoke aerosols is that the use of blue light offers 
considerable advantage in the absorption and reflection of 
smoke aerosols of dimensions smaller than the respective 
wavelength. Compared with previously existing solutions with 
infrared light (940nm wavelength), the blue light spectrum is 
almost twice the wavelength (470nm). Blue light detection 
enters almost the whole range of smoke aerosols in the 
process of combustion of substances of different origins.As 
mentioned above, some substances emit a lot of dense smoke. 
Other substances emit considerably less smoke, with some 

derivatives burning without visible particles. It is precisely for 
those substances that have no visible particles in the 
combustion that the optical pair pairing with blue light will be 
effective. 

The idea of using blue light is made possible with advancing 
technology and the ability to produce semiconductor LEDs 
with a wavelength of 470nm and high emission, which is in 
the visible area of the blue light. 

II. EXPLANATION 
For comparative analysis and demonstration of the 

applicability of the method, an experimental laboratory device 
for measuring smoke aerosols under real conditions was 
constructed. 

 The installation consists of: 
- Laboratory "tunnel" for test fires; 
- Controller with input for analog signal measurement 3; 
- Optical chambers where the examined optical pairs are 

mounted; 
- Power supply; 
- Oscilloscope for capturing and confirming data from 

photo sensors. 
The laboratory plant for simulating fires is constructed of 

fire resistant plasterboard. It is proportional to the test fires 
room described in the European Standard EN-54-7.
At the top are placed the two test optical devices - the purpose 
of the survey, and on the bottom there is a small hearth where 
the materials that will burn and imitate a real fire will be put. 

An optical smoke chamber is used for comparative analysis. 
The camera is designed and built on a 3D printer. The 
material used is black ABS. In the optical camera, infrared 
and blue light sources and photo receivers are mounted 
respectively. The geometric dimensions are so designed that 
the light emitted does not fall directly or indirectly into the 
photodetector. Fig. 1 and Fig.2 shows a model but the optical 
camera with which the tests were made.

Fig. 1 Optical smoke chamber bottom
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Fig. 2 Optical smoke chamber top

The experiment uses an LL-503IRT2E-2AC infrared LED 
with a selective characteristic.

Fig.3 maximum radiation at wavelength 940nm

A blue LED for the tests is LUB50343 with a selective 
characteristic.

Fig.4 maximum radiation at wavelength 470nm

For both the source of the blue and infrared light using a 
photo detector SFH 203, with selective characteristic. 

Fig.5 Wide spectrum including 470nm and 940nm

The terminals of the optical elements are connected to a 
circuit board that buffers input signals from a dedicated 
controller.

Fig.6 Schematic diagram of an optical meter
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The controller produces pulses for the LEDs and reads with 
an analogue digital converter the values of the photo-current 
generated by the reflected light of the aerosol smoke particles. 
Data from the serial interface controller goes to a standard PC 
input where it can be visualized and processed in tabular form. 
The oscilloscope monitors the levels of the two optical 
elements to control the process and to visualize and confirm 
performance. 

The idea for laboratory tests is to assess the difference in the 
level of registration of reflected aerosol smoke particles in 
both detection types at 430nm and 760nm wavelength, with 
different combustible agents and detection time. 

For the laboratory tests the experimental set-up for three test 
fires according to EN54-7, TF1-burning wood was made. TF1 
is characterized by the rapid burning of thin wooden sticks 
without smudging. The test is carried out in the following 
sequence: the chamber is ventilated, all laboratory instruments
are run, the photodetector is measured and visualized by the 
oscilloscope photometer. This is the starting point of the 
process being measured. 

Place wooden sticks on an electric heater. The heater 
switches on, causing smoldering and ignition of the tree. The 
photovoltaic current behavior of the receiver, which is a 
criterion for registering a fire situation, is monitored.. 

After increasing the smoke concentration, the oscillograms 
Fig. 7,8 and 9 show the increasing photoelectric current, 
which clearly demonstrates the process's efficiency.

The yellow graph shows the pulse output to the LED 
emitter, the blue graphic reflects the receiver's photoelectric 
current. 

The sharp impulses of blue graphics at the beginning and 
end of the rise and fall of the front are parasitic and are not 
taken into account. They are due to transient processes in the 
scheme. The level of the useful signal is measured in the 
middle of the pulse. 

The values of the photoelectric current are received by a 
computer that converts them into dB / m.

Fig.7 without smoke aerosols

Fig.8 a low concentration of smoke aerosols

Fig.9 high concentration of smoke aerosols

For the quantitative judgment of the sensitivity of the 
optical detectors, the term "absorption index" is inserted as 
follows: 

   
[dB / m],    (1) 

 
 

 where: 
d [m] - optical beam length in the measuring chamber 

(maximum 1.1m); 
P0 - the light output, measured without aerosols in the 

chamber; 
P - the received light output, measured when there are 

aerosols in the chamber at the time of commissioning, of the 
fire detectors. 

On this basis, photocurrent conversion is made in dB/m.
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Test results obtained in tabular form are for the graphical 
picture. 

From the table results, the graph is built.

Fig.10 At the same levels of smoke aerosol concentration, 
the optical pair with blue light has nearly twice as high levels 

of the electrical signal

- The top curve of the chart is that of the blue light detector. 
- The bottom curve of the chart is an infrared detector. 

 After building the graph, you can see the advantages of 
the optical pair using blue light to detect smoke aerosols. 

CONCLUSION

The conclusion is that blue light with its spectrum and 
wavelength 430nm reflects most of the smoke particles, 
respectively, resulting in greater sensitivity and signal 
processing capability to prevent false alarm signals, which is a 
drawback of so far used mass smoke detectors. 

The selected optical couple: LUB50343 blue light transmitter 
and SFH 203 receiver have good general characteristics and 
can be used as base elements of an innovative smoke detector.
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HUMAN-MACHINE INTERACTION OF 
ELECTRIC VEHICLE 

Zlatko V. Sovreski1,2, Petr Bouchner,2, Stanislav Novotný2, Misko Dzidrov3 and
Elizabeta Hristovska4

Abstract - The paper provides overview of challenges of driver-
car interaction in modern electric vehicles. Different aspects of 
human-machine interaction are reviewed. Analysis of method of 
driver-vehicle interaction through in-vehicle display and its 
influence on using eco driving modes is provided on the example 
of experimental studies in the field.

Keywords - HMI, Electric Vehicle, Hybrid Car, IVIS

I. INTRODUCTION 

One of the main problems of electric vehicles is limited 
battery capacity and longtime of battery recharge. Unlike in 
case with conventional cars energy management system is 
crucial for EV, where it is not a problem of ecology of 
driving, but it is also essential for general utilization of the 
EV. The range may vary on driving style and driving 
conditions in several tens of presents (for contemporary cars 
the difference is of 100 km). Most of the general rules of eco-
driving can be applied to electrical vehicles too. Similarly to 
conventional cars, the eco-driving techniques may be applied 
in EV: 

- To monitor the fuel use 
- To drive smoothly and mind the traffic ahead 
- Not to use the break and gas pedals aggressively 
- Try to avoid speed oscillations when possible, i.e. on 

highways. Turn on cruise control when possible 
- Not overuse air conditioning 
- Use the air conditioner smartly – not under- or 

overuse 
- Check the tire pressure 
- Not to overload car with unnecessary load and not to 

increase aerodynamic drag like one from the roof 
rack, or open windows 

This problem could also be solved with the help of application 
of automated vehicle systems. 

II. SYSTEMS CURRENTLY IN USE 

According to time scaling by the IEA (International Energy 
Agency), we are now living the third age of electrical 
vehicles. Quite a variety of HMI (Human-machine 
interaction) systems have been developed since the beginning 
of development of electrical vehicles by now. Let us assume 
that vehicle-to-driver (and vice versa) communication can be 
subdivided into display systems (the information displays and 
gauges), starter system, pedaling and charging system. 
Display systems are usually a wide variety of designs. Besides 
the intuitive design, interface needs to provide useful and 
relevant information sufficient to keep driver confident in car
functioning. 

II.1 Different aspects of EV driver-car interaction 

There two main streams in approaches to design. The first one 
pursuing the goal to make the appearance of the systems 
maximally similar to those in ordinary fuel car with 
exploitation of mechanical gauges with arrows where and 
displaying EV systems operation related information instead. 
The familiar appearance makes the interaction intuitive and 
transition from fuel to electric cars more comfortable. 
Placement and manner of delivery of information is to be 
carried out on the assumption of the general knowledge and 
standards. According to ANSI (American National Standards 
Institute) [2] the indicators standardization is not electric 
vehicle specific, general rules for car displays apply here.
Thus, instead of tank fuel level, there is an indicator of battery 
capacity, energy use and recuperation is usually associated 
with the revolutions counter, and navigation display usually 
contains map of refueling stations. The location of the gauges 
is usually as it were in a fuel car (Mitsubishi I Miev, Nissan 
Leaf).Sometimes the gauges location varies, like in Tata Vista 
EV, where the main meter is located at navigation panel place, 
and in Smart for two Electric Drive energy use and battery 
controls are above the navigation panel. Also design of 
indicators can be different (Ford Focus Electric). In those 
systems the information representation differs – battery charge 
can be expressed in percent, in km or in scale value. Another 
approach is quite forward in design, different in location of 
interface components and even uses the external and portable 
devices as in-vehicle display (BMW i3).Most of electric 
vehicles have also a display showing info related to eco-ing. 
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Fig. 1: Examples of EV charging stations: corporate station at 
Transportation Faculty, CTU in Prague (left),Tesla public charging 

station with solar energy source (upper right), home charge station by 
Easy charge (bottom right) 

II.2 Propulsion system interaction 

Due to regenerative breaking vehicle feedback from pressing 
the pedals in EV is different. Vehicle decelerates (with 
possibility to even stop at intersections) by depression of drive 
pedal only and starts on after idling by its pressing thus 
making it possible to drive with one pedal only. There is no 
clutch, to there are only two pedals which can be rather 
inconvenient for drivers who are used to mechanical gear. 

II.3 Audio feedback 

We know the importance of audio stimuli, car engine in 
particular, which is described in relation to automobile 
simulator engine in [3] and [4]– for driver and, in our context, 
also for pedestrians’, cyclists 'and blind people safety. There 
exists quite a variety of possibilities for improvement of car to 
human interaction quality due to possibility of computer 
simulation of car engine sound. Through proper legislation, it 
is possible to regulate the sound volume inside and outside the 
car, solve the problem of sound proofing and make adaptation 
to electrical vehicles in general more gradual. Obligatory 
simulation of engine sound in electrical and hybrid vehicles 
has already been implemented in the USA [5] and in Europe 
and is referred to as Electrical Vehicle Warning Sound. 
According to legislation, the sound (Approaching Vehicle 
Sound for Pedestrians System – Nissan leaf) is activated while 
driving bellow the certain speed (50 km/h or 20 mph range in 
city) and is deactivated at higher speeds, when enough noise is 
generated by tire friction and aerodynamic drag. Being a 
necessary solution for pedestrians’ safety, it does not intrude 
into the car cabin acoustic, which is an asset for driver and 
passengers comfort. Manufacturers of applied systems suggest 
pedestrian warning and in-cabin sound modules, the later can 
be switched on and off with possible volume adjustment 
(Electrical Vehicle Electronic Sound System by EVEESSTM,
Sound Box by S.M.R.E. Engineering etc.). 

II.4 Charging 

In electric vehicles, visual interface is concentrated around 
efficient energy consumption. The basic reason of it is the 
range anxiety phenomena, which is a fear of electric vehicle 
driver to run out of “fuel” and not be able to charge the 

vehicle in time. The network of charging stations is not as 
dense as one of the fueling stations. Users, while switching 
from fuel cars, are to change their habits of route planning.  
The possibility of driving right after refueling is not available 
in case of EV, where recharging takes hours while driving 
electric vehicle requires certain route planning. That is why 
the infrastructure of charge stations is a very important factor 
for convenience of vehicle exploitation. Besides, the proper 
delivery and management of information regarding the 
charging stations is very important as the factor influences 
driver’s route planning. Charging station solutions for EVs are 
proposed by special companies (General Electric, Eaton, 
Siemens etc.) as well as by electric cars manufacturers (Tesla 
Motors etc.) and can be available on the market as public 
charge stations, corporate stations for companies supporting 
the development of green technologies, and for private use at 
homes. The architecture of station can imitate the fuel station 
(public solution), parking spot (corporate and public solution) 
or look like a socket (more or less private solution). For 
reference please see Figure 1. EV battery can be charged 
manually at the station or remotely via existing remote control 
applications for cell phone having your car connected to the 
socket. 

III. RELATED RESEARCH 

III.1 Audio feedback 

Experimental assessment of EV or hybrid HMI has been 
conducted by researchers from Sweden [6]. The selected 
group of participants had no, or little experience of driving 
electric or hybrid car. Goal of experiment what functional 
information should be in EV, how it can be presented and 
what approach of the interface (i.e. traditional, or innovative) 
should be preferred. Both stationary and while driving 
interface testing was performed. Probed were allowed to 
provide comments and opinion during the tests, relevant notes 
were made for analysis. Besides, number of errors and driver 
surveying were collected. The tested systems were: battery 
charge symbol and need of charge, message about limited 
performance of vehicle, eco meter. Two phases of experiment 
covered testing of two different concepts. During the first 
phase the classical (similar to fuel car) approach of HMI was 
presented for testing, while in phase 2 the one was developed 
and enhanced according to the reflections collected from 
participants in phase 1. Interface design changed from 
imitation of classical gauges, location of information changed 
too with moving of speedometer to the left and adding more 
information in the bottom and on the right. The interface looks 
more like battery device interface. During the experiment 
drivers related to information by habit and at first understood 
it intuitively as if they were in a fuel car. Among the 
compared systems were battery charge level, eco meter, 
distance to goal indicator, and readiness of EV electric 
consumption, warnings and some others. The information 
characteristic to EV (or hybrid) only was accepted better by 
drivers in the second phase. While in the first they were 
looking more to where the things should be. The most familiar 
systems in both cases were the battery level, distance to goal 
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(and empty) and speedometer, which is quite understandable 
as the first is familiar from mobile devices and the second –
partially, from navigation system interfaces. 
Don Norman in his book specifies for basic principles of 
development of sound of electric cars and hybrids: it shall 
convey an alerting function (vehicle is somewhere near), it 
shall serve for orientation regarding vehicle direction of 
movement, it shall not be annoying and it shall be designed in 
the terms of certain standards so that it is able to be 
interpreted as a car sound in relation to the term of 
skeuomorphic [7]. 
Cooperative research by a Laboratories Vibrations 
Acoustique, INSA-Lyon, France and Institute für 
Psychologies, Technische Universität Darmstadt, Germany 
was made to compare sound perception by sighted (100 
participants) and blind people (53 participants) of diesel and 
electric car sound [8]. Nine variants of electric car sound were 
proposed to propends. The task set for participants was to 
determine from which direction the vehicle was coming in 
pedestrian crossing in dry and rainy weather (rain sound 
added) with traffic noise simulation. Better results in response 
time of vehicles detection were detected in dry weather, and 
for EV some respondents could identify the approaching car at 
unsafe (under 7.5 m) distance. There was not a big difference 
between responses of blind and sighted people. 

Visual interface for electric vehicle Efficiency of interface in 
motivating driver for eco-driving can be assessed in 
laboratory with the help of vehicle simulator. The emissions, 
pedals use, acceleration/deceleration can be measure in 
simulated driving environment.  
One of the proposed approaches described in [9], where a 
system providing static and dynamic feedback is developed. 
The system will provide voice notifications (warnings) when 
driver is not driving in eco-mode and driver will be given 
recommendations on driving after the measurement. In 
experiment five non-eco types of driving were predefined: 
rapid acceleration and deceleration, high engine revolutions 
rate, high speed with high amplitude on highways or freeways 
and idling while being parked. Visual interface of the 
proposed system indicated CO2 emissions. The experiment 
results showed decrease in CO2 emissions. There were three 
tests run, both static (3.43%) and dynamic (5.45%) feedback 
showed CO2 emissions reduction.

Fig.2: Proposed eco-driving mode notification [11].

Another research proposes interface with notifying driver 
about eco related information in trucks (Figure 3) [10].In this 
experiment drivers were testing a notification system and 

were to evaluate the kinds of notifications. The design of 
experiment was to identify which of the presented information 
was found useful and helpful for the drivers. There were two 
types of information on display – permanent (average fuel 
meter, speed guidance, acceleration/deceleration guidance, 
and coasting guidance at crests and changing (speed, feed
forward advice and performance feedback indicating how well 
the driver performed in the last event (the stars and text under 
the speedometer). After the experiment drivers chose the most 
useful among the presented information – see Figure 4. 
Other than visual types of notification have been tested by 
[11]. There were three systems proposed: Two hap tic 
accelerator pedal systems (hap tic forced and hap tic stiffness) 
and one multimodal visual–auditory. The system suggested 
information about fuel efficiency and position of acceleration 
pedal. Depending on the section speed limit, probed were 
advised to select acceleration pedal position angle: increase 
(15% depression), decrease (0% depression) or maintain their 
speed (7% depression) – see Figure 5 for reference. Three 
system notification types showed comparatively similar 
outcomes, where all systems have successfully improved Eco 
manner of driving, with the only difference for deceleration 
with hap tic force system, which was more efficient. Visual-
vocal interface was considered more loading by the drivers’ 
subjective opinions.

Fig. 3: Permanent and changing information about eco-driving [10]. 

Fig. 4: Notification selection by propends. [10]. 

Fig. 5: Acceleration pedal advise in [7] - left is insufficient, right is excessive, 
middle is normal. 

IV. CONCLUSION 

Motivation of eco-driving is proved to be efficient method of 
overall driver awareness of necessity for driving smartly, save 
natural resources and decrease contamination of the 
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ecosphere. Real-time dynamic feedback appears to be more 
efficient method for motivation of eco-driving. Efficiency of 
notification and study of the target audience of such systems 
is very important. Average consumer on a vehicle market will 
be found to be used to classical outline of the in-vehicle 
system interface. For many drivers over 50 the visualization is 
found to be unclear or distracting due to vision issues with 
age. That is why it is important to perform sufficient research 
on visual design and representation of useful information: 
more types of notifications (like hap tic an acoustic) shall be 
considered for design by car manufacturers. 
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Real Overview on Implemented p-FMEA Methodology in 
a Real Industrial Entity after a Year from the last Follow 

Up
Ivo Kuzmanov1, Roberto Pasic2, Zore Angelevski3, Ilios Vilos4

Abstract –This paper presents only a part from a real overview 
which presents an implemented p-FMEA into industrial entity 
after a year of its real implementation and usage on a daily base.
The entity is a key player into the production of hot stoves in the 
country and one of the key players into the Balkans. The reason 
of this research is because of the extensive application research 
and also an implementation effort made, over the year which 
gave a real productive and profit benefit to the industrial entity. 
So, the data presented into previous papers presents the real 
benefit from the implementation into the years 2017-2018, and 
this paper is an overview which presents what happened with the 
company and the implementation process after a year since the 
last follow up, when the expert influence was done. The main aim 
of the paper is to present the real benefits of the p-FMEA as a 
method, but also to present what really happens with companies 
when the collaboration with an expert is done, or when the 
company doesn’t understand the real benefit from the same one 
as a key method for quality improvements.

Keywords – p-FMEA, production system, Quality Assurance,
Quality Control, overview.

I. INTRODUCTION

The basic aim of the paper is to present a second follow up 
on a previously implemented FMEA into an industrial entity 
from North Macedonia. The same one works into the metal 
cutting industry, or to be more precise the same one is one of 
the largest producer of hot stoves and fireplaces for home use 
in R. North Macedonia, but on the same hand one of the key 
players in the Balkan market for years. One of the key 
elements which presents in best light the industrial entity, is 
the fact that this one is one of the key players in the market of 
fireplace and hot stove production in the Balkan area since the 
90ties, and has a constant production more than 60 years with 
a small stagnation of production processes during the period 
of 90ties. At this stage the company has made a real 
investment into the machinery over the past 10 years and 
became one of the key players into the market, but on the
other hand has seen the bad side from the concurrency which 
produces stoves which work on pallets. Still one of the key 

points that represent this company as a real market player is 
that the same one has a tradition over 60 years, and has a 
constant production on new products (fancy ones) for the 
market. On the other hand the industrial entity has unique 
capability – to produce as much as the market demands 
because of its machinery investment and also because of the 
market role and cooperation with raw material producers. One 
of the key positive points at this stage is the number of 
produced pieces and the number of employees for this kind of 
producer which makes the company one of the key player into 
the Balkans, maybe even more – because there is a situation in 
which some companies buy products from this company and 
then sell them to foreign markets. When we are talking about 
the benefits or the positive sides from the company we must 
say that they use several CNC machines in several key 
production stages which bring the company real production 
benefits and a competitive advantage, but also a productivity 
which is quite bigger than the competitors. 

But, so far we just present the positive side of the company. 
Now the market is changing from minute to minute, so the 
production of hot stoves and fireplaces is fearing a worldwide 
change – at first the demand of governments and regulative to 
influence on reduction of pollution, but also to compete with 
producers which produce stoves that use pallets as a fuel
(trend at the market at the moment). So the company is facing 
real market turbulence and all of the efforts are up to the line 
to solve or to find a new product or a new market which will 
save the company profits. This is the main reason why this 
research was done and why the same one is at this stage.

So, in this point the main important thing is that the real 
implementation of the FMEA method was made and the real 
benefits into the year 2018 were with the following benefits: 
less waste materials in production stages, financial benefits, 
mind change, real management commitment, significant 
reducement of non conformities, implemented problem 
solving techniques on a week level, less production expenses 
etc. As well as the FMEA was implemented on a daily and 
month stage also  significant reduce of waste materials were 
detected, significant quality improvements were detected, 
significant reducements of expenses were detected, but also 
bigger profits and ideas from the internal workers were 
spotted. 

But the market had some significant changes during the 
year 2017 – 2019 and now the company is facing some 
problems such as: global market is changing from a day to 
day, there are some demands from the authority about the 
pollution, the mindset of the customers is changed and 
everybody is looking for inverters (as electricity heating) or 
stoves that work with pallets (as a less pollution and easier 
way of heating). So, the company and its management is in a 

1Ivo Kuzmanov is with the Faculty of Technical Science at the 
University St. Kliment Ohridski Bitola - UKLO, Bitola 7000, R. 
Noth Macedonia, e-mail: ivo.kuzmanov@tfb.uklo.edu.mk

2Roberto Pasic is with the Faculty of Technical Science at the 
University Kliment Ohridski Bitola - UKLO, Bitola 7000, R. North 
Macedonia

3Zore Angelevski is with the Faculty of Technical Science at the 
University Kliment Ohridski Bitola - UKLO, Bitola 7000, R. North 
Macedonia

4Ilios Vilos is with the Faculty of Technical Science at the 
University Kliment Ohridski Bitola - UKLO, Bitola 7000, R. North 
Macedonia

333

Ohrid, North Macedonia, 27-29 June 2019



situation where they are facing a change management 
solutions and the FMEA method is not on the top 
management strategic key points. 

That is way the papers is done, as a result of an extensive 
research done into the same entity, just to see what really 
happened with the implemented FMEA method from one 
hand, but also to see what happened with the company when 
they face change management. So, the starting hypothesis 
from this point of view is that there will be some bigger RPNs 
on the same criteria’s and that the level of quality of the final 
products will be not on such high level as into the year 2018 
regarding that the company is facing some problems. 

At the end of this part it’s more than important to say that
there were several papers published previously, but also the 
team is working on several similar project in different stages, 
from implementation, to follow up, to the stage where the 
same one has no benefits due to several issues. 

And another key point at this stage is that from the 
beginning phase of the implementation there was a 
multidisciplinary team which was working on this project 
(conducted from different persons – university professor, 
managers, different shift managers, workers from different 
work departments, workers from the warehouse and even an 
customer), then the first follow up into the year 2018 was 
done only based on a daily work from internal team members 
from the company when the same one was still a part from the 
strategic plans of the company, and now at the end we have a 
situation where there is a second follow up or an overview 
when the team should be working with this method but we 
will see the results in the following paper.

II. SHORT OVERVIEW OF THE FMEA
METHODOLOGY – WHAT IS IT AND WHY THE SAME 

ONE SHOULD BE USED

The presented method used at the initial research and used 
after the same one on a daily base (or in some cases used 
monthly) was the FMEA methodology. We should consider at 
this stage it is a thing that must be presented, so the readers 
could get a real picture about the method which was 
implemented and was a part of the daily activities in a large 
period of time (since 2016 till the end of the year 2018). On 
the other hand the same one was used as a p-FMEA or so 
called process oriented Failure Method Effective Analysis. So 
that really means that the method was used to specific process. 
At this stage it is more than important to present the same one 
and its real meaning so that we could see what are the real 
benefits of the same one, what was achieved in the past period 
into the company and at the end because of some reasons 
(market and customer ones) what is the situation in the 
moment. But at first in the following part of the paper the 
basic information of the FMEA are presented at first.

FMEA as a quality control and quality improvement 
oriented method is a worldwide known and recognized by 
companies as a method which will improve the quality, will 
reduce the problems, will deal with spotted problems but 
primarily is used for detection and analyses of potential non 

conformities. Also the same one is known as a method for 
systematic detection of potential production problems, non-
conformities and errors, but also as a method that creates 
potential solutions for the spotted production problems 
(related with raw materials, production, machinery, people, 
documents flow etc.). So the full method name is worldwide 
known as Failure Mode Effect Analyses. There are some 
modifications depending on the stage the same one is used as: 
p-FMEA or product / process FMEA, d-FMEA or design 
FMEA. But the general idea of the same one regarding in 
which stage is used is for:

Detection of potential design or production 
problems which has a significant influence to the 
system, to the quality, to the work effectiveness 
and in total to the overall system productivity,
Evaluating the potential and spotted problems and 
effects of each spotted and even detected problem 
/error or non conformity and their real or potential
influence to the system. But also the same one as a 
method evaluates the influence over the elements, 
production stages, functions, sub processes and 
subsystems. 

So in this stage we could conclude that the people that deal 
with quality and productivity will consider the implementation 
of a huge amount of methods such as: QFD, FMEA, FMECA, 
OEE, SPSS, SPC, ABC, KANBAN, KAIZEN, JUST in TIME 
and several other methods. But, the most competitive thing of 
the FMEA method among other methodologies is that the 
same one is build up and based on a team work (although 
several other are as well) and that the same one is the most 
commonly used one for continuous improvements based on a 
constant usage of the same method. The improvements could 
be spotted in all of the production stages from the raw 
material department, try pre-production stages, try production 
stages on each machine, till the final product and post selling 
processes, seen as improvements spotted by the customers as
well. It’s a situation where the entity (the team which is 
working on the same one, but also every other employee)
could spot all of the potential non-conformities, could 
evaluate the same ones, could divide the non-conformities to a 
priority or no priority ones at that stage for the system, but 
also could provide a process of several alternative actions 
which could reduce the influence of the same ones to the 
system. The provided alternative actions are also a thing that 
will be evaluated during the future FMEA processes and 
evaluations so the team could see if the same one brought a 
real effect to the process. 

The implementation and the working approach of the
FMEA method is based on a team work, process of evaluation 
of the system (but a real one – regarding how bad is it in that 
stage), and after the same ones (as activities) process of 
creation of real tabular views which actually are a multiplied 
numbers from three relevant factors. At this stage this tabular 
views are maybe one of the key elements why companies use 
this method, because the same one presents a real overview of 
the problems related to the production stages.
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So, the key elements (factors) are the following ones: the 
Severity, the Occurrence and the possibility for Detection. 
Actually the multiplication brings the team the RPN number 
(Risk Priority Number) which could be aimed by the 
following formula:

RPN = S (severity) x O (occurrence) x D (detection)

Each of the main criteria’s (the severity, the occurrence and 
the detection) could be in a scale from 1 to 10 and could be 
precisely read from generated tabular views. At this stage, at 
first a worker with a real understanding and a real experience 
is a must have as a person to the FMEA team so that a real 
benefit is aimed from the method.

The multiplication of the three key factors could give the 
team a highest RPN number up to the number of 1000 (which 
is a situation that nobody wants). So, the final thing that is 
worth to mention is the solving approach, which is also one of 
the key things why companies choose this method. Actually
every team could find another solution for maybe the same 
problem, but the priority of the tasks is according to the RPNs. 
A higher number means a preventive action which should be 
taken as soon as possible. 

The implementation of the FMEA in real industrial entity 
actually means that the following steps should be taken:

Team creation
Defining TIME for implementation
Defining place for implementation 
Creating a structural, functional and non-
conformity analyses
Defining RPNs for each problem
Defining potential solutions for each problem
Realization of the recommended steps for each 
problem
Additional monitoring 
Continuous improvements
Implementing PDCA cycle (plan-do-check-act)
Monitoring of the process
Doing thinks from the beginning so they could 
achieve smaller RPNs

III. PRESENTING THE COMPANY AND THE 
PRODUCTION STAGES INTO THE SAME ONE

At this stage because it is a company that has more than 3 
year experience (at first non formal – only as a pilot project, 
but at the end as a real method used into the same one) it is 
more than important to present in short term the same one, it 
capabilities and also to present only a small part from the 
production stages. So, the same one is a company that has a 
market share and experience in the hot stove and fireplace 
production more than 60 years, and has been to different 
stages. From state one till 100 % private one. But during the 
period especially in the period from the late 80ties till the 
middle of the 90ties it has a significant reducement of the 

production and had a period when even the same one has been 
under a key. Then since the same one changed the property 
from state to a private one, and since the market demands 
were to get a quality hot stove that will last, it has a process of 
transformation and after a lot of investments especially into 
the CNC machines and automated processes, has became one 
of the key players on the market, as well as into the Balkan’s. 
Now there is a situation in which more than 150 employees 
are a part of the production processes, with more than 20 
different products on the sale line. 

But what is more than relevant in this key stage (year 
2019), and because of the regulations and customer changed 
demands, the company has a “bad period”. This is a situation 
mainly because of the upraising demand for pallet stoves and 
inverter technology as a new way of heating. Even in some 
parts a gas heaters are a main heating during the winter 
period. So in that situation the company is facing a situation in 
which the demand is reducing, so all of the activities are on a 
different level. Even there is a consideration to reduce the 
number of employees. So that situation is mainly interesting, 
because at the stage 2017-2018 the company was using 
FMEA and was enjoying the benefits from the same one. On 
the other hand now we have a situation in which the 
company’s strategic goals are completely different. So, that 
was also one of the main points why this paper is written. 

And before we present what really happened in the past 
when the FMEA was used, and what is happening now, we 
should have a real picture about the sub processes into the 
production stages of the company. So the same ones are the 
following:

Consumption (process of buying) raw materials
Quality control on the raw materials
Placing the same ones in a warehouse
Segmenting the raw materials 
Process of cutting (using small and large scissors) 
Quality control
Making appropriate holes to the material
Using hydraulic presses
Delivering the final product (semi product) to 
another process

Generally this is only the first process into the industrial 
entity and according to the production plans the same ones are 
used for the production in production stages and then as final 
products are placed into the warehouses for final products 
before selling the same ones. 

On other hand just to use the same approach here into the 
overview as into the follow up and the first implementation of 
the p-FMEA into the production stage the same production 
characteristics were also taken under consideration. So 
everything is the same just in a mater to get a real picture what 
is happening. The following characteristics were taken into 
considerations:

Methodology of work 
Documents used for planning the work (work 
orders, customer demands) 
Machines – same ones as before
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Raw materials and other materials used while 
production (same raw material producers)
Human factors (employees) – with some changes 
(some of them from before are retired, some are 
gone – or find another job, but also we have some
new employees)
Measurement instruments (some of them aren’t 
calibrated at the moment and at this stage is a 
problem that was seen immediately)
Work conditions (in different shifts) – there are 
some modifications as well regarding the new 
employees
Customer demands (some are the same, some are 
new, and also there are customers which are trying 
to get a lot of discount because of the previous 
mentioned things)

So, having in mind that all the same characteristics were 
taken under considerations, but changes were spotted 
immediately, even ones which will have a bad influence to the 
production stages, at first we get an impression that the FMEA 
will have worse RPNs then before. In this stage especially 
human factor and measurement instruments were the first 
thing that we spotted and that could or should be a part of the 
new FMEA. But this time, the time necessary and given for 
creation of FMEA matrix was quite shorter especially because 
the management was considering getting more and more 
products at same time (shift) so they could get a lower price of 
the product. That was one thing more that was a problem. 

Also during the last FMEA there was a company 
consideration to switch a part of the production processes so 
that they could produce pallet stoves, but over a year, nothing 
happened. And at the end we had a situation where it will be a 
must do for a shorter period of time. That is also a problem. 

At the end the first impression is that we had a company 
where in a year period of time, a lot of problems accrues, and 
maybe the FMEA method could provide solutions if it is used 
again. 

IV. PRESENTING THE RESULTS FROM THE 
OVERVIEW

This is the main part from the overview and the presented 
paper. In this part of the paper we should once more present 
that this paper presents a small segment from an extensive 
research done in several parts since the year 2016 till 2019. So 
in the first period of time we had a situation where the subject 
was working on a daily base but without FMEA method, then 
a part when the subject started to use the method, then a part 
where the subject used FMEA on a daily base, and now 
finally when the same one is not used. So, previous published 
papers represents the real situation in each stage, but this 
paper takes into consideration the last tabular views (in a 
moment of active use of the p-FMEA on a daily base) and the 
real situation at the moment (February 2019) when the subject 
due to various reasons is not using the same one. 

So, we could get a real picture about the situation and the 
real benefit from the FMEA method as a quality control 
method, but also a strategic one, we have done also a FMEA 
process in the present time so we could compare what 
happened. 

Also on other hand so that we get a real comparison, 
regarding the subject, we used the same process as before (in 
which in the past FMEA was used). We took under 
consideration the process – Transferring done pieces to 
warehouse, as a sub process which is quite important for the 
production and even for some processes is the final process. 
So we could compare things we have shown two tabular 
views. The first one is also presented into previous published 
papers but is a starting point from which we could get a real 
picture what really happens when the process is under p-
FMEA. Also this tabular view num. 1, shows us that even 
then some side effect happened. 

TABLE I
PRESENTING ONE PROCESS UNDER FMEA

FOLLOW UP POINT IN YEAR 2018

PROCESS POTENTIAL 
FAILURE

NUS
EFFECT

RPN

Transferring 
done pieces to 

warehouse

Damaged 
piece

Replacing 
time 

sequences 
which are 
long, but 

compared to 
previously 
far more 

faster

10

Long time 
required for 
transferring

Production 
delay and 
free work 
force with 
nothing to 
do at the 
moment

30

Conditions 
which are not 
appropriate 

for the 
product into

the warehouse

Damaged 
piece which 
has passed 
all of the 

production 
stages

6

Seeing this tabular view, we could say at first that although
FMEA is used, some mistakes are spotted, but if compared 
with previous we could say that the benefits were seen in 
reduce which was more than 50%.

On the other hand, after the overview we made another 
table which is presented as following in which we could see 
that there are a lot of mistakes (more even than the past) in a 
moment when the company decided not to use the FMEA 
anymore.  So, we present the table as well and if seen and 

336

Ohrid, North Macedonia, 27-29 June 2019



compared with previous we could conclude that the real 
implementation of the p-FMEA on a daily use brought a lot of 
benefits to the company in the past. Now we have a new 
situation and if we see the tabular view num. 2 we could 
conclude that a lot more problems we have in present time.
Also if we compare that situation with the situation in which 
the company is in the moment, we could say that the company 
is not facing only market problems, but also internal problems 
that could be seen as loss of raw materials, loss of final 
pieces-produced ones, loss of quality (non conformities) and 
finally loss of money (loss of profit). Now, before we could 
present even more, first let’s see the tabular view num. 2.

TABLE II
PRESENTING FAILURES AND REASONS WITH APPROPRIATE RPNS

PRESENT TIME – YEAR 2019

POTENTIAL 
FAILURE

NUS
EFFECT

REASON RPN

Damaged 
piece

Replacing 
time 

sequences 
which are 
long, but 

compared to 
previously far 

more faster

Mistakes 
made by 
workers 

while 
transferring 

the 
materials

80

Long time 
required for 
transferring

Production 
delay and free 

work force 
with nothing 
to do at the 

moment

Transport 
equipment 
which is 
old, OR 
THERE 

ISNT ANY
Workers 
who are 

only 
standing and 

not doing 
anything

120

Conditions 
which are not 
appropriate 

for the 
product into 

the warehouse

Damaged 
piece which 

has passed all 
of the 

production 
stages

Old building 
which was 

renovated in 
the past, but 
not as they 
should be 
renovated

100

Workers who 
do not what to 
do even when 

they are at 
working 
places

Damaged 
pieces in 

production 
processes

Not enough 
training for 
the workers, 
or no team 

leader 
appointed

40

New 
employees –
almost every 

week there are 
new 

employees

Damaged 
pieces in 

production 
processes

Not enough 
training for 
the workers, 
or no team 

leader 
appointed

60

If we compare both tabular views presented, we could 
immediately conclude that there are a lot more problems than 
before in present time. On other hand because FMEA matrix 
was really done but in short time, just to compare the things
and to present a real picture (how was in the past – how is 
now), and if we just compare the RPNs we could see the 
problems. Here we must say that maybe some of the problems 
which occurred are not presented, because the lack of time to 
do a real matrix again – It was a rush up, regarding the 
management decision that they should produce regarding to 
spend time for such activities. But, if we just see the RPN
numbers, we could conclude that things happen more often, 
with a larger influence to the system and to the processes. On 
other hand there is a situation where nobody is taking care if 
these kinds of things could be prevented. And some of them 
really can be prevented.

Also another relevant information from before is or to be 
more precise are the previous activities which were just an 
idea how things could get better. This data are also presented 
in past papers. Having in mind that some activities were 
selected as a real must do for the entity, and a lot of time was 
invested into that process, we could conclude that there are a
lot real problems in this subject at this stage. But first to get a 
clear view, let’s see the previous things which were selected 
as a must do (in the year 2018 for the following period). They 
were done in a better time, a time when the company used the 
FMEA on a daily base. So here they are:

Training for the workers especially for the process 
of transferring
Special two week training activities for the new 
employees in each case
Quality check done by workers on direct machines 
as a pre-process, actually before they start to use
raw material (piece by piece)
Generating workers which will be responsible for 
the transfer of materials (to know which worker is 
the one in charged for such an activity)
Buying new equipments for a safer and faster 
transfer of the materials (forklifts etc.)
Replacing the older transport equipments – the 
ones that they have at the moment (not automated 
processes)
Follow up after doing the same ones

So if we see just the things presented previous and see what 
is happening at the moment there are some things which 
should be done, so the company could have a significant 
improvement into processes such as:

Special training activities for new employees (each 
worker depending the job position to have 
different training)
Creating a model for cooperation with workers -
which will keep the workers into the company
Showing what is happening into processes
(gathering data which will be really analyzed by 
the managers and some actions will be taken)
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Buying new (or used, but in good condition) 
transport equipment (especially forklifts –
electrical, on fuel and hand forklifts)
Quality check in each stage (worker will be the 
first check point before and after work activities)
Improving for workers – in term to get a higher 
and better paid work positions – as a general 
motivation to keep them into the company
Creating a short term strategy with to do activities, 
deadlines and responsible persons
Creating a strategy which will transfer the 
production into some new and more attractive for 
the market (stoves which will work on pallets –
especially because the company has the equipment 
and the potential for such a big step)
Repairing a part of the warehouse and using the 
same one for the done pieces (creating small 
modern warehouse)
Creating a work flow without a warehouse
Generating PDCA cycle in each production stage

In this case, step by step with the predicted actions, the 
company will get benefits in future. There are still some 
investments that should be made and which will be a 
significant financial cost at first, but seeing the final result it 
will be a long term benefit, and the same one will return as a 
profit on long term base. Maybe the first things to do are: to 
get a new or used but in good condition equipment (especially 
forklifts), to find a way to keep the workers and to motivate 
them, to create a work flow without a warehouse and to make 
quality check in each stage so the non conformity is less and 
less in stages. 

This will be a something that hopefully will be followed 
into the future, and some future possible publications could be 
prepared as well. It’s quite interesting to see what really will 
happen.

V. CONCLUSION

This paper is only a small segment from a real overview 
into industrial entity which had a real benefit from the 
implementation of the p-FMEA as a method and now due to 
several reasons has a situation where not only the same one 
has not significant benefits, but also is in a situation where the 
same one should consider its future. So, because the paper is 
only a small part from what was really seen, researched and 
really done into the company, maybe in the future some other 
publications will come from this paper and the overview done. 
But the main point of the paper is to present that the 
implementation of FMEA as a method in a full production 
stage and a real market share with customer demand is more 
than real, and also with real benefits. At this stage we could 
say that the entity had benefits is several different ways: from 
production savings in a matter of raw material, till effective 
production, till maximization of profits made as a benefits, till 
enrollment of worker ideas in every production stage, etc. But 
only one moment (changes into the regulations, market 

changes and also customer needs changes) could influence on 
the implemented p-FMEA and also on the key strategy for the 
future. So that situation could turn over the “management 
eyes” to a complete new way of seeing things, and change the
company way of doing things from a company where “future 
methods” are everyday activity to a situation where the 
company is considering only about the company’s future and 
cares only about profits (if any).

So, this is one good example (maybe a bad one in practice)
of how a real implemented FMEA method with benefits could 
be set as a non relevant method at the moment, regarding 
market changes. But on the other hand there is also the 
moment where the company should buy new equipment and 
where the company should change the main products if they 
want to have a market share, so the FMEA method from 
implemented will come to a stage non relevant, and again 
(hopefully) in future maybe will come to a situation where it 
will have a key role in industrial processes. That is maybe a 
thing that should and could be followed up, and from which 
several new papers could be published in future. 

At this stage, from this example, we could conclude that the 
FMEA method and its implementation and benefits are a thing 
that is complementary with the way of doing things for the 
company, but also with the market share at the time. So, when 
the company has a real market share and incomes, methods 
could be implemented, but when there is a situation in which 
the company has market share problems, the future of the 
company and the profits are the priority things – so that is 
everything that is talked about in future. At the very end of the 
paper, a future research into the subject could get us to new 
similar publications. 
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Approaches and principles of building functional-
sustainable ergatic systems 

Zoya Hubenova1, Filip Iliev2, Antonio Andonov3 

Abstract – The subject of this article is to carry out analysis of 
the risky information systems and the problem of their 
functional sustainability. The research is related to the modeling, 
forecasting, and control of highly responsible critical processes in 
large artificial systems. Such control is related to the concepts of 
information, organization, functioning, and purpose. An 
approach towards building a control strategy in risky ergatic 
systems based on the principle of functional homeostasis is 
shown. 
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Operator 
 

І. INTRODUCTION 

At the present stage of the development of society in 
today's techno-sphere, large ergatic systems acquire global 
distribution and dominating role. They are characterized by a 
wide range of self-organizing capabilities, behavioral 
freedom, a great deal of internal information and memory. 
Tendencies towards increasing scale and complexity of the 
technical systems grow. For example, development and 
creation of such systems as large-scale transport, energy, 
aviation, and others are associated with consuming huge 
amount of resources having been exploited for the lifetime of 
a whole generation and even further. Essential properties of 
such complex systems are conflict liability and low 
predictability of consequences, which is often unrecognizable 
and yields risky conditions and crises. These can evolve into a 
possible and constantly developing conflict occasionally 
related to catastrophic consequences. 

The ergatic systems (ES) are a set of a large number of 
hierarchically dependent complex subsystems comprising 
teams of people and technical means of a certain degree of 
organization and autonomy. Particularly, the ES are brought 
together in accordance with the current hierarchy of objectives 
through the means of organization, while, commonly, the ES 
are combined through energy tangible assets and information 
relationships in order to provide purposeful functioning of the 
system as a whole [1, 2]. The means of organization include 
control nodes the decision-making process takes place in and 

actuators turning information about decisions taken into 
actions which in turn are aimed at achieving the control 
objectives. Generally speaking, in these systems, both control 
nodes and actuators can be complex man-machine complexes. 
For the purpose of quantitative analysis of large systems, it is 
necessary to formalize and evaluate all components included 
in the definition of large systems, i.e. degree of organization, 
hierarchy of objectives, information, autonomy, relationsships 
between man and machine within the control nodes [3, 4]. The 
ergatic system, in accordance with the objectives of 
functioning, must provide for the fulfillment of matter-energy 
processes. However, its integral functioning, development, 
and existence are determined by the processes of transmission, 
processing and transformation of information. 

The process of informatisation is accompanied by a 
widespread dissemination of information-seekers, advisers, 
designers and other systems that have already entered into 
different areas of human activity. The constantly increasing 
need of processing the growing amount of information 
automatically, the development of computing techniques, and 
the activating role of the man as an element of complex 
ergatic systems, make it necessary to investigate further so as 
to increase their effectiveness. The purpose of this article is to 
propose a conceptual-evaluation apparatus that forms the 
principles of building functional-sustainable ergatic systems. 

 

ІІ. RISKY INFORMATION SYSTEMS AND A PROBLEM 
FOR FUNCTIONAL SUSTAINABILITY 

As a result of extensive society informatization, the risky 
control functions are placed under the surveillance of 
automated systems. This process gives rise to the problem of 
providing the functional sustainability of complex ergatic 
systems using hybrid human-machine technologies for 
information processing. [5]. It is of immediate relevance, 
therefore, that the problem of automated information systems 
providing proper functioning of the control systems should be 
characterized by: presence of risk in solving functional tasks, 
territorial and information distribution, concentrating of 
restricted access information, use of biological and electronic 
technologies for processing information, semantic 
accessibility for information impact, time constraints of the 
control cycle, and others. These properties determine the 
complexity of technological processes for information 
processing and the potential danger of violating their 
functional sustainability. 

Therefore, automated information systems can be 
considered to be a component of risky control systems. This in 
turn lets the systems be individualized as a class of risky 
information systems demanding strict requirements to be met 
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in terms of the functional sustainability. These requirements 
are due to dangerous consequences that may arise after 
functional failures. Again, the risky information systems are 
allowed to be defined as a class of ergatic systems 
implementing information processes in risky control systems. 
The risk itself boils down to potential danger of impairing the 
systems’ functional sustainability for full or partial system 
failure yields significant economic, political, military, 
ecological, moral and other losses. 

Functional sustainability can be defined as a property of the 
risky information systems, expressing their ability to 
implement certain information functions (processes of 
information processing) under conditions of external and 
internal destabilizing factors. The criticality in this case is 
characterized by the high level of information risks depending 
on the amount of damage the information system 
destabilization might lead to [6]. 

 

ІІІ. ASPECTS OF THE SYSTEM-INFORMATION 
ANALYSIS OF THE FUNCTIONAL SUSTAINABILITY 

OF RISKY INFORMATION SYSTEMS 

Providing for functional sustainability of the information 
systems used in risky applications is a complex problem 
requiring working out systematically a solution of interrelated 
tasks related to development of theoretical positions, methods 
for automatic modeling, and analysis of complex systems. All 
this makes it possible to take the systems apart, to build 
reliable models of the information architecture and the 
information processing, to define requirements for the 
functional sustainability to meet, and to evaluate its 
implementation. Methods for system-information analysis of 
the functional sustainability include the following three steps: 

1. An initial step appears to be study of information 
structure of the system under consideration. As a result of this 
step, main levels of the control hierarchy and related 
information streams are distinguished. 

2. The next task of the analysis is essentially a matter of 
determining functioning purposes and building a relevant 
hierarchy. The quality of functioning depends on the 
fulfillment of certain set of criteria. The assigned objectives 
are actually images of parameters and criteria in the system 
state space, in which the system functioning is being 
monitored and the control commands are being applied. 

3. Main goal of the analysis is development of a 
summarized criterion that make it possible to assess the 
system functional sustainability. 

At the presented material, the degree of uncertainty 
(entropy) of the system’s functioning in terms of defined 
purposes is proposed to be used as a generalized criterion. In 
this way it is possible to report all system states related to 
purposes, and also to determine the probabilities of occurrence 
of different situations [7, 8]. In this sense, formation of the 
control structure ensuring functional sustainability will be 
reduced to distribution of information resources in risky 
information subsystems between the possible situations within 
the big system, i.e. between a finite number of possible 

situations, determined by significant changes in its properties 
or changes in the environment. In doing so, the search for a 
solution boils down to how optimally one can allocate the 
information resource between the baseline situations 
determining the main modes of functioning and the risky 
situations. The latter, in case of improper control and adverse 
conditions, may evolve so as to yield loss of functional 
sustainability, i.e. termination of the system existence as a 
whole. 

Risky information systems are self-organized ergatic 
systems, characterized by the presence of technological areas 
with automatic, automated, and intellectual control. The last 
circumstance considerably complicates the analysis in the 
problem area, for the properties of functional sustainability are 
ambiguous in relation to information systems with different 
levels of complexity of the structural organization. 

One of the most promising approaches used during building 
management strategy in risky ergatic systems is based on the 
principle of functional homeostasis, according to which: “Any 
system which is under the impact of other systems has the 
property of preserving, within certain limits, a set of 
sustainable functional behaviors in solving its own private or 
common tasks.” [9, 10]. Researches in this area show that 
homeostasis is an integral concept describing the structural 
organization of systems. This organization is characterized by 
a high degree of internal freedom which permit the system's 
resources to be used rationally so as to achieve purposes in 
terms of the external uncertainty. This complex structural 
organization of homeostatic systems covers the following 
aspects: 

- purposes of control; 
- a process of purposeful functioning; 
- the system as a loop of a homeostatic control. 
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Fig.1. Homeostatic plateau 
 

The essence and purpose of homeostasis is to provide 
constancy of the internal parameters of each system, the 
preservation of its integrity, and ability to survive in a 
dynamically changing environment. Then, functional 
sustainability of the system class under consideration can be 
defined as a dynamical equilibrium within the tolerances of 
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the homeostatic plateau (Fig. 1). The inconsistency between 
the subject and the object of the control effect getting the 
system out of the borders of this area, yields functional 
instability and information destruction of the system. This in 
turn produces an inability to adapt or modify the target 
function of the system as a result of global structural 
reorganizations. 

Homeostatics is formed on the verge of various sciences 
and disciplines such as informatics, system analysis, biology, 
medicine, psychology, philosophy, artificial intelligence, 
economics, ecology and etc. The essence of homeostatics is 
studying the mechanisms of hierarchical control of complex 
systems providing constant vital functions, parameters, and 
modes of the development. It should emphasized that 
homeostasis is interpreted differently in cybernetics and 
homeostatics. In traditional cybernetics, in terms of purposes, 
homeostasis is seen as some stable control of the object state. 
It is provided by the fact that any difference between the 
controlled target state and the control goal is made up for by a 
negative feedback. In homeostatics, the homeostasis is seen as 
a dynamical constancy of the parameters, functions, and 
modes of development of the controlled object in the course 
of the purposeful or the unintended existence. This dynamical 
constancy is maintained at the expense of managing the 
internal contradictions existing or incorporated in the object. 
Maintaining homeostasis is performed in the hierarchical 
control structure consisting of three control loops, as the 
purposes in two of them is contradictory which is why they 
are targeted by the third control loop. A homeostatic system is 
a system that consists of a controllable and controlling part, as 
the latter appears to be a homeostasis. The homeostasis is a 
structure of control of material objects containing straight, 
inverse, and cross links. These provide for, in the course of 
their work, homeostasis maintenance, i.e. the dynamical 
constancy of vital functions and system parameters. 

Essential properties of large ergatic systems are 
conflictuality and low predictability of consequences caused 
by different contradictions during the control processes in the 
individual subsystems. These are commonly not taken into 
account yielding critical situations that can evolve as a 
possible and constantly evolving point of a conflict, 
occasionally related to fatal consequences. In this respect, 
with the creation of new technologies in modern conditions 
and the improvement of responsible technological processes, 
reliability issues in technics, its safety, and questions about 
discipline, order, and organization acquire paramount 
importance [11, 12]. There is a sustainable trend in increasing 
number of accidents, incidents, and catastrophes worldwide. 
This is due to a number of reasons: while the technique 
evolves, the danger obviously grows faster than the human 
ability to resist; the accident toll increases; not only do people 
tend to get used to the danger but also to break the rules. In 
most cases, dangerous situations occur in case of close 
interaction between the technique and the operators. 

IV. CONCLUSION 

Based on the ideas of homeostatic control, a large number 
of behavioral models can be formulated which are able to 
control internal contradictions. This yields a high level of 
sustainability and adaptability to influence of various adverse 
factors. The basic idea is how much the active contradictions 
make use of the system’s resources (energy ΔE, substance 
ΔV, information ΔI), moving in this way towards dangerous 
situations. It is also important to estimate how far these 
resources can be released in order to preserve purposefully 
systems sustainability and maintain homeostasis. In this way a 
contradiction is “set” inside the system in advance which is an 
additional possibility for carrying out system control in case 
of emergency and other severe situations. 

An essential feature of ergatic systems is the strong 
relationship between the general functioning of the system 
and the behavior of its subsystems and elements. The integrity 
and dynamical sustainability of such systems are to a large 
extent guaranteed by full or partial compensation of opposed 
trends based on the principle of homeostasis. Starting from the 
idea of a single scientifically methodological apparatus based 
on the principles of functional sustainability, objective 
assessments of the information systems used in risky 
applications can be made. 
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Interoperable and Safety Aspects of the Platform-Train 
Interface

Kalin Mirchev1 and Denitsa Kireva-Mihova2 

Abstract – This article analyses the interoperability and safety 
requirements for the platform-train interface (PTI).
Discrepancies between the European requirements and the 
Bulgarian national rules have been identified, as well as the 
impact of these inconsistencies on passengers safety is analysed. 

 
Keywords – Safety, Interoperability, Platform-train interface. 

I. INTRODUCTION

Technical Specifications for Interoperability (TSIs) are 
standards produced in accordance with the Railway 
Interoperability Directives. To achieve interoperability of the
national railways with the European railway system,
compliance with the TSIs is required. [3]

Safety is one of the essential requirements for achieving 
interoperability of the railway transport. Boarding and 
alighting passengers on train is a process of increased hazards 
and potential of incidents at the PTI. The Railway Safety 
Directive requires monitoring of the Common Safety 
Indicators (CSIs) at European level and in case of drastic 
deterioration of an indicator, proper measures are to be 
introduced to improve it. Some of the CSIs monitored by 
European Union Agency for Railways (EUAR) and related to 
the PTI safety are: [2]

- Total number of persons seriously injured in 
accidents to persons caused by rolling stock in 
motion;

- Total number of passengers seriously injured in 
accidents to persons caused by rolling stock in 
motion;

- Total number of passengers seriously injured in 
accidents to persons caused by rolling stock in 
motion relative to train km; 

- Total number of passengers seriously injured in 
accidents to persons caused by rolling stock in 
motion relative to passenger train km; 

- Passengers seriously injured in accidents to 
persons caused by rolling stock in motion relative 
to passenger km; 

- Total number of persons killed in accidents to 
persons caused by rolling stock in motion. 

Passenger means any person, excluding members of the 
train crew, who makes a trip by rail. For accident statistics, 
passengers trying to embark/disembark onto/from a moving 

train are included [2].
Results of various reports show an increase in incidents 

with passengers at the PTI, some of them fatal. This type of 
incidents account for most of the total passenger fatality risk 
on the railway network and about one-fifth of the overall 
passenger fatality and weighted injury risk [12]. To manage 
such risk we must acknowledge the PTI as part of the system 
that makes up the railway and not an isolated issue. Spatial 
studies for the needs of the German railways (DB) and the 
British railways have been devoted to that issue. In [9] the
safety integrity level related to the hazards raised at the PTI is 
calculated for an individual required by the National Safety 
Authority of Germany. In the study three types of vehicles are 
taken into account for calculation of the tolerable individual 
risk by using three different approaches per vehicle. As a
result, the authors recommend the installation of monitoring 
devices to reduce the risk. Statistics of passenger accidents at 
the PTI, as well as analysis of the factors affecting the risk is 
presented in [12] for the United Kingdom. A web based 
Platform Train Interface Risk Assessment Tool is developed 
by RSSB in order to manage the safety level case by case.
Similar risk model [14] for the needs of DB determines the 
risk and the necessary safety measures on the platform. 

One of the main hazards at the PTI comes in the gap 
between the platform and the footstep of the rolling stock. 
This paper analyses the status of the technical rules defining 
the platform offset from the track centre with highlight to the 
Bulgarian case, where the possible lack of compliance is 
identified. 

II. SYSTEM DEFINITION

The PTI is identified by the fixed installation system from 
one side, which is the platform and from the other side the 
rolling stock. The position of the platform, in particular the 
platform edge, in reference to the track is defined by a
platform height measured from the rolling surface and a 
platform offset measured from the track centerline. The 
various rolling stock manufactures lead to great variety of 
systems serving the passengers by boarding and alighting on
train. As a result comes the gap between the platform and the 
rolling stock. Figure 1 depicts the platform-train interface
definition. [6]

Platform offset is the distance between the upper surface of 
the platform edge and the running edge of the nearest rail on 
the track adjacent to the platform, measured parallel to the 
plane of the rails.

Step is the vertical distance between the platform surface 
and the train stepping surface.

Gap is the horizontal distance between the edge of the 
platform and the edge of the train stepping surface.
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Fig. 1. Platform-train interface 
where, 
a the height difference between the rolling surface and 

the boarding step 
b height of the platform 
dh distance from the platform edge to the boarding step 
dv+/- the height difference between the platform surface 

and the boarding step 
bq distance from the platform edge to the track 

centreline (platform offset) 
e depth of the step, if applicable 

III. RULE-BASED APPROACH ANALYSIS

At European level, the legislation applicable to determine
the position of the platform edge is [4] and [6]. As per 
p. 4.2.9.2 and p. 4.2.9.3 of the technical specifications for 
interoperability relating to the ‘infrastructure’ subsystem (TSI 
INF) [4] the nominal height (hq) shall be 550 mm or 760 mm 
for radius of 300 m or more, while the platform offset shall be 
calculated for the installation limit gauge (bqlim) on the basis of 
the reference clearance profile G1 as defined in chapter 13 of 
[6] (Figure 2). 

Fig. 2. Installation of the platform 

Chapter 13 of [6] states that “the platform shall be 
installed as close as possible to the passenger coaches whilst 
ensuring the safety of the rail traffic. It is important to limit 
the gap between the vehicle steps and the platform edges in 
order to provide acceptable stepping distances for 
passengers.” Following the provision of [6] the simplified 
formula for calculation of the platform offset in straight level 
line is 

bqlim = bcr + Σ2cin  (1) 

where, 
bcr = 1620 for heights from 550 mm to 760 mm according 

to the reference clearance profile G1; 
Σ2cin is calculated for installation limit gauge and takes into 

account the following coefficients of the allowances: track 
position error, cross level error, as well as oscillations; loading 
dissymmetry and suspension adjustment dissymmetry of the 
vehicle.

Based on the recommended coefficients of the allowances, 
the calculated value for bqlim is 1650. For some administration 
this value may vary up to 1670, due to different coefficients of 
the allowances. 

When the track along the platform is situated in curve, the 
platform height and the platform offset is changing based on 
the relative values yqi and xqi for the inside of the curve and yqa 
and xqa for the outside of the curve. The formulas for 
calculation of these measurements are determined in chapter 
13 of [6]. Table 1 presents an example of how the platform 
edge installation changes as a function of curve and cant. 

TABLE I 
PLATFORM EDGE INSTALLATION CHANGES

Curve R=1400 m; Cant D=100 mm
bqlim yq*

Platform inside 1690 mm 490 mm
Platform outside 1620 mm 610 mm

* It should be noted that the TSI INF [4] requires calculation 
according to [6] only for the platform offset. For the platform 
height [2] defines nominal values of 550 and 760 mm. 
Application of the requirements of the standard for 
calculating the platform height, in case the platform is 
situated in curve, depends on the national rules. 

The step position for vehicle access and egress is defined 
in p. 4.2.2.11. of [5] as “It shall be demonstrated that the 
point situated in the central position on the nose of the access 
step of each passenger access door on both sides of a vehicle 
in working order with new wheels standing centrally on the 
rails, shall be located inside the surface identified as ‘step 
location”. The step location defined in [5] is visualized as 
shaded area on Figure 3 a).
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Fig. 3. Step location 

The values of dh, dv+ and dv- on Figure 3 a) is considered 
as reference requirements, which satisfy interoperable 
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operation of the line. More detailed study for the risk analysis 
of the PTI [9] determines the green area shown on Figure 3 b) 
as not critical for the access/egress step. Beyond that area
some measures must be taken. 

At national level, the platform installation is defined by 
Ordinance No. 55 [7] and Ordinance No. 58 [8]. The 
platforms shall be installed along the track in straight level 
line or in curve with radius equal or greater than 600 m, 
without cant or with cant equal or less than 100 mm. They are 
classified as law, semi-high and high with a platform height 
and platform offset as given in Table II.

TABLE II 
PLATFORM CLASSIFICATION

Platform height* Platform offset*
Law 300 mm 1650 mm
Semi-high 760 mm 1750 mm
High 1100 mm 1750 mm

*Values valid for platforms on a straight level track. For 
platforms on a track with a curve these values change 
according to the rules defined in [8].

The position of a low and a high platform is also defined 
in [4], p. 7.7.3 as a specific case for Bulgaria. 

New projects for modernization of the railway lines in 
Bulgaria have to meet the TSI requirements, as well as the 
national rules. The practice shows that in the common case the 
platforms are installed at platform height of 550 mm and 
platform offset of 1750 mm, as the nominal value for the 
platform height of 550 mm is not defined in the Bulgarian 
legislation. 

IV. RISK-BASED APPROACH

The rule-based approach analysis identified cases, where
the technical requirements for an interoperable gap are not 
satisfied. In such cases additional measures are needed to 
maintain the required safety integrity level.

Deviation from the interoperability requirements affects 
safety requirements, posing an additional danger to 
passengers. The risk of these hazards should be further 
analyzed by establishing a risk model taking into account all 
risk factors. Proposing the risk-based approach different 
factors to the risk have been identified, such as: 

- type of the platform 
- width of the platform 
- visibility indicators 
- weather 
- light conditions 
- profile of the passengers (age, gender) 
- intoxication 
- day of the week/time of the day. 

By interaction of the two systems, from the one hand PTI 
and from the other hand a passenger, the hazards appear on 
the boarder of the system (Figure 4). In case of external event, 
e.g. the train starts moving, an accident is possible. Such 

accident could be fatal or not. The scope of that approach is 
the hazard of accidents due to the gap. 

System 1
(Passenger)

System 2
(PTI)

Hazard
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Fig. 4. Risk-based model 

For the risk assessment the estimated severity (S) and the 
estimated frequency (K) shall be taken into account. K is 
function of: 

- the frequency and the duration of the exposition of 
the hazard (F); 

- the probability of the hazard to happen (W) 
- the possibility to avoid the accident or to reduce the 

damage (V)

(2) 

   (3)

We can consider V as factor of reduction, which is 
reciprocal to the possibility to avoid the accident. A fault tree 
diagram is applicable for determination of V (Figure 5).

Initial event Product event

Boarding

Possibility to avoid the accident

Passenger
in the gap
Passenger
in the gap

The passenger 
cannot free

The passenger 
cannot free

The passenger is
not recognized

The passenger is 
not recognized

The train starts to 
move (death)

Safety boarding

Fall of the 
passenger.

Injury

false

true false

true false

true

Fig. 5. Fault-tree diagram 

Applying the equation (3) for a common evaluation of the 
tolerable individual risk we can go to the equation (5).

  (5) 
where, 
THR – Tolerable Hazard Rate 
TIR - Tolerable Individual Risk of death per an individual
Explicit for the Bulgarian railways the following hazards 

have been identified to be used in the risk assessment process: 
- opening a door earlier 
- opening a door on the wrong side 
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- a door remains open 
- forcibly opening a door by a passenger 
- a boarding step doesn’t open or closes earlier 

V. CONCLUSION

The platform-train interface poses risk to passengers 
(including members of the public) and staff. This risk is 
comprised of high likelihood but low severity hazardous 
events (slips, trips and falls) and low likelihood but high 
severity hazardous events (dragging, falling from the platform 
and being struck by the train, and being struck by the train 
when standing on the platform). 

The differences between the national technical 
requirements of Bulgaria and the European rules for PTI 
parameters are identified. How this nonconformities affects 
the interoperability of the railway transport and the safety of 
the passengers are analysed. 

Assuming the presented analysis of the applicable rules for
determination of the platform installation in Bulgaria, the 
following conclusion could be made:

- The current national rules allow a big variety of 
platform installation. 

- There is a gap between the European and the national 
legislation concerning the platform offset. 

- The missing national rule for platform height of 
550 mm is assumption for different approaches for 
determination of the platform installation in curves. 

- The track condition and the maintenance plan are not 
taken into account. 

All these factors are prerequisite for a step position beside 
the uncritical area, where the safe operation of PTI is assured.
(Fig. 2 b). The rule based approach does not take into account 
significant factors for the PTI operation like passenger flow, 
staffed/unstaffed stations, safety measures taken in the station. 
All these factors confirm the need of risk assessment tool for
the PTI case by case. Such tool could consist of a control 
system, which will manage the risk case by case. Input of the 
tool will be the external conditions, which have an impact to 
the risk, and the type of the operation train. Based on the risk 
assessment results, the outputs will lead to explicit established 
measures in order to reduce the risk to an acceptable level.
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Control of production and inventory in the automotive 
industry for multi customer and multi products  

Ivan Djordjevic1, Gordan Stojic2 and Dobrila Petrovic3

Abstract – Different factors have an uncertain impact on the 
material flow time in the enterprise, such as production time, time 
to store goods and preparation time for delivery. A new model of 
aggregate production planning (APP) is developed as a fuzzy 
linear programming (FLP) model with experiments on real world 
data.  
Keywords – Aggregate production planning, fuzzy optimization, 
uncertain production, uncertain customer demand. 

I. INTRODUCTION

Aggregate production planning (APP) is one of the most 
important part of operations management in competitive supply 
chains. It concerns matching supply with forecasted customer 
demand over a planning period, which is usually one year in 
practice. Generally, the aim is to determine required resources, 
which include production rate, warehouse levels, work force 
level, overtime, etc., in such a way as to meet customer demand.  

In the literature, it has been assumed most often, that all the 
parameters which are associated with the APP process, such as 
customer demand, processing times, production capacities etc., 
are deterministic in nature (for example, [1]). In order to handle 
uncertainties which characterise real world APP environments, 
and a randomness in customer demand, in particular, various 
stochastic optimisation models have been proposed .
Furthermore, one can find in the literature that different types 
of uncertainties encountered in APP problems, such as 
imprecise demand, production capacities with tolerance, fuzzy 
processing times can be specified by production managers 
using imprecise linguistic terms. They have led to the 
development of a number of fuzzy APP models and 
applications of fuzzy optimisation techniques . 

In this paper, we propose a new fuzzy model for optimal APP 
in the presence of uncertainty. The novelty of the model is that 
the objective is to minimise the fuzzy total time required for 
production, storing manufactured products and their 
preparation for delivery to the customer. We introduce 
uncertain factors to take into consideration uncertainty in 
customer demand which is forecasted and can fluctuate around 
these values and uncertainty in manufactured quantities. As all 
the time parameters listed above, customer demand deviations 

and the parameters which describe the output of manufacturing 
process are fuzzy, both the associated objective function and 
constraints become fuzzy, too. We adapt and apply one of the 
methods for transforming the fuzzy linear programming 
optimisation model, with the fuzzy objective function and 
fuzzy constraints, into a crisp optimisation model with both the 
crisp objective function and crisp constraints .

The paper is organized as follows. Literature review on APP 
models and methodologies used and methods of modelling 
uncertain APP parameters is presented in Section II. Problem 
statement is given in Section III. The fuzzy aggregated 
production and inventory planning model are described in 
Section IV, while Section V contains case study and analyses 
of results of different experiments carried out using the 
proposed model. The conclusion is given in Section VI. 

II. LITERATURE REVIEW

It is well recognised in the literature that treating uncertainty 
in APP models in an appropriate way brings an advantage to 
handling real world APP problems and brings them nearer to 
the practice . Majority of the APP models handle uncertainty 
using a classic probability theory approach, and consider only 
one type of uncertainty which is based on randomness and 
frequency of a random event occurrence. 

Linear mixed integer programs (MIPs) were developed to 
solve two production planning problems with demand 
uncertainty [5], when the manufacturer had a flexibility to 
accept or reject an order. The MIP method in production 
planning problems for multi-period and multi-items in make-
to-order manufacturing system was used in [6]. Avraamidou 
and Pistikopoulos [7] developed a bi-level mixed integer linear 
programming model for a supply chain under demand 
uncertainty.  

A very important issue in modern production planning is 
energy consumption. Today, the most manufacturers invest 
significant money assets to optimise and reduce energy 
consumption. In [8], a multi-objective linear programming 
problem with three objective functions including operational 
expense, energy expense and carbon emission, was analysed.  

Zadeh proposed a new approach to handle different types of 
uncertainty, by introducing the concept of fuzzy sets . It has 
been demonstrated in the literature that fuzzy sets can be 
successfully applied to modelling uncertainty where available 
information is vague or cannot be defined precisely due to the 
limited knowledge. One can find some good examples in the 
literature on how fuzzy sets are applied in supply chain 
management problems, for example in supply chain partners’ 
collaboration , in MRP (material requirement 
problems) , in serial supply chains , etc. Tang et al. 
considered both uncertainty in customer demand and 

1Ivan Djordjevic is with the Faculty of Technical Sciences University 
of Novi Sad, 6 Square of Dositej Obradovic, Novi Sad, 21101, Serbia,
E-mail: ivan.djordjevic87@gmail.com.
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3Dobrila Petrovic is with the Faculty of Engineering, Environment 
and Computing University of Coventry, Priory Street, Coventry, 
CV1 5FB, United Kingdom, E-mail: d.petrovic@coventry.ac.uk;
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production capacity and modelled them as fuzzy values in a 
multi-product APP model  A fuzzy multi-objective mixed-
integer non-linear programming model for a supply chain was 
proposed in [13]. Fuzzy customer demand was considered in 
three objective functions that minimised the total supply chain 
cost, total maximum product shortages, and the rate of changes 
in human resources.

III. PROBLEM STATEMENT

A problem is to generate the optimum aggregate production 
and inventory plan for a supplier for a given planning time 
horizon. The supplier operates in a “make-to-order” manner 
and has to prepare a production and inventory plan in such a 
way as to satisfy customer demand and optimise an associated 
performance measure in the considered time horizon. 

The planning time horizon is discretised into a series of 
subsequent discrete time periods. The APP determines 3 
quantities to be generated for each time period in the planning 
time horizon: (1) optimal production quantity to be 
manufactured, (2) the safety stock quantity that should be kept 
in the warehouse and (3) the quantity that should be delivered 
to the customer. 

If the same production line is used for manufacturing of 
different products for more than one customer, an efficient use 
of the production line is of paramount importance for the 
production process.  

All these uncertainties have to be taken into account when 
generating the optimal production and inventory plan. 

IV. FUZZY AGGREGATED PRODUCTION AND 
INVENTORY PLANNING

A. Notation

The following notation is used: 
i – index of a time period in a planning horizon, i = 1,…,n,
Di – customer demand in period i, i = 1,…,n,

– fuzzy production time per unit of product (in minutes), 
with trapezoidal membership function , 

– fuzzy warehouse storing time per unit of product (in 
minutes), with trapezoidal membership function 

, 
– fuzzy preparation time for shipping to customer per unit of 

product (in minutes), with trapezoidal membership function 
, 

- fuzzy factor for uncertain customer demand deviation from 
forecasted value in period i, i = 1,…,n, with triangular 
membership function , 

- fuzzy factor for uncertain production quantity output in 
period i, i = 1,…,n, with triangular membership function

, 
T l – minimum “days of inventory” in the warehouse,
T u – maximum “days of inventory” in the warehouse,
C – machine capacity. 

Decision variables: 

Pi – quantity manufactured in period i, 
– safety stock in period i, 

Qi – quantity delivered to customer in period i. 

B. Fuzzy APP LP model

The objective is to minimize the total material lead time 
including the production time , warehouse time 
required for storing safety stock of manufactured products and 
time for preparation of delivery to customers , as follows: 

  (1) 
The following constraints are considered: 
Uncertain customer demand  in each time period i is 

satisfied using the uncertain production  or safety stock 
:

,                  (2)
The safety stock  in each time period  is equal to 

the stock in the previous period  increased by uncertain 
production in the previous period, , and reduced by 
uncertain customer demand, i.e., quantity delivered to the 
customer in the previous period, :

, i = 1,…,n (3)
Installed machine capacity C produces uncertain  units 

per period i: 
, i = 1,…,n (4)
, i = 1,…,n (5)

The safety stock  in period i is defined by a supplier’s 
target to cover between T l and T u days of uncertain customer 
demand  in that period:  

, i = 1,…,n     (6)
, i = 1,…,n                         (7)

The delivery  in each period i must be equal to uncertain 
customer demand  in order to operate with the maximum 
service level - 100%.  

, i = 1,…,n (8)
Decision variables  and  in each time period i are 

non-negative: 
, i = 1,…,n (9)

C. From the fuzzy APP optimization model to a crisp APP 
optimization model 

We applied a method developed by Jimenez et al [4] to 
transform the fuzzy APP model into a crisp APP model. We 
adapted it in such a way as to handle fuzzy parameters in the 
objective function with trapezoidal membership functions.. 

The transformation includes 3 steps as follows. 
Step 1. The decision maker specifies the feasibility degree 

of constraint satisfaction he/she is ready to accept. Let us 
assume that the lowest feasibility degree that the decision 
maker is ready to consider is Neither acceptable nor 
unacceptable solution -  of course, it can be changed 
to any other feasibility degree  from interval [0, 1]. 

348

Ohrid, North Macedonia, 27-29 June 2019



The crisp optimisation model is solved iteratively for each 
feasibility degree  and 1 
where each solution is -feasible, i.e., the minimum of 
feasibility achieved for all constraints is . The -feasible 
solution ,  are found as follows. 

First, fuzzy parameters ,  and  in the objective function 
are mapped into their crisp expected values. They are 
calculated as the middle points of the Expected intervals.

Step 2. The decision maker specifies tolerance thresholds to 
obtained fuzzy objective function values achieved for different 

-satisfaction of constraints. The shortest time  will be 
achieved for the lowest constraints’ satisfaction  = 0.5 and the 
longest time for the highest constraints’ satisfaction  = 1. 
We assume that the tolerance function  is linear between these 
two tolerance thresholds, the shortest time  and the longest 
time . The membership function is: 

                          (10) 

We propose the following formula to calculate tolerance 
 to obtained objective function value  when the 

feasibility of constrains is .
(11)

Step 3. Balance between the feasibility degree of constraints 
 and the satisfaction degree of solution, , is 

calculated as:  
   (12)

The solution  which achieves the 
highest balance , is 

recommended.

V. CASE STUDY

We considered a first tier supplier in the automotive industry 
located in Serbia, which has become an increasingly important 
industrial sector in the recent years. The factory supplies 
window regulators to a number of European car manufacturers. 
We analysed one production line which manufactures multi 
products for two different customers. All products belong to the 
same product family. They are packed in two types of plastic 
containers specified by the customers. The developed fuzzy 
APP model is applied to determine the minimal time required 
for production and logistics processes. The planning horizon is 
selected to be a period of 12 weeks. Customer demand forecast 
for 12 weeks is a typical mid-term forecast used in the 
automotive industry for production planning. A longer period 
of customer demand has huge uncertainty and is not reliable for 
sustainable production planning. 

The result of fuzzy APP model is presented in Table I. The 
calculation is performed using formulas (1-12) and simplex 
method of classical LP solver. An algorithm is developed in 
software Visual Studio 2015 in C++ programming language. 
The performance of computer: Intel processor i3-2120 (3M 
Cache, 3.30 GHz), 8G RAM memory (2133 MHz).

TABLE I RESULTS OF THE FUZZY APP MODEL

Feas.
degr.

Decision variables Fuzzy objective function value
Toler
ance 

Balan
ce

Objec.
func.

value z

0.5 188776 123372 194883 54839 58009 62338 68889 0.733 0.3665 61382

0.6 194107 126022 198581 56235 59489 63927 70646 0.666 0.3995 62948

0.7 199546 128672 202279 57654 60992 65541 72429 0.598 0.4183 64538

0.8 205098 131323 205977 59094 62519 67180 74241 0.528 0.4225 66153

0.9 210766 134141 209674 60562 64074 68851 76089 0.458 0.4118 67799

0.95 213644 135620 211523 61305 64863 69698 77027 0.422 0.4006 68634

0.99 215968 137007 213003 61909 65503 70386 77791 0.393 0.3886 69313

1 216552 137365 213372 62061 65664 70559 77983 0.385 0.3852 69484

Fuzzy factor is symmetrical triangular fuzzy number and 
modeled by logistics expert in enterprise as 10% of production 
output deviation (0,9, 1, 1,1). Fuzzy factor is symmetrical 
triangular fuzzy number and obtained as previous calculation 
based on customer demand deviation in enterprise in period of 
12 weeks before testing time window of 12 weeks:

(13)
Where is demand fluctuation, customer demand 

prediction different for every week , and is standard 
deviation of , . Production time , time for 
safety stock storing in warehouse , and time for preparation 
of shipment to customer are measured in enterprise and 
presented as nonsymmetrical trapezoidal fuzzy numbers: 

, ,
minutes per unit product.

The target of safety stock keeping days used in calculation is 
between and days. The machine capacity is 

pcs/week for 5 working days in a week.
The optimal value of objective function in fuzzy APP model 

is 66153 minutes for whole time window of 12 weeks (5512 
minutes/weekly; 1102 minutes/daily; 18,4 h/daily) for 
feasibility degree (Table I). Testing is performed in 
enterprise for both common used strategies of 
production/inventory planning and compared with realized 
production plan in enterprise and result of fuzzy APP model. 
For comparing purpose an initial safety stock value in week 1 
for both strategies and realized production plan is supposed 

pcs. The result of fuzzy APP model for week 1 is
pcs.

TABLE II COMPARING WITH TWO STRATEGIES OF 
PRODUCTION AND INVENTORY PLANNING

We
ek,

Prod.planning 
with using 

maximal prod. 
capacity

(C=19000 
pcs/week)

Prod. planning 
with using 

safety stock 
target (3 days of 

coverage)

Results of 
experiment 

from fuzzy APP 
model

Realised 
production plan 

in enterprice

1 100
00

190
00

165
16

100
00

159
62

165
16

170
31

100
70

165
16

100
00

174
50

165
16

2 124
84

190
00

157
44

944
6

164
24

157
44

105
85

165
85

157
44

109
34

178
00

157
44

3 157
40

190
00

168
77

101
26

164
24

168
77

114
26

195
88

168
77

129
90

177
50

168
77

4 178
63

190
00

161
22

967
3

196
67

161
22

141
37

190
89

161
22

138
63

183
50

161
22

5 207
41

190
00

220
30

132
18

156
51

220
30

171
04

125
64

220
30

160
91

177
40

220
30

6 177
11

190
00

113
98

683
9

136
37

113
98

763
8

172
72

113
98

118
01

178
50

113
98
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7 253
13

190
00

151
30

907
8

161
85

151
30

135
13

194
43

151
30

182
53

159
50

151
30

8 291
83

190
00

168
88

101
33

199
43

168
88

178
26

181
06

168
88

190
73

168
40

168
88

9 312
95

190
00

219
80

131
88

180
87

219
80

190
44

182
45

219
80

190
25

175
30

219
80

10 283
15

190
00

154
92

929
5

159
52

154
92

153
09

182
64

154
92

145
75

174
40

154
92

11 318
23

190
00

162
58

975
5

163
28

162
58

180
81

182
62

162
58

165
23

175
30

162
58

12 345
65

190
00

163
74

982
4

115
50

163
74

200
85

176
10

163
74

177
95

183
60

163
74

275
033

228
000

200
809

120
576

195
809

200
809

181
778

205
098

200
809

180
923

210
590

200
809

 
In Table II are presented data for both strategies of 

production and inventory planning in enterprise. For every 
strategy and real-world data the delivered quantity is the same

pcs of goods for period of 12 weeks. The 
quantity of safety stock and produced parts are
different. They are highest in strategy of using maximal 
capacity 275033 and 228000 pcs, respectively. The safety stock 
quantity is lowest in strategy with 3 days of inventory, 

pcs.
An objective function value (Table III) which represents the 

total time required for all production and logistics operation in 
delivery goods to customers is the highest and in same time the 
most unfavorable in strategy with maximal capacity usage; it is
74476 minutes for 12 weeks (6206 minutes weekly, 1241 
minutes daily, 20,7 hours daily). The lowest total time is in 
strategy with using safety stock target 62760 minutes for 12 
weeks (5230 minutes weekly, 1046 minutes daily, 17,4 hours 
daily). The outcome of fuzzy APP model shows better result 
than strategy prod. planning using maximal prod. capacity and 
realized prod. plan in enterprise. Comparing with strategy with 
using safety stock target of 3 days the outcome is worse because 
the safety stock target used in fuzzy APP model is between 3 
and 5 days. Normally the objective function is higher.

ТАBLE III OBJECTIVE FUNCTION VALUE AND INVENTORY 
COVERAGE

Prod.planning with 
using maximal prod. 
capacity (C=19000 

pcs/week) 

Prod. planning 
with using 

safety stock 
target (3 days of 

coverage)

Results of 
experiment from 
fuzzy APP model

Realized 
production plan 

in enterprise

Objec.
funct.

Inven.
cover.

Objec.
funct.

Inven.
cover.

Objec.
funct.

Inven.
cover.

Objec.
funct.

Inven.
cover.

74476
6,9

62760
3

66640
4,5

67822
4,6

VI. CONCLUSION

The review of the published APP models in literature showed 
that they did not consider and analysed the material flow time 
in the APP problems. All of the APP models have been 
developed to minimize operational cost in manufacturing, 
dealing with impacts on production, inventory or delivery 
costs. However, in some industrial sectors, the material flow 
time is a very important factor and cannot be neglected, because 
it has a big impact on the total measure of manufacturer 
performance. We consider a real world APP problem in the 
automotive industry and develop a fuzzy LP model which 
considers a material flow as the measure of performance. 
Results obtained using the proposed APP model are better 
compared to the practical results; the total material flow time is 

shorter using the proposed APP model. Practical application of 
the APP model in the factory would contribute to optimised 
production and inventory plan with higher customer 
satisfaction with the service level. Finally, the cash flow in the 
factory can be much improved. 
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Analysis of Measurement Uncertainty in Wireless Sensor 
Network based Power Quality Measurement 

Milan Simić1, Goran Miljković2, Dragan Živanović3, Dragan Denić4, Zivko Kokolanski5 

Abstract – Metrological evaluation of software supported 
experimental system based on wireless sensor network (WSN), 
applicable in measurement of electrical power quality (PQ) 
parameters and disturbances, is presented in this paper. System 
includes PC based generator of reference waveforms, software 
application for measurement of standard PQ parameters and two 
microcontroller based wireless sensor modules for transmitting 
and receiving of measurement results. Measurements of basic 
quality parameters for reference waveforms are performed using 
the control software application in LabVIEW environment. For 
communication is used wireless sensor network based on the 
communication standard IEEE 802.15.4 (Zigbee). Metrological 
assessment includes the calculation of measurement uncertainty 
components and final presentation of measurement uncertainty 
budget. Procedure for calculation of Type A, Type B, combined 
and expanded measurement uncertainty, according to the Guide 
to the Expression of Uncertainty in Measurement, is supported 
using the professional instrumentation with high accuracy levels.

Keywords –Measurement uncertainty, Wireless sensor network, 
Power quality measurement, Virtual instrumentation. 

I. INTRODUCTION

Having in mind the challenges of the modern smart grids 
and great importance of PQ problems, in the recent years 
special attention is given to development of microprocessor 
based sophisticated measurement systems for PQ monitoring. 
In the last decade especially attractive are virtual instruments, 
which are well suited for development of flexible computer 
supported measurement systems. Virtual instruments can be 
successfully used for research and scientific purposes [1-3]. In 
order to satisfy the specified level of the measurement 
uncertainty and characteristics, devices for measurement of 
PQ parameters must be followed by appropriate metrological 
evaluation. Measurement instruments can be used as single 
devices at specific points in power distribution network. 
Alternatively, number of separated devices can be combined 

in distributed measurement system, for permanent monitoring 
and analysis of quality in power distribution networks. 

Advances in wireless communications and electronics lead 
to development of wireless sensor networks (WSN), as low 
cost, low power and multifunctional sensors. These WSN 
sensor nodes are small and able to sense various data, process 
this data and communicate with each other or with central 
base station. Basic advantages of WSN systems are: self 
organizing capabilities, short range broadcast applications, 
changing of network topology in order to avoid fading and 
potential failures, including significant savings in energy 
consumption, transmission and computing capabilities [4]. 

WSN based networks can be used in various military 
applications, environmental measurements of various physical 
quantities, home intelligence, prevention of many disasters, 
surveillance, medical care purposes and others [5], [6]. 

Significant segment in real-time implementation of WSN 
for various measurement purposes is metrological assessment. 
Procedure for analysis of measurement uncertainty shown in 
this paper includes calculation of measurement uncertainty 
components and presentation of total uncertainty budget in 
accordance with relevant document - Guide to the Expression
of Uncertainty in Measurement [7], defined by International 
Organization for Standardization - ISO. For this purpose are 
used reference PQ signal generator for simulation of typical 
network disturbances and experimental WSN based system 
for measurement of standard PQ parameters, presented and 
described in the previously published papers [8], [9].    

II. CONFIGURATION OF EXPERIMENTAL SYSTEM 
FOR WSN BASED PQ MEASUREMENT

Hardware configuration of experimental system, developed 
for WSN communication based measurement of standard PQ 
parameters and disturbances, is presented in Fig 1. Software 
supported generator of reference PQ waveforms is applied for 
generation of reference three-phase voltage waveforms. This 
generator is presented and described in previously published 
paper [8]. It can generate long time and short time reference 
waveforms, including special functions for simulation of 
various network disturbances, typical for real electrical power 
distribution networks. Procedure includes computer with the 
LabVIEW control application and data acquisition board PCIe 
NI 6343, supported with standard connection block SCB-68A. 
Control software application implemented on PC platform 
performs acquisition, measurements, recordings and graphical 
presentations of measurement data (RMS voltage values, 
signal frequency values and levels of high-order harmonics).    

WSN communication for transmission of measurement 
results includes two WSN modules (transmitter and receiver), 
with Cortex M3 architecture, called the SPaRCMosquito v.2.  
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Engineering, Aleksandra Medvedeva 14, 18000 Niš, Serbia, E-mail: 
milan.simic@elfak.ni.ac.rs.  
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3Dragan Živanović is with the University of Niš, Faculty of 
Electronic Engineering, Aleksandra Medvedeva 14, 18000 Niš, 
Serbia, E-mail: dragan.zivanovic@elfak.ni.ac.rs. 

4Dragan Denić is with the University of Niš, Faculty of Electronic 
Engineering, Aleksandra Medvedeva 14, 18000 Niš, Serbia,
E-mail: dragan.denic@elfak.ni.ac.rs. 

5Zivko Kokolanski is with the Ss. Cyril and Methodius University, 
Faculty of Electrical Engineering and Information Technologies,
1000 Skopje, Macedonia, E-mail: kokolanski@feit.ukim.edu.mk.  
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Fig. 1. Hardware configuration of experimental system for WSN communication based electrical power quality measurement 

Communication and transferring of the measurement results 
between application software for PQ measurement and WSN 
module on transmitter side of experimental system is provided 
using standard USB interface. WSN base module is supported 
with communication standard IEEE 802.15.4, also known as 
Zigbee. On receiver side of experimental measurement system 
VISA drivers from LabVIEW software are used for providing 
USB communication and transferring of results from receiver 
WSN module to laptop computer for further data analysis. 

Basic functions enabled using software supported PQ signal 
generator are: definition of nominal amplitude and frequency 
values, definition of signal sample rate and duration of final 
test sequence, generation of noise with Gaussian distributed 
amplitude, variations of nominal signal frequency value, slow 
variations of signal amplitude value with defined frequency of 
variations, definitions of DC offset, voltage swell and voltage 
sag and possibilities for generation of high-order harmonic 
components [8]. Definition of reference waveforms, with 
specified levels of signal disturbances, can be performed 
directly inside the control front panel and block diagram of 
software application. Each category of signal disturbances can 
be defined and generated by separate functional segments. 
Individual disturbances can be combined and unified in form 
of final complex sequence, according to basic requirements of 
relevant European PQ standard EN 50160 [10]. 

Fig. 2. Software application for data acquisition, measurement of PQ 
parameters and presentation of measurement results - transmitter  

Separated segment of control functions is used for selection 
and variation of amplitude levels related to individual high-
order harmonics. Front panel of LabVIEW virtual instrument, 
for presentation and measurement of basic parameters related 
to voltage test waveform generated with certain level of signal 
harmonic components, is presented in Fig. 2. Specific voltage 
waveforms are generated with nominal frequency value of 50 
Hz and normalized RMS voltage value of 1 V. Shown control 
software is implemented on transmitter side of experimental 
system. This application enables simultaneous presentation of 
voltage waveform, tables with obtained measurement results 
and write box with chronologically measured values of quality 
parameters: RMS voltage values, frequency values, THD - 
Total Harmonic Distortion factor values and individual high-
order harmonics. Measurement is performed in cycles. Time 
interval for each PQ measurement cycle is set on 1 second. 

Fig. 3. Software application for presentation of received voltage 
signal and measurement results – receiver side 
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The WSN based network communication is applied for 
transferring of obtained measurement results to the receiver 
side of presented experimental system. LabVIEW software 
application implemented on the receiver side of experimental 
system, for presentation of received voltage waveform and 
received measurement results, is shown in previous Fig. 3. 

III. CALCULATION OF STANDARD MEASUREMENT 
UNCERTAINTY COMPONENTS 

Most important segment in metrological assessment of 
experimental system for the WSN based PQ measurement is 
calculation of measurement uncertainty components and final 
presentation of measurement uncertainty budget related to the 
PQ signal generator, applied as the source of reference voltage 
signals. Calculation of uncertainty is performed according to 
the standard document Guide to the Expression of Uncertainty 
in Measurement [7]. Voltage signal generated using the virtual 
instrument is physically reproduced by the data acquisition 
(DAQ) card containing the digital to analog (D/A) converter. 
Voltage signal generated on D/A converter output is usually 
standardized to reference voltage level, typically about ±10 V. 

Procedure for uncertainty calculation is applied for each of 
measured signal quality parameters. In this paper is presented 
and analyzed method used for calculation of uncertainty in 
measurement of standard RMS voltage values. Measurement 
system applied for calculation of generator uncertainty is 
consisting of computer with DAQ card PCIe NI 6343 [11] for 
generation of reference voltage waveforms and 6 ½ digital 
multimeter Fluke 8846A [12] for measurement of DAQ card 
output RMS voltage values. Nominal RMS voltage value of 
the analog signals generated by DAQ card was set to 5V. 
Measurement of generator output voltage is performed for two 
values of signal frequency, 50 Hz and 1 kHz. In order to 
calculate Type A measurement uncertainty, 10 measurement 
cycles for each input signal frequency are performed. Interval 
between two successive measurement cycles is set to 5 min. 
RMS voltage values measured on the DAQ card output and 
calculated standard deviations, for two signal frequency 
values, 50 Hz and 1 kHz, are presented in Table I. Overall 
measurement uncertainty budget, including the calculations of 
standard, combined and expanded measurement uncertainty of 
applied PQ signal generator is presented in Table II.   

Calculation of standard measurement uncertainty involves 
Type A uncertainty components (standard deviation of the 
mean values for measurement results) and Type B uncertainty 
components, including the multimeter uncertainty, multimeter 
resolution, DAQ card uncertainty and DAQ card resolution. 

Standard deviation of the mean (Type A measurement 
uncertainty) is calculated according to the statistical methods 
applied on measurement results, using following equation:   
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Type B standard measurement uncertainties are calculated 
on the basis of data and measurement accuracies provided by 
specifications of instruments Fluke 8846A and DAQ card.  

TABLE I 
MEASUREMENT RESULTS AND CALCULATED STANDARD DEVIATIONS 

FOR MEASURED RMS OUTPUT VOLTAGE VALUES  

According to instrument specifications [12], the multimeter 
absolute voltage uncertainty is ΔVMUL = ± (0.06 % of output 
value + 0.03 % of range value). Multimeter voltage resolution 
is VMUL-RES = 10 μV. Then, corresponding value of multimeter 
Type B uncertainty (uBMUL) is calculated using equation:   
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According to DAQ card PCIe NI 6343 specifications [11], 
DAQ card voltage absolute uncertainty value at full scale is 
ΔVDAQ = 3.271 μV. Voltage resolution value of DAQ card is 
VDAQ-RES = 305 μV. Then, corresponding DAQ card Type B 
uncertainty (uBDAQ) is calculated using the following equation: 
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Calculation of combined voltage measurement uncertainty 
value (uCDAQ) is based on the previously calculated individual 
Type A and Type B measurement uncertainty values, using 
(1), (2) and (3), with following equation: 

           222)( BDAQBMULACDAQ uuuVu ++=              (4) 

Finally, expanded measurement uncertainty value (uEXP) is 
calculated for desired confidence probability level of 95% 
(value of coverage factor k is 1.96). Using the previously 
calculated value of the combined measurement uncertainty, 
expanded measurement uncertainty value is calculated as: 

        )(96.1)()( VuVkuVu CDAQCDAQEXP ==                (5) 

          50 Hz           1 kHz 
No. of 

measurements VRMS [V] VRMS [V] 

1 4.99308 4.99381 
2 4.99298 4.99378 
3 4.99318 4.99379 
4 4.99311 4.99378 
5 4.99305 4.99376 
6 4.99318 4.99376 
7 4.99300 4.99381 
8 4.99309 4.99378 
9 4.99297 4.99376 
10 4.99315 4.99376 

St. Deviation 0.00007 0.00002 

St. Dev/ n 0.00002 0.00001 

VAVERAGE  (V) 4.99308 4.99378 
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TABLE II 
OVERALL MEASUREMENT UNCERTAINTY BUDGET - STANDARD, COMBINED AND EXPANDED VOLTAGE UNCERTAINTY CALCULATIONS

Uncertainty 
source Type Notation  Uncertainty 

for 50Hz [V] 
Uncertainty 

for 1kHz [V] 
Probability 
distribution Coverage factor 

Standard 
uncertainty for  

  50 Hz [V] 

Standard 
uncertainty for 

  1 kHz [V] 

Standard 
deviation A uA 0.0000235 0.0000059 Normal 1 0.0000235 0.0000059 

Multimeter 
uncertainty B uB1 0.005995847 0.005996267 Normal 2.58 0.002323972 0.002324135 

Multimeter 
resolution B uB2 5.00E-06 5.00E-06 Uniform 1.732050808 2.88675E-06 2.88675E-06 

DAQ card 
uncertainty B uB3 3.27E-06 3.27E-06 Normal 2.58 1.26783E-06 1.26783E-06 

DAQ card 
resolution B uB4 0.000152588 0.000152588 Uniform 1.732050808 8.80967E-05 8.80967E-05 

Combined 0.00233 0.00233 
Expanded k = 1.96 0.00456 0.00456 

  
The results presented in Table II suggest that expanded 

voltage measurement uncertainty values are ± 0.00456 V, for 
the both signal frequency values of 50 Hz and 1 kHz. 

IV. CONCLUSION

Procedure for detailed metrological assessment of WSN 
based measurement of standard PQ parameters is described in 
the paper. This software oriented method includes calculation 
of standard, combined and expanded uncertainty components 
and presentation of overall measurement uncertainty budget. 
Evaluation of standard measurement uncertainty involves 
Type A uncertainty components (standard deviation of the 
measurement results) and Type B uncertainty components, 
including the specified instrument uncertainty and resolution 
values. Most important component in metrological assessment 
chain is PQ signal generator, including computer and data 
acquisition card, applied as the source of reference voltage 
waveforms. Metrological performances of WSN based PQ 
measurement system are evaluated for two signal frequency 
values, 50 Hz and 1 kHz. This solution can be implemented in 
distributed systems for electrical power distribution monitoring, 
with a number of remotely controlled measurement stations.       
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Low-Cost Energy-Efficient Air Quality Monitoring 
System Using Sensor Network 

Mare Srbinovska1, Aleksandra Krkoleva Mateska1, Vesna Andova1, Maja Celeska1 and 
Tomislav Kartalov1 

Abstract – The air quality in urban areas is a major concern in 
modern cities due to significant impacts of air pollution on human 
health and global environment. Implementation of green walls is 
one of the methods for decreasing air pollution in urban areas as 
plants absorb the particulate matter through their leaves and 
growing medium. The objective of the paper is two-fold: 1) to 
present an implementation of a low-cost and energy-efficient air 
quality monitoring system using sensor network that can be easily 
deployed in highly polluted areas; and 2) to examine the influence 
of experimental green wall setup to particulate matter 
concentrations in the air in an urban area in Skopje. Furthermore, 
the paper presents the preliminary results of the ongoing 
experiment developed to evaluate the impact of green walls in 
reduction of air polluting particles.  
 

Keywords – Sensor network, Air quality improvement, vertical 
green walls. 

 

I. INTRODUCTION 

The air quality in many countries has been adversely affected 
over the past years due to continuous economic and industrial 
development. The increasing level of air pollution from 
vehicles exhausts, chemical discharge from industries, dust and 
particulate matter from various sources and toxic gas leakage 
are affecting the citizens’ health and ecosystems. With the aim 
to respond to the existing environmental issues, new methods 
for improving air quality in both indoor and outdoor 
environments are being developed. According to the World 
Health Organization (WHO), more than one million people 
worldwide die from the consequences of polluted air every year 
[1]. United States Environmental Protection Agency [2] defines 
the air quality by measuring specific gases that have the most 
significant effect on human health, including: ground – level 
ozone (O3), carbon monoxide (CO), nitrogen oxide (NO), 
particulate matter (PM10). Other pollutants also include carbon 
dioxide (CO2), various nitrogen and sulfur oxides, hydrogen 
sulfide (H2S), volatile organic compounds, smog and other 
particulate matters. The measurement of these gases is related 
to the specifics of each gas as well as of the equipment that is 
used.  

The problem of air quality is increasing around the world. 
The growing economies of Asia have had this problem during 

the past decade [3, 4, 5, 6] and some European countries have 
been tackling this problem as well [7].The air quality in Skopje 
has decreased significantly over the past years. Data from 
several measurement stations throughout the city have shown 
high levels of particulate matter [8], especially during the 
winter months. These levels a few times higher than normally 
acceptable and are cause of serious concerns of citizens and 
authorities. A few governmental agencies and non-
governmental bodies examine the reasons, but so far, there is 
no definite list of responsible entities. The general reasons lay 
into fast urbanization that “attacks” every free inch of space. 
Furthermore, the city has been developing for use of cars rather 
than other means of transportation, although it has a good 
disposition for using bikes. Other problems are the 
unauthorized landfills, use of various fossil fuels for heating. 
Although steps are being taken to solve this problem, public 
pressure to provide solutions is growing. Therefore, the 
existing problem of air pollution and the possible ways to solve 
it is the main motive to start our work on the air quality 
measurement project. 

Green walls are vegetated vertical surfaces where plants are 
attached to the surface through various mechanisms. Green 
walls allow for high density and high diversity vegetation on 
vertical areas [9]. The plants filter nitrogen dioxide (NO2) and 
microscopically small particles (fine dust) from the air. Both 
represent a very serious health problem in the cities of both 
industrialized nations and developing countries. For air 
pollution improvement using various types of green 
infrastructure, the majority of studies have focused on 
pollutants such as the PM10[10], PM2.5[11] that have 
implications for the adverse health effects. 

II. LITERATURE REVIEW 

Research shows significant influence of green walls on 
various environmental problems. Authors in [12] investigate 
the potential of green walls and facades for saving energy. 
Furthermore, the research presented in [13] describes the 
potential for energy savings in buildings using green walls and 
double-skin green facades. Classification and technical aspects 
of the green roofs are explained in [14]. The study showed that 
green roofs could reduce annual energy consumption for 
interior heating and cooling. Among the reasons for this is that 
they are on average 15,5 °C cooler than black roofs in summer 
[15]. Buildings in northern climates, with high temperature 
extremes and shorter growing seasons, distinctly show the 
energy advantages of green roofs.  

The aim of this paper is to present a low - cost energy-
efficient system for air quality monitoring in order to analyze 
the influence of the green wall on air quality improvement. The 

1Mare Srbinovska, Aleksandra Krkoleva Mateska, Vesna Andova, 
Maja Celeska and Tomislav Kartalov are with the Faculty of Electrical 
Engineering and Information Technologies at Ss Cyril and Methodius 
University in Skopje, Rugjer Boskovic 18, 1000 Skopje, Macedonia, 
E-mail: mares@feit.ukim.edu.mk, krkoleva@feit.ukim.edu.mk, 
vesnaa@feit.ukim.edu.mk,celeska@feit.ukim.edu.mk, 
kartalov@feit.ukim.edu.mk 
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paper presents results for evaluation of the impact of green 
walls for reduction of air polluting particles, more specifically 
the influence of the air flow through the green wall and the 
capability of the green wall to absorb particulate matter. 
Therefore, the investigated system uses sensor network for 
measurement of particulate matters (PM10, PM2.5), CO and 
NO2. 

III. DEVELOPMENT PHASES 

The first phase in the implementation process was to select a 
proper location for installation of the system. The experimental 
location is near the building of FEEIT and a parking lot with 
frequent movement of people and vehicles. Before the 
installation of the sensor nodes, continuous measurements for 
air quality monitoring were done using reference measurement 
instrument. The second step was definition of system 
architecture and hardware specification. The process was 
followed by equipment procurement. The third step was related 
to the green surface construction and installation of the WSN. 
The aim was to construct the green wall and to install the sensor 
nodes for measurement that will provide information for the 
important parameters related to air quality (PM2.5, PM10, CO, 
NO2). 

 
A. Hardware setup 

The sensor modules deployed in the experimental setup 
consist of two major hardware components – sensors and 
controller. The sensor nodes are the primary data collecting 
elements in the network. They consist of four sensors 
measuring the following parameters: PM2.5, PM10, CO and 
NO2, which feed data to the Wi-Fi module for transmission.  

TABLE I 
MAIN CHARACTERISTICS OF THE SDS011 SENSOR 

Measurement parameters PM2.5, PM10 
Range 0.0-999.9 μg/m3 
Power supply voltage 5V 
Maximum working current 220 mA 
Sleep current 2 mA 
Operating temperature -20 °C-50 °C 
Minimum resolution of particle <0,3μm 

 
SDS011 [16] is the PM2.5 and PM10 sensing unit. It uses the 

principle of laser scattering and can get the particle 
concentration between 0.3 to 10μm in the air. This sensor with 
the digital output and built-in fan is stable and reliable. Some 
of the characteristics of this sensor are: accurate and reliable, it 
has quick response with response time less than 10 seconds 
when the scene changes, easy integration with universal 
asynchronous receiver-transmitter (UART) output, and high 
resolution of 0.3μg/m3. The main characteristics of the sensing 
elements are summarized in Table I. MiCS-4514 [17] is 
combined CO and NO2 sensor. Detection of the polluted gases 
is achieved by measuring the sensing resistance of both sensors: 
RED (reduced) sensor resistance decreases in the presence of 

CO and hydrocarbons, OX (oxygen) sensor resistance increases 
in the presence of NO2. 

The main characteristics of the sensing elements are 
summarized in Table II. 

TABLE II 
MAIN CHARACTERISTICS OF THE MICS-4514 SENSOR 

Measurement parameters CO, NO2 
Maximum heater power 
dissipation 

88 mW (RED 
sensor) /50 mW 
(OX sensor) 

Voltage supply 4.9 V - 5.1 V 
Relative humidity range 5 % - 95 % 
Ambient operating temperature -30 °C - 85 °C 
CO detection range 1 ppm - 1000 ppm 
Sensing resistance in air 100 kΩ - 1500 kΩ 
NO2 detection range 0.05 ppm - 5 ppm 
Sensing resistance in air 0.8 kΩ - 20 kΩ 

 
ESP32-WROOM-32D [18] is a powerful module that covers 

wide range of applications, from low – power sensor networks, 
to the most demanding tasks like voice encoding, music 
streaming. At the core of the module is the ESP32-D0WD chip.  

The controller has integrated on-board antenna and Wi-Fi 
module, that allows large physical range and direct connection 
to the internet through Wi-Fi router. The current of the ESP32 
chip in sleep mode is less than 5 μA, which makes this module 
suitable for battery powered and wearable electronics 
applications. The main characteristics of the controller are 
presented in Table III. 

TABLE III 
MAIN CHARACTERISTICS OF THE EPS CONTROLLER 

Controller EP32 
Power supply 2.7 V - 3.6 V 
Operating temperature range -40 °C - 85 °C 
Operating current 80 mA 
On-chip sensor Hall sensor 
On-board clock 40MHz crystal 
Module interface SD Card, UART, 

SPI, I2C, Motor 
PWM 

Wi-Fi frequency range 2.4 GHz - 2.5GHz 

B. Experimental setup 

For the experimental setup we used old materials for the 
hedera helix construction in order to build a simple, cheap and 
easy to replicate system and to contribute to waste reduction. 
The green wall support construction is built of used materials 
(wooden boards and metal support structures from old 
furniture). Instead of using new plastic pots, old 6 L plastic 
water bottles are used. The implemented construction is shown 
on Figure 1. Wires that connect the wooden boards are used to 
support the growing hedera helix plants. It is chosen to be near 
the Faculty building, which faces a Faculty parking lot, 
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between two smaller classroom buildings. Students and staff 
frequent this location quite often.  

The sensor network consists of 4 sensor nodes. As shown in 
Fig. 2, all sensor nodes are cased in plastic boxes. One of the 
sensor nodes is placed near the green wall construction, while 
the other three are placed near the parking zone and the 
classroom buildings. The fourth sensor is positioned to face the 
parking side, where a lot of cars and vehicles commute on daily 
bases. The measurement data from all the sensor nodes are 
uploaded to an open platform [19] and are available for online 

monitoring and extraction for further analyses. 

IV. ANALYSIS OF MEASUREMENT DATA 

Table IV shows the maximum allowed values for various air 
pollutants [20]. These values are used as comparison reference 
for the measurements at the experimental setup. The table also 
provides a reference for the Air Quality Index (AQI), which 
may be calculated using the methodology described in [7]. As 
shown in Table IV, AQI values are divided into ranges, and 
each range is assigned with an adequate descriptor. 

The experimental setup is designed in a manner that allows 
measurements to be taken near the green wall (sensor node 2) 
and in relative distance of few meters from the setup (nodes 1, 

3 and 4). Node 4 faces the parking lot and is the most distant 
node from the experimental green wall. The disposition of the 
sensor nodes allows assessment of the influence of the green 
wall on the quality of air on the micro-location where the 
experimental setup is positioned. 

TABLE IV 
OVERVIEW OF THE MAXIMUM ALLOWED VALUES OF GASES AND 

PARTICULATE MATTER [20] 

PM10 
(μg/m³) 

CO 
(μg/m³) 

SO2 
(μg/m³) 

NO2 
(μg/m³) 

AQI 

0-50 0.0-
10.0 

0.0-350 0.0-200 0-50 Good 

51-150 10.01-
20.0 

351-
1500 

201-
400 

51-
100 

Moderate 

151-250 20.01-
30.0 

1501-
2500 

401-
800 

101-
150 

Unhealthy 
for 

sensitive 
group 

251-350 30.01-
45.0 

2501-
3500 

801-
1200 

151-
200 

Unhealthy 

341-450 45.01-
70.0 

3501-
6500 

1201-
2400 

201-
300 

Very 
unhealthy 

420-500 70.1-
100.0 

6501-
8500 

2401-
3200 

301-
400 

Dangerous 

501-600 100.01-
120 

8501-
10000 

3201-
4000 

401-
500 

Very 
Dangerous 

V. RESULTS 

The new series of measurements started in May 2018. The 
air pollution in this period of the year is not as high as during 
the winter months. After the first equipment tests, the setup was 
used to provide continuous measurements of all four 
parameters. However, this paper presents the measurements of 
PM2.5 and PM10, as these parameters were critical for the air 
quality in Skopje, which is already described in [3]. 
The values shown on Fig. 3 and Fig. 4 represent average 
concentrations of PM2.5 and PM10 per hour respectively, but 
the measurements are taken with rate of one measurement per 
minute. The sensor nodes are numbered as described above, 
node 2 being the closest and node 4 being the furthest 
positioned node from the green wall. The PM2.5 concentration 
is well below 25 μg/m3, being the relative concentration 
allowed in the air. It is clearly visible that the concentrations 
increase during the day, when there is more movement and are 
usually lower during the late night and early morning hours. 

Similar conclusions can be drawn from the graph presented 
on Fig. 4. Namely, the concentrations of PM10 are lower than 
the reference in Table IV and the distribution of values follows 
similar pattern. 

The graphs depicted in Fig. 3 and Fig. 4, show a typical cases 
during the winter months in Skopje. The graphs depict 
measurements of PM2.5 and PM10 concentrations respectively 
and are taken in a period of 24 hours, starting at 00:00 on 
10.11.2018 until 00:00 on 11.11.2018.  

First and foremost, it can be seen that the particular matter 
concentration values from nodes 2 and 3 are constantly 

 

Fig. 1. Hedera helix green wall structure 
 

 

Fig. 2. Sensor node box 
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relatively lower than those from node 1 and 4 which are furthest 
away from the green wall setup of the three nodes. This is 
observed in Fig. 3 and Fig. 4 and confirms the preliminary 
findings presented in [3] that the green wall contributes to 
lowering the levels of particulate matter in the surrounding air. 

VI. CONCLUSION 

The goal of this paper is to describe an experimental green 
wall setup and to present preliminary measurement results from 
an ongoing experiment designed with the aim to evaluate the 
influence of green walls on air quality on micro locations.  

The presented experimental green wall setup is a low cost 
design, using over the counter and recycled materials and 
equipment. The collected data is available for online 
monitoring as well as off-line analyses. 

The measurement results from a longer period of about 6 
months indicate that particular matter concentrations tend to be 
constantly lower in the area nearer to the green wall structure.  

The experimental green wall project enables continuous 
measurements of gaseous pollutants and PM concentrations. A 
continuous measurement campaign, using the WSN 
measurements, shall provide basis for analysis of the influence 
of the green wall in improving air quality, especially in terms 
of mitigating PM10 concentrations. Further considerations 
include analyses on how the size of the green wall structure 
impacts the scale of reduction of the particular matter 
concentration and the size of the area it affects positively. 
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Fig. 3. PM2.5 concentration measurement for the 24-hour 
period from 10.11.2018 00:00 – 11.11.2018 00:00. 

 

 
 

Fig. 4. PM10 concentration measurement for the 24-hour period from 
10.11.2018 00:00 – 11.11.2018 00:00 
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Practical Implementation of Voltage Unbalance 
Measurement

Lazar Sladojević1, Lidija Korunović2, Miodrag Stojanović3 and Vladeta Milenković4

Abstract – This paper describes practical implementation of the 
algorithm for evaluation of supply voltage unbalance according to 
IEC 61000-4-30 Standard for Electromagnetic compatibility and 
Power quality measurement methods. The algorithm was written 
in Python programming language and evaluated on real voltage 
signals. The results are presented and some issues are highlighted 
for future research.

Keywords – Voltage unbalance, IEC 61000-4-30, Power quality, 
Python

I. INTRODUCTION

Power quality (PQ) is becoming increasingly important 
problem in electrical power systems. The deviation of 
supplying voltage from the ideal sine wave in many areas is 
now evident more than ever. This is most obvious in the areas 
with extensive usage of electronic devices. These devices 
generate higher order harmonics which impact negatively the 
supplying power grid, thus generating additional power and 
energy losses [1].

There is a total number of twelve power quality parameters 
defined in the IEC 61000 Standard for Electromagnetic 
compatibility, part 4-30 which considers Power quality 
measurement methods that should be addressed, measured and 
evaluated [2]. The standard defines measurement methods as 
well as measurement uncertainty and measurement range for 
each individual parameter, except for measurement of flickers, 
harmonics and interharmonics, which are described in separate 
standards. Two classes of measurement equipment are 
recognized, class A and class S and the main difference 
between them is the accuracy class A is more accurate than 
class S.

This paper addresses the problem of real-time measurement
of supplying voltage unbalance. Voltage unbalance can occur 
for different reasons. For example, it can be caused by 
unbalanced load or by the supplying grid itself [3]. As a result,
huge losses in electrical drives can be observed [4]. Unlike 
some other power quality parameters such as voltage dips and 
swells, small unbalance usually doesn’t produce immediate 
negative effects, but rather has long term consequences [5].

For the measurement of unbalance, a data acquisition 
platform has been developed and used in conjunction with fast 
ARM processor for the necessary calculations. Unbalance 
measurement algorithm was entirely written in Python 
programming language. The goal is to achieve real time 
evaluation of voltage unbalance and to present the results of 
practical implementation of the methods proposed in standard
IEC 61000-4-3.

II. PARAMETER DESCRIPTION AND CALCULATION 
METHODS

Supply voltage unbalance is a state of voltage waveforms in 
a three-phase system which deviates from the ideal model. The 
ideal model is characterized by three pure sine wave voltages 
with the rated magnitude and frequency whose phasors are 
angularly displaced from each other by 120 degrees. Therefore, 
voltage unbalance can either be influenced by different 
magnitudes of the voltages or by phase shifts that deviate from 
those of ideal model.

There are different methods for calculation of voltage 
unbalance [6]. According to IEC 1000-3-x series standards, the 
unbalance is calculated using the method of symmetrical 
components. This method is well known in electrical 
engineering and it is based on fact that every unbalanced 
(asymmetrical) three-phase system can be mathematically 
represented by the superposition of three balanced three-phase 
systems. These three systems are called the direct sequence
system, the inverse sequence system and the zero sequence
system, and have the same frequency as the original system. 
Assuming that phase A is the referent voltage phase, phase B 
lags by 120 degrees and phase C by 240 degrees relative to 
phase A in direct sequence system, while in the inverse system
phases B and C lead by the same angles. In zero sequence
system, there is no phase shift among voltage waveforms. Each 
phase phasor is a vector sum of corresponding direct, inverse 
and zero component.

The IEC standards define that the voltage unbalance is 
evaluated by the so-called Voltage Unbalance Factor (VUF). 
This factor represents ratio of the magnitudes of inverse 
sequence and direct sequence fundamental components of 
voltage, expressed in percent,

2 100
i

d

UVUF u
U

(1)

In Eq. 1, Ui is the magnitude of inverse sequence component 
of fundamental voltage, Ud is the magnitude of direct sequence
component of fundamental voltage, and u2 is the alias for VUF
which is used in IEC 61000-4-30 Standard. In standards 
defining the maximum allowed voltage unbalance in
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transmission and distribution grid, these limits are given as 
maximum values of VUF.

On the other hand, ANSI and IEEE standards present the 
methods for voltage unbalance calculation that do not take into 
account the irregular phase shifts. They observe only the 
changes in magnitudes. Thus, the IEC method defined in IEC 
61000-4-30 Standard is used in this paper for the calculation of 
voltage unbalance.

III. ALGORITHM DESCRIPTION

IEC 61000-4-30 Standard defines that the sliding 10 cycles 
window is used for unbalance calculation in 50 Hz systems. 
This means that unbalance VUF factor, Eq. 1, is calculated 
approximately every 200 ms. There are no requirements for the 
synchronization of this window with zero cross points of any 
of the phases, like for example in the case of voltage dips, 
swells and interruption detection. The accuracy class A of the 
standard states that measurement uncertainty for unbalance 
VUF factor value is equal to 0.15 %.

The detection method described above implicitly requires 
two things: fundamental magnitude calculation and
fundamental cycle duration calculation. The fundamental 
magnitude calculation refers to calculation of magnitude of the 
fundamental component of voltage wave, i.e. component on the 
fundamental frequency in spectrum. This is necessary because 
voltage can also contain higher order harmonics which need to 
be minimized before the calculations. There are two ways to 
minimize higher order harmonics, as recommended by 
standard: the filtration using low pass filter or the Discreet 
Fourier Transform (DFT). The modification of the latter kind 
is applied in this paper. Namely, the corresponding algorithm 
uses the Python’s built-in Fast Fourier Transform (FFT), which 
is a faster, optimized version of the DFT [7]. As required by the 
standard, the FFT is executed over each 10 cycles window.

Fundamental cycle duration is expressed as a number of 
samples N in one full cycle. This number can be calculated from 
the frequency of signal, f, and the sampling frequency, fs:

sfN round
f

(2)

There are number of frequency estimation methods, some of 
those are explained in detail in [8–11], but for the application 
presented in this paper, a simple zero-crossing detection 
method is used. This method uses the linear regression over the 
samples around the first and the last zero cross of a signal. 
Samples involved in the linear regression are the ones with 
values between the fixed upper and lower threshold. This way, 
a variable number of samples is used for each linear regression, 
because the signal always contains some noise. This noise can 
cause multiple zero crosses and non-equal number of positive 
and negative samples. Here, linear regression behaves as some 
type of a filter, because it constructs the straight line which 
minimizes the sum of squared distances from all samples 
involved in regression,

2 2

1 1

ˆmin min
M M

i i i i
i i

U U U a t b (3)

In Eq. 3, Ûi is the projection of sample Ui on the regression 
line, M is number of samples involved in linear regression, a is 
the line slope coefficient, b is line intercept coefficient, and ti is 
the time point at which the sample was taken.

The approach is fairly simple and computationally effective, 
but can give errors when applied to highly distorted signals. In 
these cases, IEC 61000-4-30 Standard recommends filtration of 
a signal before the estimation of its frequency. However, 
primary goal of this paper is developing and evaluation of 
practical algorithm for voltage unbalance measurement, and for 
simplicity, that will be done on fairly clean, sine waveform 
signals. This assumption is not always fulfilled in practice, but 
processing of highly distorted signal requires better frequency 
measurement, and will be the subject of authors’ future work.
Nevertheless, the algorithm is not influenced significantly by 
harmonic distortion, since the calculations are performed on 
fundamental components of signals which are extracted from 
FFT. 

IV. EXPERIMENTAL RESULTS

For experimental purposes, a data acquisition and processing 
platform has been developed. The platform contains 16-bit 
Analog to Digital (A/D) converter with the 25.6 kHz sampling 
frequency for data acquisition and ARM Cortex-A8 AM335X 
microprocessor for digital processing of the gathered data. 
Platform is capable of sampling and processing of all three 
voltage channels simultaneously.

The algorithm itself was entirely written in Python 
programming language. Python was chosen because it is simple 
and open source programming language, yet very powerful
when it comes to scientific computing. Python runs on Linux 
operating system which is embedded in the platform. The 
algorithm was developed to comply with class A measurement 
instrumentation. Sets of sampled data from each voltage 
channel are received in the packages of 25600 samples, which 
means they are sampled for one second before they are 
processed. This implies that the algorithm has to process the 
whole previous set of samples in time period shorter than one 
second, i.e. before the new samples are received. Therefore, the 
algorithm has to be highly optimized.

For test voltage generation, Omicron CMC 356 test set was 
used [12]. This test set is primarily designed for relay protection 
testing, but it can also serve well other purposes, such as the
one described in this paper.

Many test cases have been created and examined, but only a
part of the results is shown due to lack of space. Five 
characteristic cases are depicted in Figs. 1 to 5. The overview
of the results is given in Table I, while the processing times for 
one-second data buffers are presented in Table II. Besides 
voltage unbalance measurements, signal frequency is estimated 
and FFT calculations are conducted each second. FFT is 
performed over 10 cycle time interval and fundamental phasor 
is extracted. All three phases’ phasors are then used in Eq. 4 to 
derive symmetrical components for that time period.
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In Eq. 4, Ud, Ui and U0 are the phase A direct, inverse and 
zero sequence components, respectively, UAN, UBN, UCN, are 
phase-to-neutral voltage magnitudes for phase A, B and C, 
respectively, and 2 /3ja e . Besides VUF, a similar zero-
sequence factor is also requested by standard IEC 61000-4-30:

0

0 100d

Uu
U

(5)

TABLE I
PARAMETERS OF TEST CASES

Test case 
index 1 2 3 4 5

UA-fund
[V]

230
0°

230
0

230
0

230
0

230
0

UB-fund
[V]

230
-120°

92
-120°

230
-120°

230
-120°

92
-90°

UC-fund
[V]

230
120°

230
120°

92
120°

230
90°

92
90°

Ud
real

[V]
230

0°
184

0°
184

0°
223
-9.9°

129.766
0°

Ui
real

[V]
0
0°

46
-60°

46
60°

39.6842
135°

23.552
0°

U0
real

[V]
0
0°

46
60°

46
-60°

39.6842
15°

76.682
0°

Ud
estimated
[V]

229.985
0.01°

183.976
-0.01°

183.9899
-0.01°

223.0314
-9.88°

129.776
-0.01°

Ui
estimated
[V]

0.057
-111.3°

45.949
-60.06°

46.0208
60.06°

39.6804
135.1°

23.5613
0.04°

U0
estimated
[V]

0.019
35.83°

46.0004
60.02°

45.9845
-60.05°

39.6592
15.01°

76.668
-0.04°

u2-real
[%] 0 25 25 17.7913 18.1496

u0-real
[%] 0 25 25 17.7913 59.0925

u2-estimated
[%] 0.025 24.9756 25.0127 17.7914 18.1554

u0-estimated
[%] 0.0083 25.0034 24.9930 17.7819 59.0774

u2
estimation 
error [%]

0.025 0.0244 0.0127 0.0001 0.0058

u0
estimation 
error [%]

0.0083 0.0035 0.0070 0.0094 0.0152

Fig. 1. Test case 1 a) phasors and b) symmetrical components

Fig. 2. Test case 2 a) phasors and b) symmetrical components

Fig. 3. Test case 3 a) phasors and b) symmetrical components

Fig. 4. Test case 4 a) phasors and b) symmetrical components

Fig. 5. Test case 5 a) phasors and b) symmetrical components

Each figure shows all three phases’ phasors on the left side 
and measured symmetrical components on the right side. The 
values indexed as real in Table I are directly read from 
Omicron test software and these are the correct parameters of 
actually produced signals. Values for u2-estimated and u0-estimated are 
150 cycles aggregated values whose calculation is mandatory 
for class A equipment. Note that presented cases are the most 

362

Ohrid, North Macedonia, 27-29 June 2019



extreme ones (some of them are also considered voltage dips),
but it is known that the algorithms are most efficiently tested in 
extreme conditions.

Last two rows in Table I are the most important. They present
absolute values of measurement errors for u2 (VUF) and u0. It 
is obvious that none of these values is greater than 0.15 %, 
which is class A uncertainty limit as described in applied 
standard. Similar values are obtained from other test cases, 
which are not presented here. Further, Table II shows that the 
average calculation time is shorter than one second, which is 
time available for processing of one buffer of data. This proves 
that the algorithm is well designed and capable of real-time 
class A voltage unbalance measurement.

TABLE II
PROCESSING TIMES FOR DIFFERENT TEST CASES

Test case index Average processing time 
for one buffer of data [s]

1 0.8211
2 0.8205
3 0.8194
4 0.8254
5 0.8257

Total average time 0.8224

V. CONCLUSIONS

In this paper the software algorithm for measurement of 
supply voltage unbalance is presented. The goals of algorithm 
are to achieve real time measurement performance of this 
abnormal state in power systems, and to evaluate practically 
obtained results applying the method described in standard IEC 
61000-4-30. For practical purposes, new data acquisition 
platform is developed and tested. Five test cases are examined 
and experimental results are presented. It can be concluded that 
the proposed algorithm is capable of real-time voltage 
unbalance measurements with very high precision which 
complies with class A instrumentation. In this paper clean 
sinusoidal voltages are examined, whereas further results will
be obtained taking into account the presence of higher order 
harmonics. The research in this field and the improvement of 
developed algorithm will be the subject of authors’ future 
papers.
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Sensor data fusion for determine object position 
Emil Iontchev1, Rosen Miletiev2,  Petar Kapanakov3 and Lachezar Hristov4 

Abstract: The paper represents the algorithm which combines 
the sensor data to determine the object position in the space by 
Extended Kalman Filter (EKF). Two different filters are 
proposed – nonlinear Kalman filter and linear one with 
quaternions. Also the algorithm for rejection of the external 
magnetic disturbances is chosen to correct the magnetometer 
data. Another low-pass filter is applied to the accelerometer data. 
The proposed algorithms are tested on stationary and on moving 
platforms to calculate the rotation angles of the kid car seat. 
 

Keywords – accelerometer, gyroscope, magnetometer, Kalman 
filter  

I. INTRODUCTION 

Object position determination is the major task of the 
human life and it is solved by different methods. Nowadays, 
the outdoor position may be obtained easily by using the 
global navigation positioning systems (GNSS) [1]. The indoor 
navigation task also may be solved using inertial navigation 
systems (INS), beacons, etc. [2], but sometimes there is a 
necessity to combine the navigation systems to overcome 
some specific disadvantages, such as the integration error in 
the INS systems, which decision is proposed by Rudolf 
Kalman, [3] known as Kalman filter. This filter is also used to 
combine the sensor data from different measurement systems. 
The alternative of Kalman filter is the complementary filter 
[4,5] which may be implemented easily in the embedded 
system due to its low complexity. It uses the constant values 
for the low and high pass filters, while the Kalman filter 
calculates the sensor noise and dynamically changes these 
values. The Kalman Filter is, however, known to provide an 
optimal estimate of the unknown state for a linear dynamic 
system with Gaussian distribution.  

The current paper discusses the Kalman filter algorithm 
which is used to calculate the rotation angles of the kid car 
seat. The algorithm verification is shown in the stationary and 
moving situations and the results are commented. By 
integrating data from accelerometers and gyroscope, mounted 
on the car seat, we were able to predict and calculate its 
position. 

II. ALGORITHM DESCRIPTION OF THE DATA 
COMBINATION  

 The rotation angles calculation of the object (kid car seat) is 
accomplished by 9DoF inertial measurement system, which is 
capable of reading the linear accelerations and angular 
velocities and magnetometer data too. The data of these nine 
degrees of freedom are combined to calculate the three Euler 
angles in the inertial coordinate system. The transformation of 
the coordinate system to the inertial one is based on the 
rotation matrix Rxyz [6].  
 The combination of the sensor data is made using the 
Kalman algorithm, which is well known and is implemented 
in many systems [7,8]. The object mathematical model 
assumes that the actual measurement at any time is related to 
the current state and the system model may be written as [9]: 
(1)  

where,  – denotes the column vector (nx1) of state estimate, 
- column vector (mx1) of measurements, A - state transition 

matrix (mxn) which is applied to the previous state, H – the 
observation matrix (mxn) which maps the true state space into 
the observed space – model noise and – measurement 
noise, which are normally distributed and are independent. In 
the filter algorithms the noise is represented by the matrices 
Q(covariance matrix of ) and R(covariance matrix of ), 
which is used to calculated the Kalman coefficient  

(3) . 

 The practical implementation of the Kalman Filter is often 
difficult due to the difficulty of getting a good estimate of the 
noise covariance matrices. Several methods for the noise 
covariance estimation have been proposed such as 
autocovariance least-squares (ALS) technique. The predicted 
(a priori) state estimate is calculated by (4): 
(4)  
 In the same time the Q matrix is used to obtain the 
predicted (a priori) error covariance : 
(5)
It is better to choose the smaller Q values and bigger R values 
if we want to decrease the state variations. 
 The system model for calculation of the Euler angles with 
quaternions (q) is given by the equation (6): 

(6  

where p, q, r denote the angular velocities from the gyroscope 
measurements.  
 The transition matrix is given by (7): 
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(7) . 

The quaternion values are calculated from the Euler angles 
according to the equation (8): 

(8)  

If the Euler angles are used as state estimates the nonlinear 
model is used according to the equation (9) and (10): 

(9)

 

(10)   

The difference between the above model and the linear 
model(1,2) is that the linear matrix equation has been changed 
into nonlinear form as following  to f (x) and  to hf 
(x). To implement an extended Kalman filter the Jacobian of 
equation (9) must be known. This is defined as following (11): 

(11)  

In both system models, the Euler angles, determined by the 
accelerometer data, becomes the measurement in Kalman 
filter. They are stable over time but substantially deviating 
from the actual values, especially when additional linear 
accelerations affect them (12): 

(12  

where u, v, w denotes the velocities and p, q, r – angular speed 
and  are accelerometer data, g – gravitational 
acceleration. If the system is stationary or moving with 
constant velocity, the equation (12) becomes as simple as 
following (13):  

(13)  

The angles ϕ and θ are calculated according to (14) and 
(15)[6]: 

(14)   

(15)  

The μ parameter is included in the equation to prevent the null 
values division. The ψ angle calculation cannot be estimated 

from the accelerometer data so the magnetometer data have to 
be used. It is calculated according to the equation (16) [6]: 

(16) , 
where Yh and Xh denotes the Y and X magnetometer values 
respectively, which are calculated according to the 
magnetometer data values, corrected by the inclination angles 
by equation (17) and (18)[10]: 
(17)

  
(18)  

The measured magnetometer data are distorted by the soft and 
hard iron effects so it is necessary to calibrate the data. The 
magnetometer data calibration is accomplished by the 
algorithm described at [11]. The six data values are used for X 
value calculation according to the equation (19): 

(19)  

The chosen data values are also used for parameter Y 
estimation according to the equation (20): 

(20)  

The results from the equations (19) and (20) are used for 
parameter β estimation according to the equation (21): 
(21)   
The calculated β values then are used for calculation of the 
magnetometer data disturbances (22): 

(22  

The obtained values are subtracted from the measured values 
and the calculated ones are used for the Euler angle 
estimation. 

III. EXPERIMENTAL RESULTS 

 The validation of the proposed algorithm is accomplished 
with/via static and dynamic measurements with the MEMS 
inertial sensor ADIS16405 [12], produced by Analog Devices. 
The first test checks the static performance of the algorithm 
and compare the seat rotation angles with the measured ones. 
The test is also used to calibrate the magnetometer and 
compensate the soft and the hard iron effects. The calculated 
Euler angles before and after magnetometer calibration are 
shown at Figure 1 and Figure 2. The magnetometer curves in 
the XY coordinate systems before and after calibration are 
shown at Figure 3. 
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Figure 1. Euler angles before calibration 

 
Figure 2. Euler angles after calibration 

 

 
Figure 3. Representation of and  magnetometer data 

before and after calibration 
 The dynamic test is accomplished while the inertial module 
is installed on the kid car seat which is specially designed for 

the measurements [13,14]. On the inertial module is mounted 
the mannequin with the size and weight of a child (Figure 4). 
 

 
 

Figure 4. The inertial sensor position on the kid car seat 
 

 
 

Figure 5. Experimental recorded track 
 
 The dynamic test is accomplished on a mountain road with 
lots of curves. The test road pieces are chosen in such way 
that the road direction is preliminary from north to south and 
the road curves are from east to west. The track and the speed 
are recorded with GPS receiver which is integrated in the 
inertial system design. The experimental track is shown at 
Figure 5. 
 The Euler angles are estimated from the linear 
accelerations, which are passed through low pass filter with 
cut-off frequency of 20Hz. Lower cut-off frequency lead to 
the increased latency of the Kalman filter output towards the 
acceleration data. Figure 6 represents ϕ angle values when the 
cut-off frequency is changed from 5 to 20Hz. 
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Figure 6.  angle value after low pass filtering with cut-off 

frequencies from 5 to 20Hz 
 

The results of the Euler angle estimation are shown at Figure 
7. 
 

 
Figure 7. Estimated Euler angles 

 
 The ψ Euler angle values varies from 0 to 360 degrees due 
to the road curves and the travelling direction, which is 
constantly changed. We are interested in the ϕ Euler angle 
because it represents the rotation angle of the kid car seat, 
which movement is provoked by the lateral accelerations in 
the curves. The frequency of rotation of the kid car seat is also 
point of interest because the values represent the travelling 
comfort [15]. The estimated values of ϕ Euler angle are shown 
at Figure 8. 
 

 
Figure 8. Estimated ϕ Euler angle values (rotation according 

to X kid car seat axis) 
 
 The Euler angles are calculated upon the quaternions model 
and the results are compared with the EKF ones and can be 
seen represented at Figure 9. 

 
Figure 9. Comparison of the calculated ϕ angle  

with EKF and quaternions 
 It shows that there is no apparent difference in the angle 
values obtained using the two different models. 

 
Figure 10. Euler ϕ angle depends from Q and R values 
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The model parameters are also studied for the Euler angle 
calculation. The first test (Figure 10, R=0.0001225, Q=0.16) 
used the noise parameters, which are estimated in our 
previous paper [16]. When R decreases and Q increases, the 
contribution of the measurement to the estimate increases. In 
this case the results match the actual deviation of the kid car 
seat. 

IV. CONCLUSION 

The obtained results show that the nonlinear Kalman filter 
model and the quaternion one represent the similar angle 
values. The proposed algorithm for the magnetometer 
calibration and data filtering are adequate. The chosen R and 
Q values, based on the sensor noise estimation, are included in 
the model and the results are compared with the real angle 
values. R and Q values are also studied to the model 
performance. Better results are obtained when R and Q values 
correspond to the values of the sensor noise estimation. The 
cut-off frequency of the low pass filter, which is applied to the 
accelerometer data, is also studied and it is shown that the 
lower cut-off frequency lead to the increased latency of the 
Kalman filter output towards the acceleration data. In the 
same time, higher cut-off frequency lead to the increased 
noise levels. Therefore the cut-off frequency of 20Hz is 
chosen. 
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Wavelet algorithm for denoising MEMS sensor data 
Lachezar Hristov1, Emil Iontchev2, Rosen Miletiev3 and Petar Kapanakov4 

Abstract – In this paper we propose a wavelet-based algorithm 
for denoising data acquired from MEMS based inertial sensors, 
in order to achieve accurate navigational information in terms of 
position, speed, acceleration and direction. It is well known that 
the low-cost MEMS inertial sensors output signals require a 
proper treatment in order to reduce the different random errors, 
consisting in the signal. The proposed algorithm is tested and the 
results are compared with the GPS data. 
 

Keywords – Wavelet transform, denoising, inertial sensors. 
 

I. INTRODUCTION 

MEMS integrated system, inertial sensor data includes 
large signal noise and sensor bias. The main error sources of 
the MEMS inertial sensors are recognized as: null offset error 
(bias) ba, gain error - K, integral and differential nonlinearity 
and misalignment – Tp, specific force - F and output noise - 
en. [1] The influence of these errors may be written by the Eq. 
(1) 

   (1) 

Among them, sensor biases make more significant error on 
position result because of integration. Sensor biases are well 
compensated on good observable trajectory in general 
integrated navigation system. But sensor biases cannot exactly 
be compensated on low cost system. If the noise component 
could be removed, the overall inertial navigation accuracy is 
expected to improve considerably. The resulting position 
errors are proportional to the existing sensor bias and sensor 
noise. 

In this paper, the wavelet denoising technique is 
implemented to eliminate the sensor noise for improving the 
performance of inertial sensor signals [2], [3]. The wavelet 
analysis has the advantage over other signal processing 
techniques in the capability of performing local analysis. It 
can decompose the signal to frequency component in local 
time. By using this characteristic, the wavelet denoising 
method shrinks the signal noise by eliminating the frequency 

component which contains only noise. Furthermore, the 
wavelet denoising method can also remove the signal bias by 
decomposing the signal and eliminating the low frequency 
component. 

The wavelet thresholding method is verified using the 
collected real data from the field test. It is implemented to the 
MEMS integrated system, later shown in the experimental 
data section. 

II. WAVELET DENOISING ALGORITHM 

A. Wavelet Transform 

Wavelet transform is a signal transform technique popularly 
used in image and audio signal processing [4], [5], [6]. 
Compared by nature of the processing type, the traditional 
Fast Fourier Transform (FFT) has a fixed relationship 
between time and frequency while the wavelet does not have a 
fixed relationship between time and frequency. The wavelet 
analysis is based on a windowing technique with variable-
sized windows shown in Fig. 1. The wavelet transform applies 
the wide window (long time intervals) to low frequency and 
the narrow window (short time intervals) to high frequency. 

Discrete time wavelet transform is executed as Eqs. (1), (2) 
[7]. 

   (2) 

   (3) 

 
Where  is called the scale function and  is called the 

wavelet function. Each  and  refers to the wavelet 
coefficient. 

Wavelet function can be any function that satisfies the 
relationship of Eqs. (1) and (2). The scale function of upper 
level can be expressed as the convolution of the scale function 
and the wavelet function of lower level. It means that the low-
frequency area can be decomposed to the high-frequency area 
and low-frequency area. Such relationship is shown in Fig. 2 
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Fig. 1. Time-Frequency Domain Sampling 
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B. Wavelet Thresholding Technique 

Wavelet thresholding technique is a signal estimation 
technique that exploits the capabilities of wavelet transform 
for signal denoising. It removes the noise by eliminating 
coefficients that are insignificant relative to some threshold. 
Researchers have developed various techniques for choosing 
denoising parameters none of which is best universal 
threshold determination technique. Wavelet thresholding 
technique assumes that the magnitude of the actual signal is 
greater than the noise level, and in general the noise is white 
noise. 

The wavelet thresholding technique reduces the noise level 
with almost no distortion for the sudden change in signal. The 
result of the thresholding technique has almost no distortion 
and accurate, so that it sits right on the actual signal almost 
indistinguishably. Therefore, it can be used by preprocessing 
filter for the inertial sensor signal and overcomes the 
shortages of the existing low-pass filter. 

The thresholding technique is classified into the hard 
thresholding and soft thresholding operation. 

 �
�

  (3) 

 
�

   (4) 

 
The Eq. (3) shows the hard thresholding function and the 

Eq. (4) shows the soft thresholding function. The wavelet 
coefficient means that the magnitude of a certain frequency 
component. Thus, wavelet coefficients in the band of noise 
become zero. The soft thresholding technique is known to 
have better performance than the hard thresholding technique, 
so the soft thresholding technique was used for the experiment 
[8], [9]. 

Important element influencing the performance in 
thresholding technique is how the standard value of λ is set 
[2], [8]. Generally, it is determined by the Eq. (5). Here, σ is 
the standard deviance of the signal, and n is the number of 
signal samples 

   (5) 

 
The value determined by the formula, will not be the 

optimal result, so the appropriate λ must be determined 
through experimentation. 

D. Wavelet Denoising Algorithm 

The proposed denoising algorithm is executed as follows. 
Select wavelet based on predefined list. For the input signal, 
using interval-dependent thresholding method - obtain the 
maximum level of decomposition, define the intervals and 
interval-dependent thresholds, decompose the signal, replace 
original wavelet coefficients by the coefficients resulting from 
the thresholding operation and perform wavelet transform - 
apply the thresholds and reconstruct the signal. Integrate the 
wavelet denoised signal to get the speed and distance. 
Calculate the SNR and endpoint accuracy against the noisy 
signal speed and distance. If all predefined wavelets are used, 
compare the results and draw graphics. Estimate the most 
appropriate wavelet for denoising the MEMS based 
accelerometer data. 

For the purpose of the experiment the denoising algorithm 
is implemented using MATLAB. 

The process is shown in the flowchart on Fig. 3 

 

Fig. 2. Wavelet Transform 

 

Fig. 3. Block diagram of the denoising 
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III. EXPERIMENTAL RESULTS 

 
Collected MEMS sensor signal data includes the actual 

vehicle motion dynamics and the sensor noise as well as some 
other undesirable noise such as vehicle engine vibration.  

The wavelet transform was carried out using predefined list 
of wavelets by function cmddenoise. Table I shows the 
experimental data results for each wavelet used – name, 
calculated maximum level of decompositions, calculated best 
number of intervals, calculated SNR of denoised signal 
compared to noise from signal data, deviation between 
calculated denoised signal last point distance and reference 
signal last point distance. Results are sorted based on the best 
SNR. 

TABLE I 
EXPERIMENTAL DATA 

Signal Wavelet 

Max 
Lvl 

Deco
mp 

Best 
Nb of 

Int 
SNR path 

[dB] 

dev last 
point dist 

[%] 
Accel. db2 10 3 13.6674 2.8222 
Accel. sym2 10 3 13.6674 2.8222 
Accel. coif1 9 5 13.5842 3.1055 
Accel. db3 9 3 13.5464 3.2062 
Accel. sym3 9 3 13.5464 3.2062 
Accel. sym4 8 1 13.4629 3.4765 
Accel. sym6 8 1 13.4335 3.5684 
Accel. coif2 8 1 13.4139 3.6311 
Accel. db4 8 2 13.3311 3.8938 
Accel. db6 8 1 13.3110 3.9543 
Accel. sym8 7 1 13.2793 4.0551 
Accel. db7 8 2 13.2777 4.0643 
Accel. sym7 8 3 13.2765 4.0700 
Accel. coif3 7 1 13.2726 4.0765 
Accel. haar 11 1 13.2648 3.9585 
Accel. coif4 7 1 13.2502 4.1492 
Accel. sym5 8 1 13.2439 4.1706 
Accel. db8 7 1 13.2402 4.1836 
Accel. coif5 6 1 13.2126 4.2740 
Accel. db9 7 1 13.1922 4.3415 
Accel. db5 8 1 13.1892 4.3506 
Accel. db10 7 1 13.1862 4.3579 

 
 

 It is noticeable that “db2”, “sym2” and “coif1” wavelets 
have the best SNR ratio. The calculation of the last point 
deviation from reference distance confirm that the wavelets 
being on the top of the table is the most appropriate as they 
show less deviance from the last distance point and it is more 
accurate than the other wavelets in the table. 

Figs. 4 and 5 shows a comparison between noisy signal and 
the top three best SNR ratio denoised signals. On the detailed 
Figure 5 we can see that “db2” and “sym2” wavelet results are 
almost identical and their lines are one over another. 

 

Fig. 4. Comparison between noisy signal and top three most effective 
wavelet denoised signals  

 

Fig. 5. Detailed comparison between noisy signal and top three most 
effective wavelet denoised signals 

 
On Fig. 6 and more detailed on Fig. 7 we can see that 

denoised signal is following the reference speed curve most 
accurate. 
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Fig. 6. Comparison between speed calculation results - reference 
speed signal, noisy signal and top three most effective wavelet 

denoised signals 
 

 

Fig. 7. Detailed comparison between speed calculation results - 
reference speed signal, noisy signal and top three most effective 

wavelet denoised signals 

 

Fig. 8. Comparison between accumulated distance results - reference 
signal, noisy signal and top three most effective wavelet denoised 

signals 
 
 

IV. CONCLUSION 

In order to achieve accurate navigational information in 
terms of position, speed, acceleration and direction it is 
necessary to use proper denoising. The proposed algorithm 
will help us calculate the most accurate position, speed or 
distance by using raw signal acquired by MEMS Inertial 
Navigation Systems during the blind zones where GPS signal 
is weak or missing. 

In the article we propose an algorithm for selecting the 
most appropriate wavelet for denoising MEMS sensor data, 
based on input noisy signal analysis, while searching for the 
best calculated SNR for each of the applied wavelet 
denoising. 

Calculated the best SNR shows the most appropriate 
wavelet to be applied to the signal being processed. SNR is 
calculated by only using data from input noisy signal. 
Referent signal is used to show and confirm that the algorithm 
proposes the best wavelet which will approve the results on 
later calculations by having the smallest last point deviance as 
well. 
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Test methodology for mains interference frequency 
measurement 

Georgy Mihov 1 and Dimiter Badarov 2 

Abstract – A test procedure for mains interference frequency 
measuring is represented in this work. The procedure is based on 
measurement of the transfer coefficient of an averaging digital 
filter applied to the interference signal. The procedure is 
implemented in MatLab environment. It includes filters for 
elimination of the DC offset, for suppression of the second and 
third harmonic and for measurement of the power-line 
interference frequency. Additionally, a procedure for 
measurement of the amplitude of the interference is developed. 
 

Keywords – Mains interference, Frequency measurement, 
Harmonic suppression. 

 

I. INTRODUCTION 

A method for measurement of a mains interference (hum) 
frequency in electrocardiographic (ECG) signal is represented 
in [1] that is further developed for mains frequency 
measurement [2, 3]. It determines the deviation dF of the 
mains frequency F, calculating the change of the transfer 
coefficient K(f) of an averaging filter – see Fig. 1. 

0 f
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Fig. 1. An averaging filter transfer coefficient changing due to the 
mains frequency deviation. 

The method has advantages in front of other existing 
methods [4, 5], especially when existing recordings with 
relatively low sampling frequency are used. The errors 
induced by harmonic content of the mains interference and by 
its amplitude changing are analyzed in [6]. 

In the present work a computer based [7, 8] test 

methodology allowing detailed investigation of the method is 
proposed. 

II. HARMONIC SUPPRESSION FILTERS 

A. Third harmonic suppression 

For the purpose of third harmonic filtration, a digital filter Y 
is synthesized by summation of two filters by the 
methodology proposed in [9]. Two “three-point” filters are 
used Y1 and Y2 which have frequencies of their first zeroes on 
the both sides of the third harmonic of the mains interference 
F3. The two filters are summed by multiplication with 
complementary to unity coefficients (1 – ky)  ky. 
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where m3 is the rounded to the lower or equal integer number 
of samples in the half period of the third harmonic F3 of the 
mains frequency. 

The transfer coefficient of the resultant filter is also 
expressed by summation of the transfer coefficients of the two 
filters multiplied by the complementary to unity coefficients 
(1 – ky)  ky. 

( ) ( ) ( ) ( )
( )

( )

2 3

2 3

1 cos

1 . 1 . 2 , ,
( 1)

2 cos
y y

m f
K f

Q
K f k K f k K f

m f
K f

Q

π
=

= − +
+ π

=

 . (2) 

The coefficient ky is defined by applying the condition the 
first derivative of the transfer function of the summed filter 
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have a zero value for the third harmonic of the mains 
interference f = F3, from where: 
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and when f = F3 the parameter ky have a value: 
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This way the summed filter Y by equation (1) has a 
minimum of the transfer coefficient for the frequency of the 
third harmonic of the mains interference F3 but it is not zero. 
For that purpose, it is recurrently modified by the 
methodology proposed in [1]: 
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where K(F3) is the transfer coefficient of the summed filter 
calculated by (2) 
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The modified filter Y* acquires transfer coefficient of zero 
for the third harmonic of the mains frequency F3 keeping 
tangential character to the frequency axis. The synthesis of 
digital filter for suppression of the third harmonic of the mains 
frequency F3 = 150 Hz is represented on Fig. 2. The plot 
contains the first Y1 (blue curve - b) and the second Y2 (red 
curve - r) from the initial “three-point” filters, the summed 
filter Y (green curve - g) and the modified filter Y* (black 
curve - k). H is the impulse vector of the summed filter K(F3) 
containing the weight coefficients of the impulse response. 
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Fig. 2. Synthesis of filter for third harmonic of the mains frequency 
F3 = 150 Hz for sampling frequency  

Q = 400 Hz, H = [0.0858 0.2426 0.3431 0.2426 0.0858]. 

The filter for the third harmonic reduces the amplitude of 
the mains frequency with about 0.7. The conducted 
experiments showed that the amplitude of the steady value F 
of the mains frequency does not affect the accuracy of the 
measurement. 

B. Second harmonic suppression 

In similar way we can build digital filter for suppressing the 
other harmonics of the extracted mains signal. The synthesis 
of digital filter for second harmonic of the mains frequency 
F2 = 100 Hz is represented on Fig. 3. The plots are the same as 
the ones shown on Fig. 2. The frequency of the second 
harmonic is substituted in equations (1-6) along with the 
number of samples in the half period of the second harmonic 
m2. 
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Fig. 3. Synthesis of filter for second harmonic of the mains frequency 
F2 = 100 Hz for sampling frequency  
Q = 400 Hz, H = [0.25 0 0.5 0 0.25]. 

The filter for the second harmonic suppression reduces the 
amplitude of the mains frequency with about 0.5 but this does 
not affect the accuracy of the measurement of the mains 
interference frequency. 

A very important property can be seen in Fig. 3 with 
sampling frequency Q = 400 Hz. The coefficient ky equals one 
and due to that the complementary to unity coefficient (1 – ky) 
for the other filter equals zero. This means that the summed 
“three-point” filter Y is identical with the second Y2 and the 
modified filter Y* - see equation (1-6). On the figure the three 
filters are represented one over another. For that reason, only 
the modified filter is visualized. This can be seen also from 
the H vector of the impulse response which contains only one 
of the summed filters. This property allows easy construction 
of digital filter for second harmonic suppression when the 
sampling frequency is 400 Hz. 

C. Elimination of the DC offset of the signal 

The measured mains interference can contain a DC offset. 
It can be generated by the analog part of the measurement unit 
or from the output of the analog-to-digital conversion process 
when we are not using a four-quadrant analog-to-digital 
converter (ADC). For the purpose of mains frequency 
extraction from the input signal a simple “three-point” filter is 
used. 

 2 2
2

4
i m i i m
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B B B
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− +− + −
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Fig. 4. Filter for DC offset elimination for sampling frequency 
Q = 400 Hz. 

From Fig. 4 we can see that with sampling frequency of 
400 Hz the DC offset filter is suppressing all even harmonics. 

III. ALGORITHM AND PROGRAM IMPLEMENTATION 

OF THE METHOD 

The algorithm of the test methodology is represented on 
Fig. 5. First the input signal is subjected to mains interference 
extracting using the filter shown on Fig. 4. 

Input File

Based Line Ignoring

Second Harmonic Suppression

Q <F/2 3

Output Results

yes

no

Third Harmonic Suppression

Mains Frequency Measurement

 

Fig. 5. Algorithm of the test methodology for frequency 
measurement. 

The next step is to suppress the second harmonic of the 
mains interference signal. If the sampling frequency is 
multiple of the frequency of the second harmonic this step can 
be skipped because the mains interference extraction 
procedure suppresses all even harmonics of the interference. 

Then it is checked if the frequency of the third harmonic of 
the interference F3 is higher than Q/2. If it is not true, the third 
harmonic suppression procedure is applied. 

The calculation of the mains frequency deviation is 
accomplished by the application of a “two-point” filter using 
the procedure given in [3]. 

The results from the application of the different parts of the 
test program are shown on Fig. 6. The experiment is carried 
out with a synthesized input signal containing mains 
interference with changing amplitude by a sinusoidal law with 
frequency of 0.1 Hz. The signal duration is 30 s which is 
divided on three parts. In the first 10 s the frequency of the 
mains interference is 50.25 Hz. In the second 10 s the 
frequency is 50 Hz and in the last 10 s the frequency is 
49.75 Hz. 

The first subplot of Fig. 6a shows the input file, the second 
subplot shows the file after the procedures for extraction and 
suppression of the harmonics of the mains interference. The 
third subplot shows the calculated mains frequency. The 
figures b, c and d contain the spectrum of the signals 
calculated by Fourier transform: b – of the input signal; c – 
after the extraction and suppression of the second harmonic 
and d – after the suppression of the third harmonic. 
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Fig. 6. Test with a synthesized signal and sampling rate Q = 400 Hz: 
a) – visualization of the result; b) – spectrum of the input signal; c) – 

spectrum after mains interference extraction and second harmonic 
suppression; d) – spectrum after third harmonic suppression. 

The next demonstrations are done with real interference 
signals extracted from old electrocardiographic signals. For 
the signal BN039_400.adc the examined epoch is 8 s and the 
calculated frequency values are averaged for period of 1 s. For 
the signal BR024_200.adc the examined epoch is 160 s and 
the calculated frequency is averaged for a period of 10 s. 
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Fig. 7. Experiments with real signals with Q = 400 Hz. 
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Fig. 8. Experiments with real signals with Q = 200 Hz. 

IV. CONCLUSION 

A test methodology is developed for examination of the 
method for mains interference frequency calculation using the 
transfer coefficient of a digital moving averaging filter. 

For the cases in which the sampling frequency is higher 
than the doubled frequency of the third harmonic a 
suppression filter is developed. The filter is based on the 
summation and modification of two digital filters having 
transfer characteristics tangential to the frequency axis. 

By the same methodology a filter for suppressing of the 
second harmonic is synthesized. The procedure keeps its 
accuracy without increase of the measurement error. 

A filter for elimination of the DC component of the input 
signal is synthesized based on a “three-point” filter. It is found 
that when the sampling frequency is two or four times higher 
than the frequency of the second harmonic, the filter also 
suppresses the frequencies of all even harmonics of the mains 
interference. 

The methodology is developed and tested in the MatLab 
environment. Different functions are developed for mains 
interference extraction and suppression of the second and 
third harmonic. 
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AC Current Transducer as an Element of the Electrical
Energy Consumption Control System  

Viša Tasić1, Marijana Pavlov-Kagadejev2, Radoš Jeremijić3, Vladimir Despotović4,

Olivera Tasić5, Ivana Stojković6

Abstract – A paper presents the elements of the realized AC 
current transducer which solves the problem of converting the 
input signal (AC current) into a DC voltage signal suitable for 
further processing in the distributed control system. Such devices 
are heavily applied in distributed control systems for controlling 
the electricity consumption, for monitoring of industrial 
processes, as feedback elements, in telemetry and etc. The 
proposed AC current transducer is further connected to Arduino 
microcontroller to form a basic unit of the distributed control 
system for the control of electrical energy consumption in 
households. 

Keywords – AC current, transducer, electricity, consumption  

I. INTRODUCTION

The principle of measuring electrical current by digital 
instruments is based on voltage measurement. The measured 
current passes through a resistor of known electrical 
resistance. By measuring the voltage at the ends of the 
resistors, the measured current is indirectly determined [1].  

AC current converters and transducers are necessary 
elements in the realization of the Distributed Control System 
(DCS) because the control and management of the electrical 
energy consumption requires continuous measurement of 
electricity/energy in real time [2]. DCS systems accept 
standard current and voltage signals (4-20 mA, 0-5 V DC) at 
their input. For this reason, it is necessary to adjust/convert all 
input signals to a format suitable for further processing in 

DCS system. 
AC current transducers have wide application in DCS 

systems for controlling electrical energy consumption, for 
monitoring of technical processes, as feedback elements, in 
telemetry and etc. The choice of the appropriate transducer 
depends on a number of factors, such as: measuring range,
accuracy of the measurement, commercial and other 
conditions. AC current transducers mainly represent a 
combination of current transformer, precision rectifier, and 
stage for adapting the output signal level (0-20 mA, 4-20 mA, 
0-5 V DC or 0-10 V DC). The following examples indicate 
that there is a need for this type of device on the market.  

The CRT4100AC [3] is designed to measure AC currents in
the range 0-150 A, with galvanic isolation of the primary 
circuit. These devices can be ordered with the desired current 
or voltage output: 4-20 mA, 0-5V DC or 0-10V DC. 

The Swiss company, LEM manufactures, produces AC 
Current Transducer AP-B10 for measuring AC currents in the 
range 0-400 A, with galvanic isolation of the primary circuit 
[4]. The output range can be selected either 0-5V DC or 0-
10V DC. YHDC Company manufactures AC current 
transducers (ACT series) that contain a current transformer 
and electronics for conditioning of signals in one device [5].
The ACT devices can be made for input AC currents in the 
range 0-2 A up to the range 0-2000 A. Output signal can be 
DC current 4-20 mA or DC voltage 0-10 V. The Indian 
company, Adept Fluidyne, has developed Adept AC Current 
Transducer 2010 [6]. The output DC signal is proportional to 
the input AC current and is calibrated to the RMS value.  

In the Republic of Serbia, the Company MINEL 
AUTOMATIKA A.D. Belgrade has developed MPI/L device 
for measuring the AC current (AC input 0-1 A or 0-5 A,
output 0-20 mA or 0-10V) [7]. 

II. AC CURRENT TRANSDUCER HARDWARE

A. General Characteristics of AC Current Transducer 

The realized AC current transducer is primarily intended 
for measuring AC current in the range 0-10 A, at the 
frequency 50-60 Hz. If necessary the range of the input AC 
current can be expanded to 0-50 A, with the appropriate 
transformer installed in transducer. The input AC current 
inside the transducer is transformed into a DC voltage 0-5 V 
signal, which is galvanically separated from the input signal. 
The wiring diagram of the proposed AC current transducer is
shown in Fig 1. 
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Fig. 1. The wiring diagram of the proposed AC current transducer  

The realized AC current transducer is placed in a standard 
plastic housing with the dimension 50x78x108 mm for 
installation on a standard 35 mm wide rail (according to EN 
60715 standard) with IP20 protection degree. On the front of 
the transducer housing, there are 12 terminal clamps arranged 
in two rows of 6 terminals, as shown in Fig 2. Terminals 1 and 
6 are intended for connecting the supply voltage of the 
transducer, 220 V AC. Terminals 3 and 4 are intended for 
connection to the electric grid (AC input, 0-10 A).  

Fig. 2. The transducer's front panel and housing  

All transducer's components are located on a single-sided 
printed circuit board shown in Fig 3. The electrical scheme of 
the transducer (shown in Fig 5.) consists of the following 
components: power supply, current transformer/sensor, 
inverting amplifier, precision two-sided rectifier and output 
stage. 

B. Power Supply 

The transducer's power supply supplies electronic 
components with ±12 V DC. It consists of voltage transformer 
TR1 (220 V AC, 2x12 V AC, 2 VA), Graetz bridge 1.5A, 
voltage regulators IC1 (78L12) and IC2 (79L12), and 
electrolytic capacitors for filtering the supply voltage referred 
as CF1-CF6 as shown in Fig 5.

Fig. 3. The transducer's PCB layout 

C. Current Transformer/Sensor 

A current transformer is an instrument transformer in which 
the secondary current is substantially proportional to the 
primary current. Current transformers are switched on to the 
primary circuit regularly because they need to reduce the 
current being measured; they work in the short circuit regime. 
The transducer uses a miniature current sensor type: ASM-
010/TALEMA. A typical characteristic of ASM current 
sensor is shown in Fig 4 [8].  

Fig. 4. The ASM-010 current sensor characteristics [8]  

D. Inverting Amplifier 

Operational amplifier (OP) IC3:A with resistors R6, R7 and 
potentiometer P1 forms inverting amplifier arrangement as
shown in Fig 5. No inverting input of the IC3:A is bound to 
ground (zero potential). Since the input voltage of an ideal OP 
is zero, the inverting input of the OP IC3:A is virtually on the 
potential of the ground. Since the input current of OP is zero, 
all input current is closed over R7 and P1. The amplification 
A of this amplifier is negative and equal to: 

 (1) 

E. Precise Double-sided Rectifier 

OP amplifiers IC3:B and IC3:C, diodes D3-D4 and resistors 
R1-R5 form a precise double-sided rectifier as shown in Fig 5.
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Fig. 5. The electric scheme of the AC current transducer  

When the input voltage is positive, the diode D4 leads. On
its anode, the voltage is equal to the input one, but with the 
opposite polarity. In the second OP (IC3:C), this voltage is 
only inverted and a positive voltage with a single 
amplification is obtained at the output of the rectifier. Both 
OP amplifiers work as inverting amplifiers with unity gain. 
When the input voltage is negative the feedback circuit of the 
first OP (IC3:B) is realized via diode D3. The input current is 
negative and it is divided in the ratio of 1:2, with one third 
going upstream, and over R2 and R4 entering the second OP, 
and two-thirds closing via D3. The gain is, therefore, ±1 
depending on the polarity. The output voltage is not affected 
by voltage drops on the diode; hence, the circuit acts as a 
precision rectifier (absolute value detector). The circuit is 
simple because resistors of equal resistance are used. The 
disadvantages of the circuit are a unit gain and a small input 
resistance [9].

F. Output Stage 

OP amplifier IC3:D, transistor T1 (BC337), resistors R8, 
R10, R11 and capacitors C1 and C2 form the voltage 
controlled current source, as shown in Fig 5. The OP amplifier 
IC3:D acts as a voltage comparator. No inverting input of OP 
IC3:D is connected to the output of precise double-sided 
rectifier through the integrator, formed by the R8 resistor and 
the capacitor C2. The output stage provides greater current 
availability due to the use of transistor at the output instead of 
using the direct output from OP. The OP IC3:D and transistor 
T1 ensure that the voltage over resistor R10 is kept equal to 
the one at the non-inverting input of OP IC3:D. The voltage 
on the resistor R10 is proportional to the AC current at the 
transducer input. Adjustment of the transmission 

characteristics of the transducer is done using the 
potentiometer P1. 

III. TESTING THE CHARACTERISTICS OF THE  AC
CURRENT TRANSDUCER

Adjusting the I/O characteristics of the transducer (slope of 
the working curve) was done using the potentiometer P1 
(shown in Fig 5.). Recording of the I/O characteristics was 
done by using the PHILIPS FLUKE PM2525 [10]. The 
measurement of DC voltage in the range 0-20 V with these 
instruments has an accuracy class of 0.02. The I/O 
characteristic of the transducer when it uses the current 
transformer CT010P-A/B/C [11] is shown in Fig 6.

Fig. 6. The I/O characteristic of the transducer 
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Simulation of DC, AC and transient working regime of the 
transducer was carried out using the TINA-TI V9 program 
[12].  The response time of the transducer is approximately 1s, 
as shown in Fig 7. The transducer's response time can be 
adjusted as needed by choosing the appropriate value of 
capacitor C1 (shown in Fig 5.). 

Fig. 7. Transducer response time for the maximum current on the 
input   

IV. THE EXAMPLE OF APPLICATION 

A circuit diagram of the electric motor overcurrent load 
protection system is shown in Fig 8. The protective element 
compares the preset maximal current load with the actual 
current load measured by the transducer. When the actual 
current exceeds the preset maximum, the protection system 
activates the sound and the visual alarm. Hence, the 
information about the actual electrical energy consumption of 
the electric motor is forwarded from the Arduino board [13],
that serves as DCS node, via the wireless network to a DCS 
control level (PC workstation). 

Fig. 8. The electric motor overcurrent load protection system [14]

V. CONCLUSIONS

In this paper, the main characteristics of the recently 
realized AC current transducer are presented. The application 
of such devices enables measurement of the electricity 
consumption of a wide variety of electrical consumers in the 
industrial facilities, as well as in the households. The realized 
device is easy to manufacture, install, calibrate and maintain. 
In the practical application in overcurrent protection systems, 
it has shown good stability and reliability. We expect that, in 
the near future, it will be extensively applied in the electrical 
energy consumption control systems.
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Performance Assessment of IEEE 802.11a  
54 Mbps WPA Laboratory Links 
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Abstract – The importance of wireless communications, 
involving electronic devices, has been widely recognized. 
Performance is a fundamental issue, resulting in more reliable 
and efficient communications. Security is also critically 
important. Laboratory measurements were performed about 
several performance aspects of Wi-Fi IEEE 802.11a 54 Mbps 
WPA links. Our study contributes to performance evaluation of 
this technology, using available equipments (HP V-M200 access 
points and Linksys WPC600N adapters). New results are 
presented and discussed, namely at OSI level 4, from TCP and 
UDP experiments. TCP throughput is measured versus TCP 
packet length. Jitter and percentage datagram loss are measured 
versus UDP datagram size. Results are compared for both point-
to-point and four-node point-to-multipoint links. Conclusions are 
drawn about performance of the links. 

 
Keywords – IEEE 802.11a, Multi-Node WPA Links, TCP 

packet size, UDP datagram size, Wi-Fi, WLAN Laboratory 
Performance. 
 

I. INTRODUCTION 

Electromagnetic waves in several frequency ranges, 
propagating in the air, have enabled the development of 
contactless communication technologies. Wireless fidelity 
(Wi-Fi) and free space optics (FSO) are examples of such 
technologies. Microwaves and laser light are used, 
respectively. Their importance and utilization have been 
growing worldwide. 

Wi-Fi completes traditional wired networks. The main 
configuration is infrastructure mode. Here, a WLAN (wireless 
local area network) is formed where an access point, AP, 
enables communications of Wi-Fi electronic devices with a 

wired based LAN, through a switch/router. At the private 
home level a WPAN (wireless personal area network) permits 
personal devices to communicate. Frequency bands of 2.4 and 
5 GHz are usable, with IEEE 802.11a, b, g, n and ac standards 
[1]. Nominal transfer rates up to 11 (802.11b), 54 Mbps 
(802.11 a, g), 600 Mbps (802.11n) and 3.5 Gbps (802.11ac) 
are stated. Carrier sense multiple access with collision 
avoidance (CSMA/CA) is the medium access control. Point-
to-point (PTP) and point-to-multipoint (PTMP) microwave 
links are applied. The intensive use of the 2.4 GHz band has 
led to substantial interference. The 5 GHz band solves this 
problem, at the expense of higher absorption and shorter 
range. 

802.11a,g use a multi-carrier modulation scheme called 
orthogonal frequency division multiplexing (OFDM) that 
allows for binary phase-shift keying (BPSK), quadrature 
phase-shift keying (QPSK) and quadrature amplitude 
modulation (QAM) of the 16-QAM and 64-QAM density 
types. One spatial stream (one antenna) and coding rates up to 
3/4 are possible and a 20 MHz channel. 

Studies are published on wireless communications, wave 
propagation [2],[3], practical setups of WLANs [4], 
performance analysis of the effective transfer rate [5], 
performance in crowded indoor environments [6]. 

Communication performance is a crucial issue, giving 
higher reliability and efficiency. Requirements are given for 
new and traditional telematic applications [7]. 

Wi-Fi security is critically important for confidentiality. 
Several encryption methods have been developed to provide 
authentication such as, by increasing order of security, wired 
equivalent privacy (WEP), Wi-Fi protected access (WPA) and 
Wi-Fi protected access II (WPA2).  

Several performance measurements have been published 
for 2.4 and 5 GHz Wi-Fi Open [8], WEP [9], WPA[10] and 
WPA2 [11] links, as well as very high speed FSO [12]. 
Studies are published on modelling TCP throughput [13]. A 
formula that bounds average TCP throughput is available [14]. 
Studies have been given for 5 GHz 802.11n Open and 54 
Mbps 802.11a WEP links [15],[16]. 

The motivation of this work is to evaluate and compare 
performance in laboratory measurements of WPA PTP and 
four-node point-to-multipoint (4N-PTMP) 802.11a links at 54 
Mbps using new available equipments. This new contribution 
permits to increase the knowledge about performance of Wi-
Fi (IEEE 802.11 a) links [16]. The problem statement is that 
performance needs to be evaluated under several TCP and 
UDP parameterizations and link topologies under WPA 
encryption. The solution proposed uses an experimental setup 
and method, permitting to monitor signal to noise ratios 
(SNR) and noise levels (N), measure TCP throughput (from 
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TCP connections) versus TCP packet size, and UDP jitter and 
percentage datagram loss (from UDP communications) versus 
UDP datagram size.  

The remaining of the paper is organized as follows: Section 
II treats the experimental conditions i.e. the measurement 
setup and procedure. Results and discussion are given in 
Section III. Conclusions are drawn in Section IV. 

II. EXPERIMENTAL DETAILS 

Here we have used a HP V-M200 access point [17], with 
three external dual-band 3x3 MIMO antennas, IEEE 802.11 
a/b/g/n, software version 5.4.1.0-01-16481,  a 1000-Base-
T/100-Base-TX/10-Base-T layer 2 3Com Gigabit switch 16 
and a 100-Base-TX/10-Base-T layer 2 Allied Telesis AT-
8000S/16 switch [18]. Three PCs were chosen having a 
PCMCIA IEEE.802.11 a/b/g/n Linksys WPC600N wireless 
adapter with three internal antennas [19], to enable 4N-PTMP 
links to the access point. In every type of experiment, an 
interference free communication channel was used (ch. 36). 
This was centrally checked through a portable computer, 
equipped with a Wi-Fi 802.11 a/b/g/n/ac adapter, running 
Acrylic WiFi software [20]. WPA encryption was activated in 
the AP and the wireless adapters of the PCs, with a key 
composed of twenty six hexadecimal characters. The 
experiments were made under far-field conditions. Power 
levels of 30 mW (15 dBm) were not exceeded, as the wireless 
equipments were proximate. 

A functional laboratory arrangement has been planned and 
set up for the measurements, as shown in Fig. 1. Up to three 
wireless links to the AP are viable. At OSI level 4, 
measurements were made for TCP connections and UDP 
communications using Iperf software [21]. For a TCP 
client/server connection (TCP New Reno, RFC 6582, was 
used), TCP throughput was obtained for a given TCP packet 
size, varying from 0.25k to 64k bytes. For a UDP client/server 
communication with a given bandwidth specification, UDP 
jitter and percentage loss of datagrams were determined for a 
given UDP datagram size, in the range from 0.25k to 64k 
bytes.   

The Wi-Fi network was as follows. One PC, with IP 
192.168.0.2 was the Iperf server and the others, with IPs 
192.168.0.6 and 192.168.0.50, were the Iperf clients (client1 
and client2, respectively). Jitter, which is the root mean square 
of differences between consecutive transit times, was 
constantly computed by the server, as specified by the real 
time protocol RTP, in RFC 1889 [22]. A control PC, with IP 
192.168.0.20, was mainly intended to control the AP 
configuration. The net mask of the wireless network was 
255.255.255.0. Three types of measures are feasible: PTP, 
using the client1 and the control PC as server; PTMP, using 
the client1 and the 192.168.0.2 server PC; 4N-PTMP, using 
simultaneous connections/communications between the two 
clients and the 192.168.0.2 server PC.  

The server and client PCs were HP nx9030 and nx9010 
portable computers, respectively. The control PC was an HP 
nx6110 portable computer. Windows XP Professional SP3 
was the operating system. The PCs were set to provide 

maximum resources to the present work. Batch command files 
have been re-written for the new TCP and UDP tests. 

The results were obtained in batch mode and recorded as 
data files to the client PCs disks. Every PC had a second 
Ethernet adapter, to permit remote control from the IP APTEL 
(Applied Physics and Telecommunications) Research Group 
network, via switch. 

III. RESULTS AND DISCUSSION 

The wireless network adapters of the PCs were manually 
configured for a nominal rate of 54 Mbps. WPA encryption 
was activated in the AP and the wireless network adapters of 
the PCs. Transmit and receive rates were typically 54 Mbps, 
as monitored in the AP. For every TCP packet size in the 
range 0.25k-64k bytes, and for every corresponding UDP 
datagram size in the same range, data were acquired for WPA 
4N-PTMP and PTP links at OSI levels 1 (physical layer) and 
4 (transport layer) using the setup of Fig. 1. For every TCP 
packet size an average TCP throughput was calculated from a 
series of experiments. This value was taken as the bandwidth 
parameter for every corresponding UDP test, giving average 
jitter and average percentage datagram loss.   

At OSI level 1, signal to noise ratios (SNR, in dB) and 
noise levels (N, in dBm) were obtained in the AP. Typical 
values are shown in Fig. 2. The links had good, high, SNR 
values. The main average TCP and UDP results are 
summarized in Table I, for WPA 4N-PTMP and PTP links. 
The statistical analysis, including calculations of confidence 
intervals, was made as in [23]. In Fig. 3 polynomial fits were 
made (shown as y versus x), using the Excel worksheet, to the 
TCP throughput data both for both links, where R2 is the 
coefficient of determination. It gives the goodness of fit. It is 
1.0 for a perfect fit to data. It was found that, on average, the 
best TCP throughputs are for PTP links (Table I). In passing 
from PTP to 4N-PTMP throughput reduces to 23.5%. This is 
due to increase of processing requirements for the AP, so as to 
maintain links between the PCs.  Fig. 3 shows a fair increase 
in TCP throughput with packet size. Small packets give a 
large overhead, due to small amounts of data that are sent in 
comparison to the protocol components. Frame has a very 
heavy role in Wi-Fi. For larger packets, overhead decreases; 
the amount of sent data overcomes the protocol components. 

 In Figs. 4 and 5, the data points of jitter and percentage 
datagram loss were joined by smoothed lines. The vertical 
axis in Fig. 5 has a log 10 scale. It was found that, on average, 
jitter performances are not significantly diferent  for both link 
types. For small sized datagrams, jitter is small. There are 
small delays in sending datagrams. Latency is also small. For 
larger datagram sizes jitter increases.  

Concerning average percentage datagram loss, the best 
performance was found for PTP links (Table I). Fig. 5, mainly 
for 4N-PTMP, shows larger percentage datagram losses for 
small sized datagrams, when the amounts of data to send are 
small in comparison to the protocol components. There is 
considerable processing of frame headers and buffer 
management. For larger datagrams, percentage datagram loss 
is lower. However, large UDP segments originate 
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fragmentation at the IP datagram level, leading to higher 
losses. 

TCP throughput and percentage datagram loss were 
generally found to show performance degradations due to link 
topology, in passing from PTP to 4N-PTMP, where 
processing requirements for the AP are higher for maintaining 
links between PCs. As CSMA/CA is the medium access 
control, the available bandwidth and the air time are divided 
by the nodes using the medium. In comparison to Open links, 
TCP throughput did not show significantly sensitive to WPA 
within the experimental error. In passing from Open to WPA 
links, where data length increases due to encryption, jitter and 
percentage datagram loss have shown visible performance 
degradations. 

In comparison to previous results for 5 GHz 802.11n Open 
links [15] the present results show that 5 GHz 802.11n gives 
better TCP, jitter and datagram loss performances than 
802.11a. 

 
Fig. 1. Wi-Fi laboratory arrangement. 

 
Fig. 2. Typical SNR (dB) and N (dBm). 

 

TABLE I 
AVERAGE WI-FI (IEEE 802.11A) RESULTS 

WPA PTP AND 4N-PTMP LINKS 

Parameter/Link type PTP 4N-PTMP 

TCP throughput (Mbps) 23.0 +- 0.7 5.4 +- 0.2 

UDP-jitter (ms) 4.0 +- 0.5 3.7 +- 0.8 

UDP-% datagram loss 2.5 +- 0.3 6.0 +- 0.5 

 

 
Fig. 3. TCP throughput (y) versus TCP packet size (x). WPA links. 

 
Fig. 4. UDP - jitter versus UDP datagram size. WPA links. 

 
Fig. 5. UDP – percentage datagram loss versus UDP datagram size. 

WPA links. 
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IV. CONCLUSION 

In the present work a versatile laboratory setup arrangement 
was devised and implemented, that permitted systematic 
performance measurements using new available wireless 
equipments (V-M200 access points from HP and WPC600N 
adapters from Linksys) for Wi-Fi (IEEE 802.11 a) in 54 Mbps 
WPA PTP and 4N-PTMP links. Through OSI layer 4, TCP 
and UDP performances were measured versus TCP packet 
size and UDP datagram size, respectively. TCP throughput, 
jitter and percentage datagram loss were measured and 
compared for WPA PTP and 4N-PTMP links. TCP throughput 
was found to increase with packet size. As for jitter, for small 
sized datagrams, it was found small. It increases for larger 
datagrams. Concerning percentage datagram loss, it was found 
high for small sized datagrams. For larger datagrams it 
diminishes. However, large UDP segments originate 
fragmentation at the IP datagram level, leading to higher 
losses. In comparison to PTP links, TCP throughput and 
percentage datagram loss were found to show significant 
performance degradations for 4N-PTMP links, where the AP 
experiments higher processing requirements for maintaining 
links between PCs. Unlike jitter and percentage datagram loss, 
TCP throughput has not shown significant sensitivity to WPA. 
The present results show that 5 GHz 802.11n gives better 
TCP, jitter and datagram loss performances than 802.11a. 

Further performance studies are planned using several 
standards, equipments, topologies, security settings and noise 
conditions, not only in laboratory but also in outdoor 
environments involving, mainly, medium range links.  
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Abstract – In this paper are given the impact of noise in 

printing process. Each printing process tends to reduce the 
disadvantage of the core material. The basic material in the 
printing houses is paper. Мicroclimate has a strong influence 
on the the paper disadvantage. Also noise is factor that has 
great influence in printing process. We made experimental
measurements on two kind of printing machine in order to get 
conclusions about controlling then noise in printing 
processes.

Keywords – Printing, Paper damage, Microclimate, Noise.

I. INTRODUCTION

During the printing process, the impact of the 
microclimate is importance for the reduction of the paper 
damage. In the microclimate we will look at internal and 
external temperature, brightness and humidity [1]. 

Traditional printing processes can be inherently very 
noisy [2]. Although modernization has introduced quieter 
processes into the industry, high noise levels and noise 
exposures remain a health risk; 93% of print workers 
assessed in this study had noise exposure estimates above 
the 80 dB. 

Another factor that has great impact in printing process 
is noise. The noise is a mixture of various sounds with 
different number of flashes at a certain time and can be 
defined as an occurrence that causes negative 
environmental impacts. Exposure to a person under the 
influence of sound presents a danger to his health, both 
from the sounds of less intensity than from the bullies. 
The research showed that the noise in the man causes the 
trembling of the bloodstream of the middle ear, the 
function of the official organs decreases, with the 
partially or periodically shifting of the probability of 
probability that can lead to full-blown. The disease 
negatively affects both the nervous and the 
cardiovascular system (the blood pressure rises, it reduces 
the work of the heart, the lying of the pulses and the 
elderly creases, destroys the work of the nasal cavity, and 
to nonsense and tediousness and the like). 

The arousal of a man can also affect the psychological 
state, a neurosis occurs, depression, aggression prevents 
him in the artificial formation, interrupts the rest - it
disturbs the son and the like. Therefore, the company 
should be more concerned with the exposure of noise to 
employees to improve their work obligations. The highest 
source of noise in the furnaces is the machines with the 
mechanical parts which, when rotating, discharge various 
sounds, compressors, motors, the movement of paper 
through the machine, the air conditioning systems and 
ventilation and the like. 

Table 1. Marginal time of exposure in relation to the level 
of noise 

Daily exposure in hours Noise level in (db)
8 90
6 92
4 95
3 97
2 100
1.5 102
1 105
1/2 110
1/4 115

II. NOISE IN PRINTING PROCESS

In the printing houses there are many sources of noise 
from the installation of the machines and from the 
ventilation and air conditioning systems. We will do the 
measurements and will ask for the answer as to how the 
noise works in increasing the quality of printing process 
[2].  

The measurements are made with a digital measuring 
sound instrument Digital Sound Level Meter IEC651, the 
principle of which is based on OM meter and 
measurement resistance. It receives the volume of the 
sound through a graphite microphone whose resistance is 
changed in the presence of sound or higher sound 
exposure contributes to the convergence of the graphite 
beads into the microphone that gives greater resistance, 
which then turns out to be digital display. 

Specifications; 
- measuring range (30 - 130) db
- power supply 9 batteries 
- working temperature (0 - 40) ℃
- the ability to display the maximum value
- measure two times a second
- dimensions (57 x 26 x 149) mm
- the weight is 144 grams

Machines on which the measurement is carried out are:
- Four-shot offset machine KBA Rapida 72 [5]
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Figure 1. Four-shot offset machine KBA Rapida 72 

- Unique offset machine Adast dominant 816 [5]

Figure 2. Unique offset machine Adast dominant 816 

III. RESULTS OF MEASUREMENTS ON FOUR-SHOT
OFFSET MACHINE KBA RAPIDA 72 

The measurements are made on four-shot offset 
machine KBA Rapida 72 for lowest and largets value of 
noise. The results gives answer  how the noise works in 
increasing the card. 

Table 2. Measured noise is consistent with the card at 
KBA Rapida 72(lowest values) 

Noise level in (db) paper damage (%)
80.5 1.78
80.7 0.8
80.7 0.93
80.8 0.73
81 0.279
81.05 2.14
81.06 0.22
81.1 1.45
81.13 0.67
81.2 0.58
81.22 0.83

Figure 3. The graphic representation of the relation of noise 
from noise was the lowest value 

 
From the measured values presented on the graph, it 

can be concluded that the increased measured points are 
located around the average line up and down and has 
values that are higher than the average and lower below 
the average, so they can not to bring to some conclusion 
that the lower humiliation should result in a palliation, 
even though we expect it. 

Table 3. Measured noise is consistent with the card at 
KBA Rapida 72(largest values) 

Noise level in (db) paper damage (%)
83.02 0.88
83.06 0.35
83.06 0.38
83.08 0.65
83.17 0.42
83.38 0.6
83.46 0.51
83.5 0.189
83.68 0.33

 

Figure 4. The graphic representation of the relation of noise 
from noise was the largest value 

 
Table 3 shows the measured points at the highest noise 

level and the card moves below the average card, which 
in one way is contradictory, since we do not have high 
noise when waiting for a high card this is not confirmed 
in this case. Comparing the figure 3 and figure 4, we 
cannot conclude that the high noise does not carry high 
cards, perhaps because the noise in the magazine and in 
the smaller ones and in the larger values still go within 
the permitted limits for an average working time of 8 
hours as shown in Table 1.
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IV. RESULTS OF MEASUREMENTS ON UNIQUE 
OFFSET MACHINE ADAST DOMINANT 816 

The measurements are made on unique offset machine 
Adast dominant 816 for lowest and largets value of noise.  

Table 4. Measured noise is consistent with the card at 
Adast dominant 816(lowest values) 

Noise level in (db) paper damage (%)
79.08 2.96
79.86 10.28
80.02 5.6
80.1 4.07
80.15 3.6
80.38 3.06
81.37 7.2
81.45 4.06
81.55 4.31
81.57 7.75
81.67 4.05

Table 5. Measured noise is consistent with the card at 
Adast dominant 816(largest values) 

Noise level in (db) paper damage (%)
82.01 4.98
82.06 6.19
82.17 2.82
82.3 1.57
82.31 6.57
82.37 4.68
82.4 1.6
82.425 6.02
82.77 4.07
82.81 4.73
82.9 5.14
83.16 4.95

 
Figure 5. The graphic representation of the relation of noise 
from noise on Adast dominant 816 

From the measurement of the noise of the Adast 
Dominant 816 in figure 5, we cannot conclude that the 
card is smaller in smaller noise than it is larger because 
the points in the measurements are found, due to the 
unexpected positions may be due to the lower noise 

values and the increased permissibility within the 
permitted limits for an average working time of 8 hours 
shown in Table 1.

V. USE OF HEARING PROTECTION

The printing industry is a high noise industry and it is 
likely that hearing protection will be needed [6].  At more 
modern printing houses, where technical and 
organisational means of reducing noise were already in 
place, hearing protection use was only required for 
activities identified as noisy, meaning it was only used 
when necessary. At printing houses where older 
machinery and technology was in use, hearing protection 
was relied on as the primary control measure. Using 
hearing protection in this way is not acceptable as a long-
term solution and must not be used an alternative to 
controlling noise by technical and organisational means. 
For hearing protection to be effective it must be worn all 
of the time when in the noisy environment. At some 
printing houses it was evident that routine use of hearing 
protection was an accepted and integral part of the safety 
culture. At other printing houses, it was less clear if the 
safety culture supported and managed the use of hearing 
protection or if it was left to workers to decide if they 
wanted or needed hearing protection. 

VI. CONCLUSION

Noise is one of factor that has a huge impact in printing
processes. In both cases on different printing machines 
we cannot define the lowest values of noise. But we can 
recommended usage of hearing protection. The inherently 
noisy nature of the industry, even in more modern print 
works where quieter machinery is used, means that there 
is likely to be an ongoing requirement for the use of 
hearing protection. Although hearing protection was 
observed to be widely provided and used, failure to 
correctly fit plug-type protection was commonly 
observed.     
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Teaching Digital Filters using NI LabVIEW and USRP 
Aleksandar Atanaskovi , Biljana Stoši , and Nataša Maleš-Ili  

Abstract – Computer based learning has become an important 
part of education systems. It provides animation and interactive 
processes that are not possible with textbooks. Filtering of digital 
signals is a fundamental concept in digital signal processing. In 
this paper, a framework for application of NI LabVIEW and 
USRP in computer based teaching and learning, with a few 
examples in the domain of digital filtering is described. Real-time 
communication system demonstrations for the classroom are 
discussed.  
 

Keywords – Computer-based learning, NI LabVIEW, NI 
USRP, Digital filters, Real-time visualization. 

I. INTRODUCTION 

One of the most important parts of engineering education is 
the application of theoretical knowledge in practice, which 
can be realized in different ways. Standard experimental set-
up for teaching software defined radio (SDR) and related 
communication system/signal processing topics is expensive, 
takes a significant amount of time for development, etc. 
Because of that, the universal software radio peripheral 
(USRP) based system can be great solution for different topics 
in real-time.  

Digital communications is taught in most electronic degree 
curricula worldwide, where the main focus is normally the 
theory of communications and understanding of different 
building blocks of a communication system. Learning theory 
is essential for students, but it is not enough to prepare them 
for marketplace in industry. Hence, this paper introduces the 
application of Laboratory Virtual Instrument Engineering 
Workbench (LabVIEW) virtual instruments in electrical 
engineering education. After explaining the advantages of 
using LabVIEW [1-2], a few selected examples, typical for 
digital signal processing [3-4], will be discussed and 
illustrated. Highlights include the ability to work with signals 
and different filters to facilitate real-world filter testing. 

The USRP family of products has become a popular 
platform for hardware-based research and test bed validations 
conducted by universities in SDR field [2], [5-7]. 

The LabVIEW/USRP combination presents an opportunity 
to enhance communications education by enabling a low cost, 
hands-on approach with live signals for realistic, real-world 
demonstrations, laboratory exercises, capstone design 
projects, and cutting-edge research.  

Among the many software products, LabVIEW as one of 
the leading products of National Instruments (NI) is the most 
worthy to solve engineering problems. LabVIEW virtual 
instrument concept allows to create complex system of 
information processing which using the isolated blocks, some 

unique subprogrammes, virtual instruments (VIs), working 
with the flow of information. With educational and practical 
point of view, the main advantages of LabVIEW are the 
possibility of combining the computer simulation technology, 
virtual management, and natural data collection. All of these 
possibilities provide a good reason for inclusion of LabVIEW 
to student training of the natural sciences and technical 
specialties. 

The rest of the paper is structured as follows. URSP and 
LabVIEW are shortly introduced in Sections II and III, 
respectively. Filtering of digital signals by using 
LabVIEW/USRP combination is presented in Section IV 
along with the discussion. The paper is concluded in Section 
V. 

II. USRP INTRODUCTION 

The USRP [2], [5-7] is a SDR reconfigurable radio 
frequency (RF) hardware designed to build and test digital 
communication systems. The USRP is commonly used by 
researchers as a wireless prototyping platform and by 
universities as a teaching aid. With support from NI 
LabVIEW, which is a system-design platform and 
development environment, real-time processing is made 
possible. Hence, the availability of both USRP and LabVIEW 
has benefited various researchers and educators. 

Generally speaking in an academic setting, USRP’s can be 
used in courses, laboratories, and researches involving 
cognitive radio, digital signal processing (DSP), multi-rate 
DSP, communication systems, Field-Programmable Gate 
Array (FPGA) system design and implementation, a wide 
variety of other areas (e.g. homeland security applications, 
satellite systems, radio astronomy, wildlife tracking, radio 
frequency identification, medical imaging, sonar systems, and 
customizable test equipment development). 

 
Fig. 1. USRP front panel 

 

 
Fig. 2. Simplified overview of a SDR setup built around a  

NI USRP [2] 
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USRP front panel is shown in Fig. 1. The NI USRP 
connected to a host PC acts as a software-defined radio. 
Simplified overview of a SDR setup built around a NI USRP 
is depicted in Fig. 2 [2]. 

III. LABVIEW INTRODUCTION 

LabVIEW [1-2] is developed by Jeff Kodosky of NI 
Cooperation in the mid year of 1986. Among other 
advantages, the three reasons listed below are the most 
important ones for applying LabVIEW: - LabVIEW is a 
powerful, platform-independent, graphical programming 
development system which is ideally suited for data 
acquisition, storage, analysis, and presentation; - LabVIEW is 
a programming environment which is widely used for 
measurement and automation; - LabVIEW helps to blend 
existing educational hardware inventory with virtual 
instrumentation in an economical way and with reasonable 
funds. 

LabVlEW is used to teach digital signal processing. The 
graphical programming approach is based on data flow theory 
which is an ideal platform for learning how signals flow from 
one function to another such as from an acquisition function 
through a filter to a spectrum analysis and finally to a graph. 
Each function is an icon that is wired to other icons. The wires 
are the signals flowing from one icon to the next. 

The basic building block of LabVIEW is the virtual 
instrument (VI). Conceptually, a VI is analogous to a 
procedure or function in conventional programming 
languages. Each VI consists of a block diagram and a front 
panel. The block diagram describes the functionality of the 
VI, while the front panel is a top level interface to the VI. 

The NI LabVIEW Digital Filter Design Toolkit (DFDT) is 
complete filter design and analysis software that one can use 
to design filters to meet required specifications. With the 
DFDT, users work within the LabVIEW development 
environment to design, analyze, and implement a variety of 
IIR and FIR filters. This work has a number of advantages, 
such as the ability to do filter testing with simulated signals 
(generated algorithmically) or live signals. One can view the 
time waveforms or the spectra of both the input signal and the 
filtered output signal to show how the current design performs 
on real-world signals. 

 

 
Fig. 3. The Classical Design Express VI of DFDT 

Fig. 3 presents a classical design express VI of DFDT 
which allows users to specify filters by typing in 
passband/stopband frequencies and other parameters. Results 
of performed design are shown immediately as magnitude 
response and pole-zero plots. 

IV. DIGITAL FILTER EXAMPLES 

In order to present concept of digital filtering for the 
purpose of a computer based tutoring/learning system that 
uses LabVIEW and USRP, a system consisting of a 
transmitting and receiving parts has been realized. For correct 
operation of the system, it is necessary to properly set-up the 
USRP parameters (device name, carrier frequency, IQ rate, 
gain, active antenna) for both the transmitting and the 
receiving part. The transmitter is used to generate a multitone 
signal; one has to set the start frequency, the frequency 
spacing between the tones and the number of tones. The signal 
is transmitted as AM (Amplitude Modulation) signal with a 
carrier frequency corresponding to the carrier frequency of the 
USRP. In the receiving part, AM signal demodulation is 
performed in order to obtain original multitone signal 
generated in the transmitter, and then digital filter is used to 
observe filter's influence on the signal. One can select 
lowpass, highpass, bandpass or bandstop filter with 
Chebyshev or Butterworth approximation. The filter order as 
well as the cut-off frequency can be adjusted. In the receiving 
part, signal can be viewed in time and frequency domains. In 
order to observe the effect of signal filtering in time domain, it 
is recommended to use multitone signal generated with a 
lower number of tones. To observe the effect of filtering in 
frequency domain, signal with a higher number of tones with 
close frequencies can be used. In that case, a study of filter 
transfer function can be done. 

 This system can serve as an excellent complement to 
classroom teaching and learning. One can apply different filter 
types to test different input signals. A set-up presented here 
uses a signal composed of three sinusoidal components (such 
as one generated of three tones with frequencies 1000 Hz, 
2000 Hz and 3000 Hz), as shown in Fig. 4.  

 

 
Fig. 4. Front panel of transmitter (Signal generated with 

three tones on 1000 Hz, 2000 Hz and 3000 Hz) 
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The data passes through the currently designed filter, and 
analysis such as plots of the input and output waveforms and 
spectra can be generated further. 

 
To interactively specify the desired filter, the parameters 

can be entered directly on user interface on receiver. The 
design method is set to Chebyshev approximation. Once the 
filter is designed, several alternatives for testing the design are 
possible. One can now select different filter types and get an 
immediate feel of the power spectrum of the signal at the 
receiver point, as well as the influence of the filter cut-off 
frequencies. Figs. 5-10 show graphs of the results of such 
analysis, i.e. the action of the filter on a test signal. In these 
cases, filter type is changed and cut-off frequencies are 
interactively varied for selected filter type. 

 
Figs. 11 and 12 show block diagrams of the receiver and 

transmitter behind the VI [8].  
 

 
Fig. 5. Front panel of receiver for case of lowpass Chebyshev filter 

with 1500 Hz cut-off frequency 
 

 
Fig. 6. Front panel of receiver for case of lowpass Chebyshev filter 

with 2500 Hz cut-off frequency 

 
Fig. 7. Front panel of receiver for case of lowpass Chebyshev filter 

with 3500 Hz cut-off frequency 

 
Fig. 8. Front panel of receiver for case of bandstop Chebyshev filter 

with 1500 Hz and 2500 Hz cut-off frequencies 

 
Fig. 9. Front panel of receiver for case of bandpass Chebyshev filter 

with 1500 Hz and 2500 Hz cut-off frequencies 
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Fig. 10. Front panel of receiver for case of highpass Chebyshev filter 

with 1500 Hz cut-off frequency 

V. CONCLUSION 

One of the major requirements in engineering education is 
to provide students with convenient environments to practice 
what they have been taught or what they have learned 
conceptually. 

In this article, it is presented how the LabVIEW and USRP 
can be used to give students hands-on experiences and teach 
them how to link theory with practical implementation instead 
of only using theoretical analysis and simulations. 
Additionally, it is important to teach students the importance 
of testing their VIs as they are building their systems instead 

of building the whole system and then finding that it does not 
work and is very difficult to debug. 

The educational benefits, i.e. learning outcomes of this 
application are the following: design and implementation of 
digital filters and understanding VI concepts. 

ACKNOWLEDGEMENT 
 This work has been partially supported by the Ministry 
for Education, Science and Technological Development of 
Serbia through Grant # TR32052. 

REFERENCES 
[1] National Instruments, LabVIEW Digital Filter Design Toolkit 

User Manual, February 2005. 
[2] National Instruments, Une introduction à la radio définie par 

logiciel avec NI LabVIEW et NI USRP, Version 1.1 – Q4 2013. 
[3] N. Kehtarnavay and N. Kim, Digital Signal Processing System-

Level Design Using LabVIEW, Elsevier, 2005. 
[4] S.K. Mitra and J. Kaiser, Handbook for Digital Signal 

Processing, 1993 John Wiley and Sons, Inc. 
[5] A. Abrol and E. Hamke, "Introduction to Communication 

Systems Using National Instruments Universal Software Radio 
Peripheral - Lab Manual", The University of New Mexico, 
September 11, 2014.  

[6] T.B. Welch and S. Shearman, "AC 2011-2086: LabVIEW, the 
USRP, and their Implications on Software Defined Radio", 
American Society for Engineering Education, 2011. 

[7] T.B. Welch and S. Shearman, "Teaching Software Defined 
Radio Using the USRP and LabVIEW", 2012 IEEE 
International Conference on Acoustics, Speech, and Signal 
Processing (ICASSP), 25-30 March 2012, pp. 2789-2792. 

[8] B.A. Black, “Introduction to Communication Systems - Lab 
Based Learning with NI USRP and LabVIEW Communications 
- Student Lab Manual”, National Instruments, 2014. 

 

 
Fig. 11. LabVIEW VI interface of receiver - block diagram of the system behind the VI 

 

 
Fig. 12. LabVIEW VI interface of transmitter - block diagram of the system behind the VI
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Bi-isotropic Cylinder Placed in Homogeneous Electric 
Field Generated Using Plan-parallel Electrodes 

Žaklina J. Mančić1 and Zlata Ž. Cvetković2 

Abstract – In this paper, the influence of bi-isotropic body on 
the homogeneity of electric field, generated using plan-parallel 
cell of the first order (primary cell), is analyzed and a 2D view of 
its impact on the achieved homogeneity of the field is given.  

Keywords – electrostatics, homogeneous field, image theorem, 
bi-isotropic material of Tellegen type. 

I. INTRODUCTION

The problem of generating homogeneous fields is relatively 
old [1,2] but still attractive research area [3-10]. For 
homogeneous field generation, various approaches may be 
used. For instance, rings are used for homogeneous field 
generation in [1, 3, 4, 6], plan-parallel systems are exploited 
in [2,5, 8-10] whereas conical electrodes are considered in [4,
7]. Also, the influence of conducting body placed in 
homogeneous electric field is analyzed in the case of ring 
electrodes [6], biconical electrodes [7] and plan-parallel 
electrodes [8, 9]. Complex plan-parallel systems are modelled 
and the primary N-th order cell, whose electrodes are 
positioned on an imaginary cylindrical surface, was defined in 
[8]. Furthermore, the stability and efficiency of such systems 
in the case of small deviations of some geometric parameters 
is analyzed in [9].

One of the major issues in the analysis of generated 
homogeneous electric fields is to determine to what extent an 
external body, placed into the field, affects the achieved 
homogeneity. There are several types of external bodies that
are of interest. Classification is made depending on their 
material, so that conducting body, bodies made of 
homogeneous dielectric, anisotropic dielectric and bi-isotropic 
material of Tellegen type can be considered as the most 
significant. In the case when plan-parallel electrodes are used 
for field generation, the influence of all aforementioned types 
of external bodies is analyzed in [10]. 

In the recent decades, bi-isotropic materials have gained 
increasing attention [11-20]. This paper is extension of the 
research presented in [10] and its aim is to illustrate how a bi-
isotropic body influences the generated homogeneous field 
and, above all, to give a 2D view of the bi-isotropic body's 
impact on the achieved homogeneity. 

II. EXTERNAL BODY IN THE HOMOGENEOUS 
ELECTRIC FIELD

In Fig. 1 is shown a primary cell [10] for generating 
homogeneous electrostatic field in the case of plan-parallel 
systems. The cell consists of two pairs of plan-parallel, 
straight linear lines of a circular cross-section. In the case of 
the coordinate system used in Fig. 1, symmetry plane is ,0y

i.e. 
2

 for the zero potential. It should be noted that 

conductors are on the same absolute potential. An external 
cylindrical body of radius a is placed into the origin of 
coordinate system. 

Fig. 1. Primary cell and external body. 

Charges densities per unit length 'q  and 'q  are on 
conductors. Potential in the point ),M( yx of the adopted 
coordinate system, generated by charges on conductors in the 
presence of air is: 

43
21

0
ln

2
'),(

rr
rrqr    (1)  

A detailed analysis of plan-parallel systems of N-th order is 
presented in [10] and it is demonstrated that a primary cell of 
the first order have dimensions Rh 5.0  and 

Rd 8660254.0 , which we adopt here for the homogeneous 
field generation. It has been also shown that due to geometry 
of the system, the usage of cylindrical coordinate system 
would be an advantage for the purpose of calculating field in 
the case of cylindrical external body [10]. 

Image theorem can be used to determine how and to what 
extent the material from which the body is made, "spoils" the 
homogeneity of the field. This theorem significantly 
simplifies calculation process and it provides low complex 
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solutions in mathematical terms. It has been shown that the 
images on the basis of which is determined the electric scalar 
potential for charges per unit length outside the external body 
are positioned along the cylindrical surface of the radius  

RaD 2  in the case of perfectly conducting external body 
[8]. In previous equation for calculating radius D, parameter 
a  represents the radius of the conducting body, whereas R is
the radius of the imaginary cylinder, upon which are placed 
the plan-parallel electrodes for generating a homogeneous 
electrostatic field.

III. IMAGE THEOREM FOR BI-ISOTROPIC MATERIALS

Constitutive relations between vectors E, D, B and H for 
bi-isotropic Tellegen medium are defined as [11]:

HED ξε , EHB ξμ  (1)

where 0rεεε ( rε  is relative permittivity and 

mF108541878.8ε 12
0 is vacuum permittivity) and 

0rμμμ  ( rμ  is relative magnetic permeability and magnetic 

permeability of free space is mH104μ 7
0 ).  

According to Tellegen, such materials are polarized and 
magnetized simultaneously if condition 2ξεμ is satisfied 
and if they are placed into electric or magnetic field [11-14]. 
Starting from Maxwell's equations and constitutive relation 
(1), Poisson’s equation for electric scalar potential  can be 
obtained:  

eερ  (2) 

where is εμξ1εε 2
e . 

Poisson’s equation for magnetic scalar potential m  is: 

ρ
με
ξ

e
m .   (3) 

Once determined and m , electric and magnetic field are 
calculated as: 

gradE  and mgradH   (4) 

whereas remaining fields (B and D) are calculated from the
constituent relation (1).

In the case when the external body is bi-isotropic cylinder 
of Tellegen type (Fig. 2), unknown constants are [10]: 

2
0

2
00

ξμ0μεε
ξμμεεBA , (5)

Fig. 2. Charges per unit length and its images in the bi-
isotropic cylindrical mirror. 

IV. BI-ISOTROPIC EXTERNAL BODY PLACED INTO A 
HOMOGENEOUS ELECTROSTATIC FIELD

Fig. 3 shows normalized electric field in the case of bi-
isotropic external body presence with the weak 

)0.1εμξ( 2  and strong bi-isotropy ( 0.9εμξ 2 ). By 
observing Fig. 3, it can be noticed that bi-isotropic body with 
a strong bi-isotropy slightly distrupts the homogeneity of the 
field. Furthermore, it can be seen that bi-isotropic body with a 
weak bi-isotropy disrupts homogeneity to the larger extent 
than the body with a strong bi-isotropy, whereas conducting 
body disrupts the homogeneity of the field most of all. It has 
been demonstrated in [10] that a bi-isotropic body 
increasingly disrupts achieved homogeneity by increasing rε

for a given εμξ 2 , so that for 40ε r  the body begins to 
behave similarly to the conductive body of the same radius a.

Fig. 3. Normalized electric field along y-axis using one primary cell 
with and without external bi-isotropic and conducting body,[10]. 
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V. 2D PRESENTATION OF THE UNIFORM ELECTRIC 
FIELD FOR PRIMARY CELL OF THE FIRST ORDER 

WITH AND WITHOUT EXTERNAL OBJECTS 

In Fig. 4 it is qualitatively presented electric field of the 
primary cell without external cylindrical body (Fig. 4.a), with 
external cylindrical conducting body of radius Ra 2.0 , Fig. 
4.b), and bi-isotropic cylinder inserted as an external body,
Fig. 4.c) − Fig. 4.f), by using the Wolfram’s Mathematica
ContourPlot function.

a) Without external body

b) With conducting external body 

c) Bi-isotropic external body,weak bi-isotropy,
0.1εμξ1,μ2,ε 2

rr

c) Bi-isotropic external body, bi-isotropy of medium 
strength, 0.5εμξ1,μ2,ε 2

rr

e) Bi-isotropic external body, strong bi-isotropy
0.9εμξ1,μ2,ε 2

rr

f) Bi-isotropic external body,  extremely strong bi-
isotropy, 0.99εμξ2,μ2,ε 2

rr

 

Fig. 4. 2D presentation of the uniform electric field for a
primary cell a) without body, b) with conducting body and

with  c) bi-isotropic external body with weak bi-isotropy; e) 
bi-isotropy of medium strength, e) strong bi-isotropy and f) 

extremely strong bi-isotropy.
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It can be noticed that the external body with stronger bi-
isotropy ( 9.0εμξ,1μ,2ε 2

rr ) less disrupts the 
homogeneity of the field than the body with weak bi-isotropy 
( 0.1εμξ1,μ2,ε 2

rr ) whereas in the case of extremely 
strong bi-isotropy, Fig. 4.f), the body practically does not 
disrupt the homogeneity of the field.

VI. CONCLUSION

In this paper it is presented the influence of bi-isotropic 
external body on the achieved homogeneity of electric field 
generated by using plan-parallel system of the first order 
(primary cell). The body is modelled using a cylinder whose 
axis coincides with the axial axis of the system. Field 
calculations are performed using the Image theorem and we 
have observed bodies made by bi-isotropic materials of 
various strengths, conducting body as well as the case without 
a body.  

The results show that the bi-isotropic body with a high 
degree of bi-isotropy 0.8εμξ 2  disrupts the homogeneity 
of the field in its vicinity to the least extent, comparing to the 
bi-isotropic body with a low degree of bi-isotropy

0.2εμξ 2 . Furthermore, we have demonstrated that in the 
case of very strong bi-isotropy, external body does not disrupt 
homogeneity of the field whereas a conducting body disrupts 
the homogeneity to the largest extend comparing to the all 
other observed cases. 
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The Impact of Informative Technology in the Decision 
Process in Higher Education, with Special Studies in the 

University of Prishtina 
Osman Sertolli1 and Shpetim Lajqi2* 

Abstract – This paper gives some information about an 
information system used in higher education and in University in 
Pristina “HASAN PRISHTINA”.

Project as the impact of information systems at the University 
of Pristina actually is very important for the digitalization of our 
University.

Keywords –Management, investment, project, risk, capital. 

I. INTRODUCTION

There are several goals which aim to achieve in this paper, 
we consider that some of the main goals are to provide a good 
basis to meet the theoretical knowledge on the use of 
computing systems and their impact on decision making. 

To determine the level of fulfilling needs of managers with 
information processed by the computing system should: 

1. Knowing the process of six stages of decision making, 
2. Identifying the types of decisions, 
3. Difference of qualitative and quantitative factors of 

decision making, and 
4. Identifying potential problems of decision. 

Century XX, especially the last two decades recorded an 
exponential growth in the use of information technology and 
information systems. 

Information systems are tools without which there can be 
thought of the business of enterprises. This technology is 
being applied in the field of education and making decisions 
today can’t be assumed and is not successful without the 
support of information systems. 

Use of information systems in order to support the process 
of making management decisions will be our main objective, 
we focus particularly on Higher Education with special 
emphasis on the University of Pristina. 

In the first part of the paper an introduction to paper is 
provided and research goals and hypotheses are presented.

Also, access is provided within the methodology used in 
preparing this paper. 

In the second part of paper we will discussed about using 
information system and its importance. It provides basic 
notions about computing system, the concept of computing 
system, computing system components, types of computing 
systems and it will present the role and importance of 
information system as a processor of information 

II. PROBLEM 

A. Advantages of using computing system in Higher Education 
and the University of Pristine. 

This section specifies the main features that higher 
education system should have in order to realize the vision 
and mission and to meet the challenges presented in 
introduction. 

Are defined six key aspects which will be subject to 
transformation, reform and development, and six main 
objectives? 

It is believed that transformation, reform and development 
provided in these areas will bring a more quality, more 
efficient and that will be comparable and harmonized with 
European standards. 

The issue of quality assurance and its monitoring has 
become an important element in higher education policy at the 
present time. 

Quality issue in higher education is dictated by national 
needs and the trend to internationalization of higher education. 

This interest and concern about quality assurance stems 
from a broader context of social, political, economic. 

B. Higher education institutions are responsible before to 
society and must demonstrate that they are making possible 
efforts to better use resources effectively entrusted. 

In this context quality is foreseen as one of the key 
principles that will support the development of higher 
education in Kosovo in the next decade. 

1Osman Sertolli, Faculty of Economy at University of Prishtina 
“HASAN PRISHTINA”, Rr. "Agim Ramadani" pn,
10 000 Prishtin, Kosovo. E-mail: osman.sertolli@uni-pr.edu

2*Shpetim Lajqi is corresponding author, Faculty of Mechanical 
Engineering at University of Prishtina, Bregu i Diellit pn,
10 000 Prishtina, Kosovo. E-mail: shpetim.lajqi@uni-pr.edu

397

Ohrid, North Macedonia, 27-29 June 2019



 The ultimate goal of the proposed measures for this area is 
to achieve a quality comparable with European standards. 

Investments in physical and academic infrastructure by 
international donors and financial means in the postwar period 
resulted primarily offer enriching academic programs in 
quantitative terms, but not in increasing the quality of work in 
higher education institutions.  

Considered that such a disagreement between the 
investments made and results achieved is largely caused by 
the evident weaknesses in the management of higher 
education institutions and of the higher education system. 

Nowadays, the operation of a changing environment and 
requirements, in terms of competition at national and regional 
level, it is necessary that higher education to have an 
entrepreneurial and market oriented approach. 

Without an effective coordination and management, the 
development of a higher education system that functions to 
increase the welfare of society can’t be imagine. 

Implementation of an Integrated Management Information 
System on the campuses of universities and higher education 
has become very important in the XXI century, for 
contributing to sustainable development and affects the 
institution to increase the quality levels of all campuses the 
university. 

Integrated Management Information System not only 
affects the constant improvement of the institution, but also 
increases public awareness about the new management system 
which would be a good model to use effective rules and 
efficient management. 

So, Integrated Management Information System is a 
management system which integrates all the institution's 
systems and processes them into a comprehensive institution 
giving such an opportunity to work as a cohesive unit 
objectives. 

C. The integrated system makes a completely unified 
organization, with each function listed after a single goal, 
thus improving the presentation of the whole organization. 

Integrated Management Information System is designed in 
a way which provides a clear overall picture, of all aspects of 
the university, as these aspects affect each other and their 
associated risks. 

Integrated Management for University Computing System 
is designed in order to bring solutions and measurable results 
by developing appropriate and state of the art applications in 
flexible collaborative approach to students, teaching staff, and 
workers in general and all persons involved in the university. 

Integrated Management Information System as the 
university has developed into a way to integrate a suite of 

applications and databases that allow the university to perform 
administrative and educational duties in a very effective, 
efficient and very organized way. 

Integrated Management Information System can modernize 
the university system, may enable to reduce the burdens of 
daily day to improve the quality of services for students, to 
bring new digital services that are relevant to the university, 
and last but great importance brings a full integration with all 
applicable systems. 

 Integrated Management Information System also offers 
data and systems with very fast connection possibilities, also 
has an automation of the administrative work of students, 
academic and administrative things, simplifying the form of 
parameters and finally the system provides support to 
technical things. 

The Campus management system is considered to be the 
perfect solution for creating an administrative system
management platform for students and academics to 
communicate and express their thoughts. 

The Campus management system is designed in such a way 
that the university provide solutions portfolio also provides a 
system which integrates all the functions and activities of a 
university in a single platform. 

III. RESULTS 

A. The current situation of using computing system at the 
University of Prishtina 

The Office of Information Technology at the University of 
Pristina has key role to set standards and to provide electronic 
services, arranges and coordinates the process of regeneration 
and investment in information technology in all academic 
units and administration central. 

However, the use of computing systems at the University of 
Prishtina was accompanied by several problems and 
difficulties which are usually present in the initial stages of 
information system development. 

Not forgetting the previous period in which we have been 
in the past we can’t say that these obstacles were overcome 
after each period has its own challenges. 

Especially, we should mention that in the field of 
Information Technology there are problems inherited from 
previous periods. 

B. Empiric research results on the impact of information 
technology in the decision making process in higher 
education, with particular emphasis at the University of 
Pristina 
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In order to research the impact of Managing Information 
System in Higher Education with special emphasis on the 
University of Pristina for the purpose of this paper is a survey 
conducted by different respondents of different levels at the 
University of Pristina. Of the total 10 respondents interviewed 
all respondents answered positively. 

1. When asked, the users of computing system in work 
processes in the University of Pristina, the 10 questionnaires 
that were made with 70% of respondents have answered yes, 
while 30% have answered NO. 

2. When asked, do you know about the impact of information 
processed by the computing system in making decisions and 
how you use them at the University of Pristina, 90% of 
respondents answered regarding the importance of using the 
information processed by the computing system the decision 
making process, while a small percentage (10%) resulted to 
have had no knowledge regarding the impact of information 
processed by the Managing Information System in making 
decisions. 

3. On the question, What is the nature of the works in which 
the use computing system, provided these answers: 50% of 
respondents answered that the computing system technology 
used in daily activities, 20% of them said they used the 
routine work, 30% of respondents answered that the 
computing system used in finance and accounting, and 10% in 
decision making. 

4. When asked, What are your acquaintances on the 
application of information technology in University of 
Prishtina, 80% of respondents answered that possess good 
knowledge in terms of technology use informatics while 20% 
of them responded well know that on average use of this 
technology, since there has been no response to their 
acquaintances are weak. 

5. When asked, By what year you started to use computer 
system at the University of Pristina?  
Research shows that: 20% of respondent’s answer that the use 
of Information Systems in University of Pristina has begun 
since 2006, and 80% of respondents answered that the use of 
Information System at the University of Pristina began in 
2010.

6. The question, Do you think that the computing system 
allows performing more effectively and making quality 
decisions, the respondents ranked this way: 90% of 
respondents think that the computing system enables the 
effective execution of the works, while 10% of respondents 
answered no, not sure about this attitude of the respondents. 

7. On the question, What use management structure 
computing system at the University Pristina, 10% of 
respondents answered senior management, 40% of them 
responded middle management. And 50% consider how low 
management use this system shows that the use of computing 
at the University of Pristina little used by senior management 

while the other two management levels such as middle 
management 50% and low 40% use more of this technology. 

IV. CONCLUSION

This paper is based on scientific and professional literature 
in the field of Management Information System and decision 
making are also used methods of analysis. 

In the first, paper provides an introduction of the treated 
problem, purpose of research and methodology used. 

Based on interviews and survey results we can conclude 
that the practice of using computing system at the University 
of Pristina in terms of 10 years has begun a major application 
of information system. While the level of computing system 
development in recent time steps begin development soon. 

In general browsing interviews conducted in the relevant 
respondent have observed that the University of Pristina after 
the application of computing systems have been: 

a. Management easier. 
b. Facilitation of work and 
c. Internal organization of work. 

University funding should be clear, consistent and 
transparent. 

Universities should be informed of their budget at least 
eight months before to create certainty and to enable forward 
planning. 

It is not possible to increase the number of students without 
expanding the human and physical capacities of institutions of 
higher education. While some sources may be raised by 
student contributions, additional resources must come from 
the other state higher education system will be seriously 
threatened. 

Universities should be encouraged to develop alternative 
sources of funding and should have full autonomy in the use 
of these funds. Faculties should have autonomy in the use of 
funds that they generate. 
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Abstract: The task is a special type of linear optimization task. It 
refers to the allocation of quantities between a source group and a 
group of destinations in such a way as to minimize the total cost of 
this allocation. 

Keyword: linear, optimization, transport, costs
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Effectiveness of Using GeoGebra in Mathematics
Sindize Jusufi1 and Stojan Kitanov2

Abstract – The rapid growth of Information and 
Communication Technology results with the software used in 
education. This paper explores the effectiveness of GeoGebra 
software in learning the 7th grade elementary school mathematics 
among 50 students. The results show that students have a positive 
perception of learning mathematics and have better learning 
outcomes using GeoGebra.

Keywords – GeoGebra, digital educational content, educational 
software, educational technology, learning performance, 
mathematics.

I. INTRODUCTION

The rapid growth of Information and Communication 
Technology (ICT) resulted with a powerful learning resources 
in the education. One such tool that can help teachers to design 
effective learning lessons in mathematics is GeoGebra [1].
GeoGebra is a dynamic software for teaching and learning 
mathematics. It is a computer program (software) for 
mathematics, especially for the learning of geometry and 
algebra [2], [3]. Although GeoGebra has not yet been widely 
used in teaching mathematics in Macedonia, it improves the 
learning efficiency, because it allows easy access to 
information which facilitates the learning. 

This paper explores the different methods and activities that 
would positively influence the student to solve the problems 
and mathematical tasks, by using the GeoGebra software. It 
also aims to prove the extent to which technology tools can 
influence their teaching and learning in the subject of 
mathematics.

The rest of the paper is organized as follows. Section II 
states the problem motivation and related work. Section III 
provides information on the research methodology. Section IV 
performs analysis of the results. Firstly, it makes a comparison 
of the learning performances of the students who studied 
mathematics classically and the learning performances of the 
students who studied mathematics with GeoGebra. The results 
show better learning performances of the students that used 
GeoGebra. At the end, an analysis of the results from the 
question survey about the effectiveness of using GeoGebra in 
learning and understanding the mathematical topics was 
performed. The analysis of the results confirm the fact that the 
use of GeoGebra in teaching positively influences students' 
understanding and knowledge. Finally, Section V concludes the 
paper, it gives some recommendations, as well as some future 
work directions. 

II. PROBLEM MOTIVATION AND RELATED WORK

Some of the factors that affect the students’ attitude towards 
efficient learning of mathematics are the learning materials 
used by teachers, classroom management, teaching methods,
teacher’s knowledge and personality of the content, as well as 
similar and related topics with the real-life situation. The 
learning materials and methods that are used by the teachers are 
either conventional classic educational materials or methods, or 
can be digital educational software together with online 
learning management system such as Moodle, Google 
Classroom, etc. Although the teaching methods in Macedonia 
are still classical, our motivation was to improve the learning 
outcomes of the students in mathematics, by using the 
GeoGebra software, because nowadays technology plays an 
important role in the development of the educational process.

Several studies have been conducted about using GeoGebra 
in secondary and elementary schools in the world [3]. To our 
best knowledge no similar research has been performed so far 
in Macedonia. One approach, which is very close to our 
research methodology, is given in [4]. Here are shown the
performances of students’ achievements by using GeoGebra 
particularly in statistics. In this research study, firstly pre-
achievement tests were analyzed. Then, the students learned
statistics with GeoGebra and after that post-achievement tests
were analyzed. At the end a survey questions were answered by 
the students about the effects of learning statistics with 
GeoGebra. However, this approach does not consider the 
classical learning and it does not measure the effectiveness by 
the classical learning methods. Our research methodology 
includes this. 

III. RESEARCH METHODOLOGY

The research methodology is given in Fig. 1. It consists of 5 
phases. 

1Sindize Jusufi is with the Faculty of Informatics at Mother Teresa 
University, Skopje, Macedonia, E-mail: 
sindize.jusufi@students.unt.edu.mk.
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In the first phase the mathematical teaching unit topic is 
classically explained. In the second phase a worksheet for the 
students is compiled, in order to understand how much the 
students have learned the mathematical unit topic with the 
classical teaching method.  During the third phase the teaching 
unit is explained the with the application program GeoGebra.
In the fourth phase, a worksheet for the students is compiled 
again in order to understand how much they understood the 
methodology unit with GeoGebra. Finally, in the fifth phase a
questionnaire survey was answered by the students in order to 
see the evaluate the impressions about the explaining teaching 
units with GeoGebra. The worksheets were used to compare 
what the students knew when the lesson was classically 
explained and what they knew after the lesson was explained 
with the GeoGebra program. The questionnaire contains 
statements that reflect students' perception of using GeoGebra 
software. Table I summarizes the questions included in the
question survey, as well as its possible answers. 

TABLE I
QUESTION SURVEY

Question Possible Answers
I want to learn 
Mathematics

Always
Sometimes
Never

Mathematics is difficult Always
Sometimes
Never

Students understand the 
tasks of mathematics

Always
Sometimes
Never

Mathematical tasks are 
done by the students 
themselves

Always
Sometimes
Never

How do the student
understand mathematics
with GeoGebra

Nothing
Slightly
Somewhat
More 
Much More

Student easily understand 
the mathematical tasks and 
Problems with GeoGebra

Always
Sometimes
Never

Do you want to continue to 
study mathematics with 
GeoGebra

Yes
No

The research methodology was conducted in the primary 
school "Adem Jashari" in Skopje from 17 April to 30 April
2019, in a 7th grade class of 50 students. The topic that was 
taught was 3D formats. The research was done after the 
explanation of the "3-D format" teaching. Some techniques are 
used for data collection such as worksheets and questionnaires 
for students.

IV. ANALYSIS OF THE RESULTS

The results of the research methodology, are shown in the 
following two subsections. Subsection A analyzes 

performances of the students for the planned work, i.e. the 
results of the students when the topic is classically delivered to 
the students and the results when the topic is explained to the 
students with GeoGebra. Subsection B analyzes the results of 
the question survey. 

A. Results of the Students for the Planned Work

The results based on the first job sheet (Phase 2 of the 
research methodology), i.e. when the mathematical classes are 
explained to the students with the classical and conventional 
teaching methods are provided in Fig. 2. The students’ test 
results show that 42% of students have given the correct 
answer, while 58% of the students have given incorrect 
answers.

The results based on second working paper (Phase 4 of the 
research methodology), i.e. when the mathematical classes are 
explained to the students with the GeoGebra are provided in
Fig. 3.  It can be noticed that that 78% of the students have 
answered correctly, while the remaining 22% didn’t provide 
correct answers.

It can be concluded that when GeoGebra is not used in 
teaching mathematics students provide more incorrect answers. 
If GeoGebra is used for teaching mathematics students provide 
much more corrects answers. 

Fig. 2. Results of the Assessment when Mathematics is taught with 
Classical Methods 

Fig. 3. Results of the Assessment when Mathematics is taught with 
GeoGebra
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B. Results of the Question Survey with the Students

The results of the question survey with Students (Phase 5 of 
the research methodology) are provided from Figs 4 - 10.

The results of how much the students want mathematics are 
displayed in Fig. 4. It can be noticed that about one third of the 
students love to learn mathematics, almost two thirds students 
sometimes love to learn mathematics and very small number of 
students never want to learn mathematics. 

The results of how much mathematics is difficult for the 
students are displayed in Fig. 5. More than 80 % have stated 
that mathematics sometimes is difficult to learn, about 12 % 
have stated that mathematics is never difficult to learn, and 
about 6 % stated that mathematics is always difficult to learn.

The results of how much students understand the tasks from 
mathematics are provided in Fig. 6. About 80 % of the students 
have stated that always understand the tasks of mathematics, 16 
% of the students have stated that sometimes understand the 
tasks of mathematics and very small number of students (about 
4 %) do not understand the mathematical tasks. 

The results of how much the mathematical tasks are done 
only by the students themselves are given in Fig. 7. More than 
70 % of the students always do the mathematical tasks by 
themselves, almost 20 % of the students sometimes do the task 
of mathematics with the assistance from others, and 10 % of the 
students never do the mathematical tasks by themselves. 

Fig. 4. Students Want to Learn Mathematics

Fig. 5. Mathematics is Difficult for the Students

Fig. 6. Students Understand the Tasks of Mathematics

Fig. 7. Mathematical Tasks are Done by the Students Themselves –
Without Any Help

Fig. 8. How much the Student understands Mathematics with 
GeoGebra
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The results of how much the students understand the course 
mathematics with GeoGebra are given in Fig. 8. Almost 70 % 
of the students have stated that much more understand 
mathematics with GeoGeobra, more than 20 % of the students 
have declared that understand more mathematics with 
GeoGebra, almost 10 % of the students have stated that slightly 
somewhat understand mathematics with GeoGebra, and 1 % of 
the students have stated slightly understand mathematics with 
GeoGebra. In general, it can be concluded that most of the 
students understand better mathematics with GeoGebra. 

The results of how each student easily understands the 
mathematical tasks with GeoGebra are provided in Fig. 9. All
students have stated that always understand the mathematical 
tasks with GeoGeobra, which corresponds to the same 
conclusion extracted from Fig. 8. 

Finally, answers whether the students would like to continue 
to study mathematics with GeoGebra are provided in Fig. 10. 
All of them stated that they would like to continue to learn 
mathematics with GeoGebra software, because most of them 
have improved the learning efficiency in mathematics, even 
those who thought that mathematics is not easy to learn.

V. CONCLUSION

This paper was about the effectiveness of using GeoGebra 
software in learning mathematics. Firstly, it was stated the 
motivation for this research and the related work. Then the 
research methodology was provided. Finally, the obtained 
results were analysed and discussed. 

The results from this research proved that mathematics can 
be learned more effectively and more efficiently by the use of 
GeoGebra, or even any other software, because it makes the 
subject topics more interesting, and easy to learn like other 
subjects. Also, this research made it possible to change the 
persuasions of students who considered the subject of math 
very difficult to learn. Students can benefit from the GeoGebra 
software in learning mathematics, because they can interact 
with technology. They use the Internet, cell phones, computers, 
laptops, tablets and other software to communicate with others. 
The digital environment increases the students’ motivation and 
self-confidence in learning mathematics. Therefore, GeoGebra 
should be introduced to math educators so that students can 
explore the world of mathematics in a broader way. Moreover, 
GeoGebra in the process of learning the mathematics would 
introduce new innovative teaching and learning methods for the 
students. 

However, this research was performed with a small number 
of students and classes. The results would be even more 
compelling if more students were involved. Likewise, the 
duration of the research may also be a restrictive circumstance 
for the results to be even more convincing.

In the future our plan is to make a more deeper research with
greater number of students in order to obtain more realistic 
results, as well as the obtained results would be analyzed with 
other statistical methods and software tools. 
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Fig. 9. Students Easily Understand the Mathematical Tasks and 
Problems with GeoGebra

Fig. 10. Students Would Like to Continue to Study Mathematics with 
GeoGebra
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An Original Approach To The Construction of 
-N-Symmetrizable Hilbert Spaces 

Sonja B. Chalamani1, Elena T Kotevska2 and Marzanna J. Seweryn-
Kumanovska3 

Abstract: In this paper we will present an original approach to the 
construction of a special type of Hilbert space. Assuming that a 
set  is given with a -metric  on it, the construction of 

-N-symmetrizable Hilbert space will be described in 
detail. This Hilbert space is characterized by very interesting 
topological structure and properties.  

Keywords – -metric, -metric spaces, -N-
symmetrizable spaces  

 
I. INTRODUCTION 
 

The notion of metric space leads to an important topological 
notion, viz., the notion of a metrizable space. We lay great 
stress on metric and metrizable spaces because many 
important topological spaces used in various branches of 
mathematics are metrizable. Axiomatic classification and the 
generalization of metric and metrizable spaces have been 
considered in a lot of papers. We will mention some of them: 
K. Menger ([14]), V. Nemytzki, P.S. Aleksandrov ([16],[1]), 
Z. Mamuzic ([13]), S. Gähler ([12]), A. V. Arhangelskii, M. 
Choban, S. Nedev ([2],[3],[17]), J. Usan ([18]), B. C. Dhage, 
Z. Mustafa, B. Sims ([8], [15]). The notion of -metric 
is introduced in [9]. Connections between some of the 
topologies induced by a -metric  and topologies 
induced by a pseudo- -metric, -metric and symmetric are 
given in [10]. For a given -metric  on a set  

 seven topologies  
 

 and  on  induced by are defined in [4] and 
several properties of these topologies are shown, such as: 

 
For a 

-metric  on  the following inclu-sions are also 
satisfied

  
 
 
 

 
 
 
 
 
 
 
 
 

 
In this paper we consider only the topologies  and 

 induced by a -metric  We will prove that the 
set          

  
is a base for  and the Hilbert space  is a -N-
symmetrizable with topology (on ) and is a separable 
space. 

II. SOME PROPERTIES OF -N-
SYMMETRIZABLE SPACES  

 
  In this part we state the notions (defined in [4]) used later. 
Let  be a nonempty set and let ∞ .  
We state five conditions for such a map. 

  
for any 

 for 
any   

 for 
any   

 for any  
 

For a map  as above let  
,   

The set  is a -equivalence on  as defined and 
discussed in [9], [4].  
    The set  is -equivalence on 

 and the set  
 is a -equivalence, but it is not a 

-equivalence on  However, the condition  implies 
that  
 

 Definition.2.1. Let  and  be as above. If  
satisfies   and   we say that  is a 

)-metric on  If  is a -metric on  we say 
that  is a -metric on  If  is a -metric and 
satisfies   we say that  is a -symmetric on  
and if  is a -metric and satisfies  we say that d is 
a -symmetric on  M.  

 

Remark 2.1. Any -metric  on  induces a map 
 defined by: 

It is easy to check the following facts.  
 ) For any -metric   (  is called a 

distance in [15] and a pseudo o-metric in [17].) 
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  For any -metric   if and only if 
 (  is called an -metric in [17].)  

 For any -symmetric    (  is 
called a symmetric in [17].) 

  For any -metric   
 and  

2   
     For any -symmetric   
     (In the 
literature  is called a quasimetric, a nearmetrics or an 
inframetrics.) 
 

Let  be a -metric on   and  As in 
[4], we consider the following -ball, as subset of  
     – -ball  
with center at  and radius  
 

      Remark 2.2. a) For  
 For any   but, it is 

possible for some  to have  
  For a pseudo -metric  there is only one 

possibility for defining -balls, i.e. 
 

Among the others, a -metric  on  induces the 
following two topologies as in [4]: 

  –the topology defined by:  iff  
 such that  

  –the topology generated by all the -balls 
 

In [4] we proved that  for any -
metric  With the next proposition we will show that  

 for any -symmetric   
 

Proposition 2.1. For any -symmetric  on  
the ball  for any  on  and                                                                                                                                                         

Proof: It is enough to show that for any              
 there is  such that      

Let  and  Then, for any 
 we have that 

  
 

                         
  

This implies that  i.e.,                    
   

This proposition shows that the set  
 is a base for  

Moreover,  
 

Definition 2.2. We say that a topological space  is 
-N-symmetrizable via a -symmetric  on  if 

   
 
III. CONSTRUCTION OF -N-

SYMMETRIZABLE HILBERT SPACE 
 
In [4] we proved that any -N-D-metrizanle spaces 

 is metrizable, so by this in [6] we proved that any 
-N-metrizable spaces  is perfectly normal. The last 

property of the perfect normality of the (3,2)-N-metrizable 

space allows us to make the constructed Hilbert space to be 
metrizable if , even more so that it is separable. First, we 
construct the space.   

   

Proposition 3.1. The Hilbert’s space is -N-
symmetrizable space via a -symmetric  

 

Proof: Let  be the set of all infinite sequences 
 of real numbers satisfying the condition  

and let  where  is defined in Remark 
2.2.  

We shall show that with  
                       
for    a -symmetric  is 
defined.  

First of all, we will prove that  is well-defined, i.e., that 
the series in the definition of  is convergent. In the proof we 
shall apply the Cauchy inequality 

  

that holds for all finite sequences  and 
 of real numbers. 

 Let us note that for every pair of points               
 in  and any positive integer  we have 

   
 

   

  

       
 

Since the last inequality holds for any positive integer  the 
series in the definition of  is convergent and  is 
well-defined.  

Obviously,  satisfies conditions   and  In 
addition, we shall show that condition  is also satisfied. 

Let    and  be any points 
of  let  

 
 
 

and  
                   
 

By the Cauchy inequality we have  
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From the last inequality it follows that for  we 
have  

 
and this implies that 
             
From the last inequality we have that 

 defines -symmetric on  We also 
have the topology  induced by the metric  in literature 
known as -topology so the topological space  where 

 is a Hilbert -N-symmetrizable space via a 
-symmetric  Moreover, if  the space  is 

metrizable.  
The set of all sequences  where all the ’s are 

rational numbers only finitely many of which are distinct from 
zero, is dense in  and countable, so the Hilbert’s -
N-symmetrizable space is also separable. 

 
IV. CONCLUSION 

 
Under the assumption that on the set  a - metric  

is defined, we considered the induced topologies  and 
). Due to the symmetric properties of metric  we 

proved that these topologies are equal. In addition, we 
constructed the -N-symmetrizable space Hilbert space, 
by showing that conditions mentioned in II are satisfied. 
Moreover, this space is a metrizable and also a separable 
Hilbert space. 
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On Groups of Cohomologies on a Locally Compact 
Topological Space 

Elena Kotevska1 and Sonja Chalamani1

Abstract – In this paper we will present an example of a group 
of cohomologies on a locally compact topological space. Moreover, 
the properties of this group of cohomologies will be examined and 
proved in detail.

Keywords – Topological space, compact set, measurable 
function, measurable coboundary, group of cohomologies.

I. INTRODUCTION

Let be a topological space, and let be an Abelian group. 
In [1] we introduced the Abelian group of                          
p-functions and we constructed the homeomorphism

.

This homomorphism is defined for every such that for  
the corresponding is given by

where signs that we dropped the marked coordinate. 
Moreover, we proved the following properties

(1)
(2)
(3)

(4) ,
for the sets

and

and

where is the support of -function.

Lastly, we proved that the quotient spaces

and

          
inherit the properties of the Abelian mapping that a 
homeomorphism from the Abelian group  

II. DEFINITION OF GROUPS OF COHOMOLOGIES

We define the sets

Since is a homomorphism between groups, it immediately 
follows that the sets and are subgroups of 
the group . Moreover, these sets are actually the 
Kernel and the Image of the corresponding homomorphisms 
They are called groups of measurable cocycles and 

measurable coboundaries (of topological space with 
coefficients in the group ) correspondingly. It can be shown 
that for a homomorphism , =0 is valid ([1]). By this we 
immediately have that the group of measurable 
coboundaries is a subgroup of the group of 

measurable cocycles This means that we can 
define the quotient group

.

This group is called measurable group of 
cohomologies with compact supports on topological space ,
with coefficients in the group . In this paper, we envisage the 
groups , for a locally compact topological space . If 
we consider a compact topological space, then the group of 
cohomologies is denoted by  In such case, we also 
write

It is a general impression, at least to this level of presentation 
of definitions, that they are somehow unnatural and just 
scattered without any real meaning. However, as one digs 
deeper into the material, one discovers the importance and 
applications of theory of cohomologies, as well as it’s not so 
apparent naturalness of the abovementioned definitions. 
Groups of cohomologies can be introduced, i.e., defined in lots 

1Elena Kotevska and Sonja Chalamani are with the Faculty of
Technical Sciences at the University st. Kliment Ohridski, 7000 
Bitola, Republic of Macedonia,
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411

Ohrid, North Macedonia, 27-29 June 2019



of different ways. For compact topological spaces with „good” 
local behavior, different definitions lead to the same result. For 
„pathological” spaces however, different definitions can lead to 
the different results. Considering that each definition is based 
on a set of different assumptions they all have some advantages 
or/and drawbacks with respect to the other. In this presentation, 
we have chosen the approach that has the advantage of being 
general and yet simple. By this approach, we arrive very 
quickly to the subject of interest and study. In the following, 
we will present a very simple example of group of 
cohomologies. 

III. AN EXAMPLE OF GROUPS OF COHOMOLOGIES

We notice that for any topological space and any 

.

Proposition 1: Let the topological space consist of exactly 
one point, i.e., let Then

and

Lemma 1: Let the topological space consist of exactly one 
point, i.e., let Then

1.
2.
3.

Proof: 
1. Let be any given, but fixed natural number. Then 

the set of all taples , where and 
has exactly one element with 

showing +1 times. We can conclude that is a one-element 
set. So, for any and any function we can consider 
that 

i.e., we can say that every element maps the 
tupple to an unique element This 

way every element determines a
unique element of the group . The opposite is also valid, i.e., 
each element of determines a unique element 

. This means that we have a bijection between groups    
and given by 

We set . The mapping is also a homomorphism. 
Indeed, for any we have

+            
.

This yields that the mapping is an isomorphism, q.e.d.
2. Let Then the support and for the

element , This means that there is a
neighborhood of , , such that for every 

, . Actually, we have 
with . It follows that . This 

shows that The opposite is always valid, so it 
follows that 

3. It follows from 2, that

.

On the other hand, , since a topological 
space of one point is always compact. It follows that

, q.e.d.

We now proceed with the prove of the Proposition.
Let be any natural number. Then, for any function

, we have

where is on position with index .
We will consider two cases:

1. Let be an even number. Then, is odd and 
on the right side we have even number of additions
and so the sum will be zero. This means that

            , i.e., 

2. Let be an odd number. Then, is even and 
on the right side we have odd number of additions.
This means that

            ,

where on the left we have tupples and on the 
right we have tupples. The nature of the groups 
considered gives us 

,

because and 
As a result of the above we get:
1. For even 

is such that , for 
every and so we have that 

.
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On the other side is odd and thus we have
, for every . It follows that

,
i.e., 

Consequently we get

2. For odd , we have that for every ,
, i.e., we have

.

On the other side is even and thus we have
, for every . It follows that

It follows that 

.

If , then since it is considered an even number, for

we have

and

.

It follows that 

This proves the Proposition 1.

IV. CONCLUSION

Following the definitions, structure and the general approach 
in [1], we presented a way to define groups of cohomologies.
Then, in order to give life to these definitions, we’ve presented 
an example of such a group of cohomology. For our example 
we chosed a simple compact topological space of only one 

point. Following the sets and definitions we constructed the 
group of cohomologies for this topological space.
Moreover, we have given exact calculation of the coboundary 
operator . By doing this we are trying to give “life” to 
seemingly sterile and unnatural constructions.
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Enhancing Teaching of Wireless Communications by 
Combining Simulation, Measurements and Demonstration 

Slavica Marinkovic1, Amela Zekovic2, Ivan Pavlovic3, and Milutin Nesic4

Abstract – This paper presents set of laboratory exercises that 
introduce students to antenna parameters, propagation effects 
and wireless link design. The students are introduced 
progressively to the topics which are of interest for the wireless 
communications from the point of view of applied studies. The 
exercises focus on linking theory and practice and are realized 
with limited resources, taking into account available equipment at 
the Electronics and Telecommunications Laboratory at VISER. 
The teaching is improved by combining different teaching 
methods such as simulation, measurements and practical 
demonstration. Students get practical experience with RF signals 
and measurements, antenna parameters and signal propagation 
effects.

Keywords – Teaching wireless communications, Practical 
teaching, Simulation, measurements and demonstration in 
wireless communications education. 

I. INTRODUCTION

Wireless communications are very important part of the 
telecommunication curriculum. Understanding fundamentals 
of this subject lays down foundation for understanding of 
numerous applications ranging from radio frequency 
identification and near filed communications to more 
sophisticated systems such as global positioning systems, 
wireless local area networks or cellular systems. Applied 
studies incorporate knowledge of all aspects of 
telecommunication systems as academic studies however with 
less involved mathematical foundation and with more practice 
oriented instruction. It is therefore of great importance to 
design laboratory exercises that support theory by illustrating, 
demonstrating, simulating or measuring and implementing real 
world examples. This is not always easy due to limited 
resources in terms of appropriate hardware, software and 
instruments. A number of papers deal with practical instruction 
in engineering education in the field of wireless 

communications. In order to emphasize the importance of the 
subject of wireless communication education and the need to 
pay special attention to practical instruction we here mention  
some of the work in this field. Although the purpose is the same 
(teaching and demonstrating concepts, facilitating learning and 
inspiring interest in the subject) our approach does not directly 
build on the work in the quoted references. We are oriented 
towards applied studies, introductory wireless lab classes, low 
cost solutions, use of available free software and special 
attention has been given to designing gradually more involving 
learning tasks. In [1] the authors present a Wireless 
Communication System Laboratory Course for graduate and 
senior level undergraduate students. This course covers broad 
range of subjects and is designed to maintain high students’ 
motivation by including the use of popular wireless devices 
such as  cell phones, notebook computers, Bluetooth devices. 
In [2] authors present teaching wireless communication and 
networking fundamentals using Wi-Fi projects. The authors 
have concluded that Wi-Fi projects are easy to use and set up 
for demonstrations, low cost, facilitate an interactive hands-on 
learning experience, useful and challenging in sense of 
motivating students to test their knowledge. When it comes to 
radio link design several papers propose various software tools 
[3], [4]. 

This paper presents four introductory laboratory exercises 
for the third year course in Mobile communications at the 
Electronics and Telecommunications (ELITE) study program 
at the School of Electrical and Computer Engineering of 
Applied Studies in Belgrade (VISER). The students are 
introduced step by step to subjects covering fundamental of RF 
signal measurements, antenna parameters and wireless channel 
propagation effects. The Mobile communication course has 
been introduced in 2007 in the curriculum. Over the years the 
laboratory sessions have evolved from pure software 
simulation covering the basic points of wireless link design to 
the contemporary laboratory that involves measurement 
equipment and practical realizations. Here we present this 
introduction to the subject that includes measurements of RF 
signal characteristics, examining antenna parameters, 
simulation and calculation of propagation losses and 
implementation of point to point Wi-Fi link.  

The goal of the presented exercises is to approach topics in 
wireless communications from different perspectives and in 
different settings with progressively increasing complexity of 
the studied example. Pedagogically, this means that students 
are motivated to constantly review previously acquired 
knowledge and build on it which leads to better understanding 
and memorizing of theoretical knowledge. Also, since real 
world examples are demonstrated, the students are encouraged 
to integrate previously acquired knowledge in various 
communication courses.
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Engineering of Applied Studies Belgrade, 283 Vojvode Stepe, 11050 
Belgrade, Serbia (e-mail: slavica.marinkovic@viser.edu.rs)..  
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II. INTRODUCING RF SIGNALS, NOISE AND 
DISTORTION MEASUREMENT IN THE FREQUENCY 

DOMAIN

Although this topic has been covered in the second year 
telecommunication courses at ELITE study program, due to 
importance of the subject and need that students get working 
knowledge of measurements with spectrum analyzer 
instrument, this topic has been repeated in the third year Mobile 
communications course. In the telecommunications courses 
preceding this courses software, combined, and hardware 
realization of spectral analysis laboratory sessions have been 
introduced in order that students master this complex and 
important subject. Details of this have been presented in [5]. In 
Mobile communications course students revise and expand 
their knowledge. The exercise consists of connecting signal 
generator and spectrum analyzer with coaxial cable and 
performing measurements. In the first part of measurements 
students use SMA and in the second part BNC connectors 
respectively. Frequency of the RF carrier ( ) is measured, as 
well as the signal ( ) and noise ( ) levels. Based on the 
measurements the carrier frequency error ( ) is calculated 
(relative to the frequency  set by the signal generator). The 
RF carrier frequency ( ) is varied and the output signal 
level ( )  is kept constant. The attenuation of the cables and 
connectors ( ) is calculated.  

TABLE I 
RESULTS FOR THE RF MEASUREMENTS EXPERIMENT

[Hz] M M G G
[dBm] 0 0 0 0

[Hz]
[dBm]

[dBm]
[dB]
[ppm]

The results are reported in the form of tables and graphs. 
Table I shows results obtained for the RF carrier measurements 
and SMA connector.  

TABLE II
RESULTS FOR THE HARMONIC DISTORTION MEASUREMENTS

[dBm] [dBm] [dB] [dB]
0
2
4
6
8
10

Students observe cable and connector losses as a function of 
frequency. The differences between BNC and SMA connector 
losses are becoming distinct at higher frequencies. 

Subsequently students perform signal harmonic distortion 
measurements. An example of the harmonic distortion 
measurement, that is, the level of the second and third harmonic 
components and the fundamental is shown in Figure 1. This 
figure shows image captured by spectrum analyzer for RF 
carrier frequency 300 MHz and signal level ( ) of .
Students further change output signal level and record level 

differences between the harmonics and the fundamental. This 
is shown in Table II. The results were obtained with signal 
generator Agilent E8257D and spectrum analyzer 
Rohde Schwarz FSV. 

III. EXAMINING DESIGN AND ANTENNA 
CHARACTERISTICS

The goal of this exercise is that students get familiar with 
antennas and their characteristics which is achieved by 
measurements using signal generator, spectrum analyzer and 
printed log-periodic antennas. In the introductory part students 
are instructed about general antenna design and parameters as 
well as particularities of printed log periodic antennas. The first 
task consists of estimating antenna bandwidth. This is done by 
connecting one antenna to signal generator and using it as a
transmitter and the second antenna to spectrum analyzer and 
using it as a receiver. The transmitting frequency is changed for 
constant signal level and the received signal level is measured.  

Fig. 1. Harmonic distortion measurements

Fig. 2. Results for the antenna bandwidth estimation
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Fig. 3. Estimated antenna radiation pattern 

The obtained results are shown in Figure 2 where normalized 
received signal level with respect to  frequency is plotted.  

The second part of the exercises cosniders estimating 
antenna radiation pattern by using the same setup. The 
receiving antenna is rotated and normalized antenna pattern is 
sketched. An example of obtained results is shown in Figure 3.

IV. CREATING AND INVESTIGATING 
CHARACTERISTICS OF COMMUNICATION SYSTEM 

IN RADIO MOBILE SOFTWARE 

The goal of this exercise is to introduce students to the use 
of Radio Mobile software tool [6] for investigating 
characteristics of wireless communications system. The 
laboratory exercise includes investigating radio link equipment 
characteristics and electromagnetic waves propagation effects. 
The students observe the impact of the transmitter power, 
antenna gain and radiation pattern, terrain profile on the 
performance of the communication link including Fresnel 
zones. This exercise demands that students are familiar with 
data needed to perform a basic link performance such as 
coordinates of the transmitter and receiver, radiated power, 
operating frequency band, antenna radiation pattern as well as 
with theoretical foundations of the wireless link budget 
analysis. Some of these parameters were introduced in the 
previously described lab sessions.  

The example in Figure 4 shows the terrain profile between 
two locations that were chosen for the point to point link that 
will be realized and examined in the next laboratory exercise. 
The figure shows line of sight as well as Fresnel zones and 
predicted values for the path loss and received power for the 
realistic parameters. The simulation takes into account terrain 
profile and detailed data on clutter is not taken into account. 

Fig. 4. Results for the radio link simulation in Radio Mobile software 

 The antenna parameters and transmitter power as well as 
receiver sensitivity were taken from the manufacturer’s web 
site [7].  The coverage map when the transmitter is at VISER 
school building is shown in Figure 5. The students can observe 
that we use highly directional antennas and that for point to 
point links antennas have to be aligned. Also due to this 
property influences of other sources of interference are limited. 

Fig. 5 Coverage map obtained by the simulation in the Radio Mobile 
software 

V. VERIFYING WIRELESS SYSTEM DESIGN IN 
PRACTICE

In this lab session students get hands on experience with a 
practical Wi-Fi point to point link realized between VISER 
school building and the building that is 3,12 km away. Students 
first estimate path losses for particular antennas and their 
locations with Radio Mobile software and compare it to 
measurements obtained by the MikroTik LHG 5 802.11 
wireless device with an integrated dual polarization grid 
antenna [7]. 
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Fig. 6  Results for the received signal strength obtained from the 
wireless MikroTik LHG 5 802.11 device  

Fig. 7. Estimated link bitrate obtained from the wireless MikroTik 
LHG 5 802.11 device 

Students are motivated to integrate their previously acquired 
knowledge and apply it to real world example. Figure 6 shows 
obtained received power results for the modulation and coding 
scheme that uses binary phase shift keying and rate 1/2 
convolutional code. This is obtained from the MikroTik LHG 
wireless device measurements. Students can observe that there 
is difference in simulation results and results obtained by 
experiment.

The values predicted by simulation are better than the ones 
obtained directly from the wireless device due to fact that 
environment is dense urban environment and simulation does 
not take into account datasets with clutter height.  

Figure 7 shows results for the estimated bitrate. The obtained 
values are slightly lower than that given in 802.11n 
specifications. This laboratory session also requires that 
students are familiar with theory and parameters used in Wi-Fi
standard.  

VI. CONCLUSION

In this paper we have presented laboratory sessions that 
introduce students to topics in wireless communications step by 
step and in an easy to grasp way. They start from simple 
measurements and observations and end up with practical 
realization. The communication system elements and 
parameters are examined individually and as part of the 
complex system. Some aspects are reinvestigated but in a 
different setting which makes repetition of knowledge more 
attractive to students as well as more productive. Also in this 
way the integration of knowledge from various courses is 
facilitated. Although topics are covered from the point of view 
of applied studies and represent introduction to the subject they 
are fundamental and lend themselves to expansion to higher 
level of knowledge. This could be used either for broadening 
course topics or as topics for student projects. 
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