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FINANCIAL PORTFOLIO OPTIMIZATION USING
CLUSTERING ALGORITHMS
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Abstract —The decision to invest in capital market instruments
is based on the analysis of return and risk, which are
characteristics of investment in these instruments, as well as the
possibility of their successful prediction in the future. The
development of the stock market enhances the possibilities for
investment, what maintains the interest of investors in this field of
study. The presented empirical study focuses precisely on
developing markets, on the Belgrade Stock Exchange in
particular. The goal of the research is to, by applying cluster
algorithms, identify various groups of shares, which, if included in
the portfolio, would enable the diversification of risk.
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I.INTRODUCTION

Portfolio optimization represents one of the most important
aspects of making investment decisions. Despite the fact that it
was presented to the academic and professional audiences back
in the 1950s, modern portfolio theory is the first quantitative
framework for the diversification of investment portfolios,
which is widely being used today. The simplified initial
assumptions in terms of investor preferences and the
probability distribution of the financial assets’ returns have
made it possible to form a model of optimization, which,
according to Markowitz’s approach, is based only on the values
of the expected return and risk. A rational investor will prefer
efficient portfolios, which provide maximal return for an
acceptable level of risk. However, in cases when a large
number of financial instruments are being considered, high
dimensionality can prevent the precise evaluation of a complex
correlation structure and risk. Thus, the application of
Markowitz’s model in the optimization of large portfolios can
result in the allocation of financial means to suboptimal
investment alternatives.

The problem of diversification when creating effective
portfolios in comparison to more conventional methods could
also be solved by the application of numerous alternative
methods. In numerous studies, the algorithms of machine
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learning have proved to be quite effective in the creation of
effective portfolios. At the same time, the most frequently used
approaches include artificial neural networks [1], [2], genetic
algorithms [3], and cluster analysis [4] and [5].

Cluster analysis represents a technique of supervised
machine learning which attempts to establish previously
unknown and useful connections among the data, whereby
different insight into the structure of the data is obtained. A
special type of clustering is the clustering of time series, which
are classified as dynamic data since their characteristics can
change over observed period of time. Additionally, clustering
of financial time series is especially challenging task, taking
into consideration the fact that the financial market is a
complex, evolving and dynamic system whose behavior is
pronouncedly non-linear.

Most of the research that focuses on cluster analyses with the
aim of portfolio optimization refers to the developed financial
markets, as shown in [5] and [6]. On the other hand, the
presented empirical study focuses on developing markets, and
the Belgrade Stock Exchange in particular. This aim of this
paper is to apply a cluster algorithm in the identification
process of various groups of shares, whose inclusion in the
portfolio would provide risk diversification. The subject matter
of the analysis is portfolio optimization of the shares which are
constituents of the BELEX 15 and BELEXIine index.

The paper is organized as follows: the second part presents
the theoretical basis of the applied clustering methods. The
third describes the used data and the experimental framework,
while the fourth part presents the results of the cluster analysis
and the results of the portfolio optimization. In the final part,
some of the conclusions and directions for further research are
presented.

II. CLUSTERING ALGORITHMS

This paper analyzes the influence of two most frequently
used groups of clustering algorithms, partitional and
hierarchical clustering algorithms, on portfolio optimization. In
partitional clustering, the dataset object is divided into non-
overlapping clusters, while in the case of hierarchical
clustering, nested clusters are organized as subclusters.

A. Partitional clustering algorithms

K-means is one of the most widely used algorithms in this
group thanks to its easy implementation, simplicity, efficiency,
and empirical success [7].

Let X ={xi} 1;...; n be the set of n d-dimensional points to be
clustered into a set of K clusters, C = {Ci; k=1; ... ; K}. Let
px be the mean of cluster Cy while X; is a data point belonging
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to the cluster Cy. The squared error between L and the points
in cluster Cy are defined as:
W(C) = Exec, (i = 1i)? (1

Each observation (X;) is assigned to a given cluster such that
the sum of squares (SS) distance of the observation to their
assigned cluster centers s is minimal. The total within-cluster
variation is defined as [8]:

tot.withinss = Yi_; W(Cy) = Yio1 Xxsec, (X — x)*(2)

The total within-cluster sum of square measures the
compactness of the clustering, and it should be minimized.

A K-means algorithm starts with an initial partition with K
clusters, by randomly selecting k objects from the data set as
the initial cluster centers or means, and assigns observations to
the closest cluster centers. After all the observations are
assigned to the clusters, new cluster centers are computed, and
the distance between each observation and new obtained cluster
centers is recalculated. These steps are repeated until the cluster
assignments stop changing or the maximum number of
iterations is reached so that the total within-cluster variation
between points in the cluster and the corresponding centroid is
minimized.

B. Hierarchical clustering

In hierarchical clustering, the clusters are determined by
applying an agglomerative or divisive algorithm.
Agglomerative clustering uses a bottom-up approach to
perform hierarchical clustering, so that each observation is
primarily found in its special cluster, and then the clusters are
combined into larger clusters until finally all the observations
belong to the same cluster or until a stopping criterion is
satisfied. A divisive algorithm generates clusters following the
opposite procedure, that is in a top-down manner, beginning
with one cluster which contains all the observations and then
later determining the subclusters.

In this paper we used two categories of hierarchical
clustering, the principal agglomerative clustering algorithms
single linkage and complete linkage, which use linkage criteria
to determine the metric which is used when grouping clusters.
The single linkage algorithm calculated the minimum distances
between all observations of pairs of clusters, while the
complete linkage algorithm calculated the maximum distance
between observations of pairs of clusters.

A similarity measure is of essential importance for each
clustering algorithm, but similarity measures on time series
data are much harder to determine than on constant data,
because of their own continuous nature. This is why the
similarity measure is, as a rule, carried out in an approximate
manner [9]. When clustering time series, various types
similarity measures are used, considering that each measure
reflects a different type of similarity among time series data.

The shape-based measures as the Euclidean distance and
Dynamic Time Warping (DTW) [10], which find similarities in
the time series in the domain of time and shape, are widely used
for clustering of times series data [9]. This is why in the
experimental part of this study we used these two specific
measures.

The Euclidean metric is defined as the root of the square
difference between co-ordinates of pairs of objects [8] and the

Euclidean distance between two points X; and Xj, with the m
dimension calculated as:

DistX;X; = "Z;cr;l(xik _Xjk)z (3)

On the other hand, DTW aligns two time series., Q =
G192, -, qnand P = p; Dy, ..., Dy, Using matrix Mpxm, in order
to minimize their difference. The element (i,j) of the matrix
M represents the distance d = (q;,pj) between two points 0i
and pj where in order to calculate the distance various methods
can be used. In this paper we used a standard Euclidean
distance. The warping path, denoted by W, W=w1,wy,...W,...Wk
while max(m,n)<K<m+n-1, actually represents a group of
matrix elements which define the mapping between Q and P,
with the k-th element Wy=(ik, jx). The wrapping path needs to
satisfy three conditions: the continuity condition, the boundary
condition and the monotonicity condition [10]. The optimal
path is determined by applying dynamic programming in order
to find the wrapping path W which minimizes the wrapping
cost, that is, minimize the distance between the two time series:

DTW (Q, P) = min[Xi, d(w)] @)

where d(wk) = (qik' pik) = (CIik - pik)z' The
derivations can be found in [11].

complete

III. EXPERIMENTAL DATA

The value of BELEXIline and BELEXI1S5 indexes are
determined by the prices of the most liquid shares which are
continuously being traded on the regulated market of the
Belgrade Stock Exchange. An adequate evaluation of the basic
characteristics of financial time series requires a certain
duration of the financial time series, which in the opinion of
analysts reduces the number of available stocks to 29. Taking
into consideration the required conditions which the companies
issuing the shares need to meet in order for them to be included
in these lists, the starting point in this study was the assumption
that they are the most liquid securities on the Belgrade Stock
Exchange.

The data used in this paper were taken from the website of
the Belgrade Stock Exchange (www.belex.rs). The series of
values of the index, as well as of individual shares, include
records from January 1, 2008 to December 31, 2017, which in
total includes 2524 days of training. Clustering algorithms are
executed using 29 assets observation each of which with the
2524 trading data.

Afterwards, we distributed assets inside each cluster relying
on the Omega ratio as the optimization strategy for asset
allocation. The Omega ratio allows comparations between risk
and return at different threshold levels for various asset choices
[12]. Assuming that F(X) is a cumulative distribution function
of the rate of return on investment and Iy is the minimum
acceptable return, the Omega ratio can be calculated using the
following equation:

_ f::n(l—F(x))dx
T [l Feodx ©®)

As a general measure for the evaluation of the quality of the
obtained cluster analysis, in this paper we used three different
economic performance measures: the return Iy, risk oy and the
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Sharpe ratio SR;, which are calculated according to the

following equations:
1. = logCP, — logCP;_4 (6)

D)’
= [ ifl ~ 7
SR, = ;—‘t (®)

where CP represents closing price att,t=1,2, ..., n

Ot

IV. RESULTS AND DISCUSSION

In this paper we tested the potential of clustering in portfolio
optimization using two different clustering algorithms: K-
means with an Euclidean distance, as a representative of
partitional clustering, and a single linkage (SL) and a complete
linkage (CL) agglomerative clustering algorithm by applying
the DTW metric.

Fig.1 shows the dendrogram of hierarchical clustering by
using a single-linkage method on the data set, while Fig. 2
shows the dendrogram for the same time period but with the
application of a complete linkage method.

02231228 7 127 2 5221513 R 261719 3291610 6 4 1X1425 920

Fig. 1. Single linkage
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Fig. 2. Complete linkage

According to the figures, we can note a difference in the
content and distribution of the clusters, depending on the
applied methods.

Fig. 3. shows the results of the application of the DTW
metric on the studied group for two shares AGBC and VBAV
over a three-month period.

Orlginal Signals
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Fig.3. Example of DTW alignment between AGBC (1) and
VBAV(27) shares in a three-month period

It is known that the performance of each clustering algorithm
is affected by the number of created clusters. In this paper we
selected the optimal number of clusters using the Calinski-
Harabaz index [13]. This score is given as ratio of means
between clusters and the within-cluster dispersion. Typically,
for K-means the number of clusters is determined using the
Elbow method by computing K-means clustering using
different values of K. Next, the wss (within sum of square) is
plotted according to the number of clusters. The location of a
bend (knee) in the plot is generally considered as an indicator
of the appropriate number of clusters.

TABLE I
THE SELECTION OF SHARES BASED ON THE ALGORITHM AND MODEL

Clust.ermg Shares

algorithms

K-means (K=4) | JMBN, GLOS, TIGR, PRGS

CL (K=2) PRGS, JMBN

SL (K=2) PRGS, GLOS

BELEXI15 NIIS, KMBN, AERO, FITO, MTLC,
TGAS, ALFA, ENHL, JESV, SJPT,
IMPL

BELEXline AERO, NIIS, MTLC, KMBN, FITO,
JMBN, TGAS, ALFA, ENHL, FINT,
EPEN, JESV, LSTA, SJPT, IMPL,
DNOS, KOPB, EPIN, TIGR, VDAYV,
GLOS, VBSE

Based on the data shown in Table I, we can note that the K-
means algorithm a greater number of clusters, 4 compared to 2
or 3 which is the number of clusters obtained by applying the
method of hierarchical clustering. In Table I we can also note a
difference in the selected shares based on the applied
algorithms and models of clustering. The table presents the
shares of both market indexes, BELEX15 and BELEXIine. In
relation to the market indexes, we can note that the clustering
algorithms recommend the use of a smaller number of shares.
The results obtained by the portfolio optimization based on
applying the clustering method, compared to the values of the
market indexes BELEX15 and BELEXline during the
monitored test period are represented in tables II and III.
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TABLE II

TEST PERIOD 01.01.-01.03.2018

Return | Risk Sharpe | Omega
K-means -0.214 0.214 -0.998 0.696
CL -0.191 0.273 -0.699 0.767
SL -0.233 0.244 -0.955 0.705
BELEX15 -0.299 0.177 -1.689 0.525
BELEXline | -0.222 0.100 -2.226 0.428

Based on the first test period, which includes the first quartal
of 2018, we can note that the K-means algorithm allow the
creation of a portfolio which is characterized by a significantly
smaller risk, but a less favorable relationship between return
and risk, measured by the Sharpe and Omega ratios, compared
to the portfolios obtained by using algorithms of hierarchical
clustering. The complete linkage method is used to create a
portfolio which realizes the best results based on all the
suggested algorithms, but also market indexes, considering that
the Sharpe ratio of such a portfolio is 2.5 times smaller than the
BELEX15 index, that is, 3 times smaller than the BELEXline
index.

TABLE 11
TEST PERIOD 01.01.-31.12.2018
Return Risk Sharpe | Omega
K-means -1.309 0.401 -3.265 0.551
CL -1.042 0.504 -2.066 0.676
SL -1.417 0.567 -2.500 0.609
BELEX15 -1.460 0.396 -3.687 0.479
BELEXline | -1.193 0.257 -4.648 0.387

During the second test period, which includes all of 2018, we
can note that all the clustering models provide better results for
the studied evaluation parameters compared to the values of the
market indexes BELEX 15 and BELEXIine. The application of
the K-means algorithm enables the creation of portfolios whose
performances are improved compared to those of the studied
market indexes in terms of the return and risk ratio, while the
complete linkage method provides a portfolio which offers the
most favorable ratio between return and risk and significantly
improves the features of the optimized portfolio.

Experiments have shown that the traditional Euclidean
distance metric cannot always be a suitable distance function in
financial time series analysis, while DTW is able to find
optimal global alignment between sequences and capture
specific similarities.

V. CONCLUSION

Considering that learning from data and adapting to financial
market changes are a specific and favorable advantage of
machine learning methods, we have seen an increased use of
these methods in financial analyses. As a special type of
machine learning, clustering algorithms have also recently
become the focus of practitioners, as these algorithms can both
identify and incorporate the fast changes of dynamic financial
markets.

The results obtained in this study indicate the possibility of
creation a portfolio by using hierarchical clustering algorithms
in the portfolio selection task, which would result in improved
performances compared to the portfolios of the market indexes
in the sense of a stable diversified portfolio that shows a lower
risk measured in terms of return volatility.

In the future, we plan to investigate the effect of expanding
the group of shares used to create a portfolio on the
performance of a clustering algorithm, testing the adequate
timing for rebalancing a portfolio, analyzing other strategies for
the selection of shares from the cluster which are included in
the realization of the portfolio and analyzing the use of more
advanced algorithms for clustering which might additionally
improve the clustering of financial time series with the aim of
portfolio optimization.
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