
  

  

 
 

Analysis of the precision of neural network
designed with analog methods

Aleksandar B. Bekiarski1, Liliana E. Docheva2 and Ivo N. Dochev3

Abstract— By the solution of many problems,arised during the research
process,a lot of time and means can be saved by means of modeling of neu-
ral networks. The analogue realization of neural network is usually pref-
ered, because: -they are more similar to biological neural networks, -they
are simple and can easy be realized, -they don’t lose the parallel processing
of information. In this paper results of two-layer neural networks, modeled
by means of analogue equivalent scheme, are presented. Two-layers neural
networks,described here, are compared with single-layer neural networks
of the same type, considered in [2] and [3].

In each area and in every systems the accuracy is very important prop-
erty, especially if we talk about neural networks and their precision.In the
presented work the dependence between the step of the input signal,the
number of layers and the precision have been examined.
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I. I NTRODUCTION

Usually analogue neural networks are preferred, because they
are more similar to biological neural networks, it is easier to
be realized and they don’t lose the parallel processing of in-
formation. It is well-known that by the increase of the num-
bers of layers the decision function becomes more complicated.
A single-layer neural network can’t decide a more complicated
problem.That is the reason, the influence of the number of the
layers upon the accuracy to be investigated. The step of the
input signals is also very important.

II. N EURAL CELL MATHEMATICAL MODEL

In the discussed paper a two-layer neural network with two
neurons in the input layer, two neurons in the hidden layer and
one neuron in the output layer, is presented fig. (1). In [2]
depicts a model of neurone, presented as equivalent electrical
circuit. The circuit consist of: independent voltage sourceE,
independent current sourceI, capacitorC, resistorsR z � j andRy � j,
linear voltage controlled current source and nonlinear voltage
controlled current source.
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Fig. 1. Two-layer neural network architecture.

The linear current sources are controlled by means of the volt-
ages of the neighbour cells. The respective relations are:

Ixy � i j
� Bi j

� Ux � i j (1)

Iyx � i j
� Ai j

� Uy � i j (2)

where the coefficientsAi j and Bi j are denoted respectively
as feedback operator and control operator. These coefficients
represent the relatively weight of the connection betweeni and j
neurons. The voltage, obtained at the output of neuroni controls
the current source of neuronj, denoted asUi j. The indexesx
andy are denoting respectively the input or the output.

The signal, obtained at the output of the cell, is passed to the
nonlinear voltage controlled current source. It’s characteristic is
described by the equation:

Iy � j � 1
Ry � j � f

�
Uz � j ��� (3)

where:

f
�
Uz � j � � 1

1 � e � Uz 	 j (4)

The processes in the body of cell withn inputs andm outputs
are presented by means of the following equation 5:

C
dUz � j � t �

dt
��
 1

R
� Uz � j � t � � n

∑
i � 1

Bi jUx � i j � m

∑
i � 1

Ai jUy � i j � I � (5)

Uz � j � t � is the neuron body voltage.
If the output voltage of the neural cell is to be found, it is

necessaryUz � j � t � . to be known. After that the equation 5 has
been solved, the voltage of the body of the neural cell becomes:

Uz � j � t � � R �� e t
RC 
 1� ��� n

∑
i � 1

Bi jUx � i j � m

∑
i � 1

Ai jUy � i j � I � (6)
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Assuming:

φT
� R �  e t

RC 
 1� (7)

and

φI
� � n

∑
i � 1

Bi jUx � i j � m

∑
i � 1

Ai jUy � i j � I � (8)

we canwrite:

Uz � j � t � � φT
� φI � (9)

Finally afterthetransformstheoutput voltagebecomes:

Uy � j � f
�
Uz � j � � 1

1 � e � φT � φI
� (10)

From Fig. 2 to Fig. 6 areshown the forms of the decision
function by stepof theinputsignalvarying from 0,5V to 0,01V
in theneural cell mathematicalmodel.

Fig. 2. Decisionfunction by input signalstep0,5V.

Fig. 3. Decisionfunction by input signalstep0,2V.

Fig. 4. Decisionfunction by input signalstep0,1V.

Fig. 5. Decisionfunction by input signalstep0,05V.

Fig. 6. Decisionfunction by input signalstep0,01V.

I I I . A SINGLE-LAYER NEURAL NETWORK ANALYSIS

For single-layerneuralnetwork we canwrite:

Uz � 3 � t � � R �� e t
RC 
 1� � � B13Ux � 13 � B23Ux � 23 � I � (11)

From Fig. 2 to Fig. 6 areshown the forms of the decision
functionby stepof theinputsignalvarying from 0,5V to 0,01V
in thesingle-layer neural network.

IV. TWO-LAYER NEURAL NETWORK ANALYSIS

In this way we candefinethe output voltageof neural net-
work, presentedon fig. 1. For the neuron body in the output
layertherelation:

Uz � 5 � t � � R �  e t
RC 
 1� � � B35Ux � 35 � B45Ux � 45 � I � (12)

is valid. A perceptronis analyzed, therefore A i j
� 0. In 12 is

substitutedwith:

Ux � 35
� Uy � 3 � f

�
Uz � 3 � � 1

1 � e � Uz 	 3 � (13)

where:

Uz � 3 � t � � R �  e t
RC 
 1� � � B13Ux � 13 � B23Ux � 23 � I � � φT

� φ3

(14)
and

Ux � 45
� Uy � 4 � f

�
Uz � 4 � � 1

1 � e � Uz 	 4 � (15)

where:
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Fig. 7. A single-layerneuralnetwork architecture.

Fig. 8. Decisionfunction by input signalstep0,5V.

Uz � 4 � t � � R �� e t
RC 
 1� � � B14Ux � 14 � B24Ux � 24 � I � � φT

� φ4

(16)
Then:

Ux � 35
� 1

1 � e � φT � φ3
� (17)

and

Ux � 45
� 1

1 � e � φT � φ4
� (18)

therefore:

Uz � 5 � t � � φT
��� B35

1
1 � e � φT � φ3

� B45
1

1 � e � φT � φ4
� I � (19)

Theoutput voltageof neuralnetwork is:

Uy � 5 � f
�
Uz � 5 ��� (20)

whenwesubstitutein equation 19 it canbesolved:

Uy � 5 � 1

1 � e � φT ��� B35
1

1� e � φT � φ3 � B45
1

1� e � φT � φ4 � I � (21)

In this way the output voltageof the neuralnetwork, pre-
sentedonfig. 1, canbeanalyticaldetermined.

From Fig. 2 to Fig. 6 areshown the forms of the decision
function by stepof theinputsignalvarying from 0,5V to 0,01V
in thetwo-layer neural network.

Fig. 9. Decision function by input signalstep0,2V.

Fig. 10. Decisionfunction by input signal step0,1V.

V. CONCLUSION

* Investigations,concerning the analogue neural networks
andtheir’s application in signalprocessinghavebeendone.

* Thedecisionfunctionshavebeenanalyticaldeveloped.
* By thedecreaseof thestepvalueof theinputsignalabetter

approachof the obtained form of the decisionfunction to the
idealform hasbeenobserved.

* Theincreaseof thenumberof layersleadsto anincreaseof
theslopeof thedecisionfunctioncharacteristic.

* Theobtained simulationresultsconfirm theexpected theo-
reticaldependencies.
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Fig. 11. Decisionfunction by input signalstep0,05V.

Fig. 12. Decisionfunction by input signalstep0,01V.

Fig. 13. Decision function by input signalstep0,5V.

Fig. 14. Decision function by input signalstep0,2V.

Fig. 15. Decision function by input signalstep0,1V.

Fig. 16. Decision function by input signalstep0,05V.

Fig. 17. Decision function by input signalstep0,01V.
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