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Abstract – In this paper a formulation and classification of 

multiple criteria decision making problems (MCDMP) is given. 
Some aspects of their solving are discussed. A number of 
different methods are previewed. Attention is given to the neural 
network approach. 
 

Keywords – multiple criteria, neural networks, optimization. 

I. MULTIPLE CRITERIA DECISION MAKING PROBLEMS 
(MCDMP) 

MCDMP have been studied intensively since the 70s. Note 
that Kuhn and Tucker first proved mathematical properties of 
multiple objective mathematical programming problems (see 
below) in the 50s. 

Depending on the type of decision variables discrete (in 
particular integer) and continuous MCDMP are known. 
Depending on the type of functions used in a model we 
consider linear and nonlinear MCDMP. And finally, 
depending on the number of alternatives we consider 
MCDMP with finite or infinite number of alternatives. The 
problems with finite number of alternatives are known as 
Multiple Attribute Decision Making Problems (MADMP) – 
[1]. These problems can be formulated in a matrix form, 
where the rows represent the alternatives and the columns 
represent the objective values over the set of alternatives.  

The other classes of MCDMP (integer, linear etc.) can be 
summarized as Multiple Objective Mathematical 
Programming Problems (MOMPP). Note that discrete 
MCDMP have a finite (but unknown) number of alternatives 
unlike continuous MCDMP. On the other hand the 
alternatives in discrete MCDMP are not explicitly given 
unlike MADMP. 

MOMPP are presented in [2]-[4]. 
The general formulation of MOMPP is in the form: 
 

  “max” (f1(x), … , fk(x)) 
  s.t.   (1) 

x ∈ S: gj(x) ≤ 0, for j = 1,2, …, m 
 
where  
x = ((x1, … , xn) ∈Rn  is the vector of decision variables 
fi(.), gj(.) : Rn  -> R1   are real valued functions for i and j resp. 
The symbol “max” means that all the objectives have to be 
maximized simultaneously. 
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The main difficulties in solving MCDMP can be viewed as 

follows.  
By considering conflicting objectives and excluding the fact 

of existing a solution optimizing all the objectives we receive 
a set of equally good optimal solutions. They are known as 
efficient solutions. This is connected with using partial orders 
in a k-dimensional objective space for comparing objective 
vectors. The most common used orders are pareto and weak 
pareto orders. Consequently pareto and weak pareto efficient 
points are  defined 

 
Definition 1.1 A solution x is (pareto) efficient if and only 

if there does not exist another solution y such that 
 

 fi (x) ≤ fi (y) for i = 1, 2, …, k 
 and   (2) 
 fj (x) < fj (y) for at least one index j ∈ I = {1, 2, … , k} 
 

Definition 1.2 A solution x is weak (pareto) efficient if and 
only if there does not exist another solution y such that 
 
 fi (x) < fi (y) for i = 1, 2, …, k   (3) 
 

In other words the set of (weak) efficient solutions is the set 
of maximal points according to the chosen order. 

The corresponding vector f(x) is called nondominated 
vector. 

The above definitions are true for MADMP also. 
The MCDMP is solved when one solution is chosen – final, 

best compromise solution. Due to the nature of efficient set we 
need additional information to narrow it. Usually such 
information is given by the person  – the expert/decision 
maker (DM). 

Let us assume that the DM can express his/her preferences 
in an analytical form, i.e. there exists a real-valued function 
u(.): Rk  R1 such that if the solution x is preferred to the 
solution y by the DM then u(x) > u(y).  

Then the above problem is simply converted into the usual 
single objective problem 

 
 max u(x)   (4) 
 x ∈ S 
 

Two questions arise about the utility function. How to 
define it in an analytical form and when it is possible, i.e. 
when does the utility function exist? 

It is proven that there are some cases in which such 
function does not exist. Further, in case of existing of such 
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function, it is difficult to write it in an analytical form – [5]-
[7]. 

Therefore, methods for direct solving MODMP were 
developed mainly. 

II. BASIC APPROACHES FOR SOLVING MCDMP 

MCDM methods have two phases: a phase of computation 
and a phase of dialog. A number of solutions are generated in 
the computation phase. The solutions are evaluated by the DM 
in the phase of dialog. There he/she sets his/hers aspirations, 
too. 

If the phase of dialog is before the computation phase then 
the method is called an apriori method. Otherwise it is called 
an aposteriori method. If the two phases follow each other in 
a cyclic mode then the method is called interactive. 

The practice and the theory showed as most promising the 
group of interactive methods and they are the biggest part of 
proposed methods. 

The DM can set his/her aspirations in different ways – as  
levels or goals in the objective space, by comparing two or 
more solutions, by giving trade-offs between objectives etc.  

Usually a single criterion problem is solved in the 
computation phase. It is constructed on the base of primary 
MCDMP and the preferences given by the DM. 

One MCDMP method realizes a strategy for sampling the 
efficient set. A short list of interactive methods according to 
the used strategy follows. 

For example in STEM (Step Method, method of 
constraints) the objectives are divided in two classes: to be 
improved and to be relaxed to the fixed values. Then a 
solution is found optimizing the first group of objectives at 
each iteration – [8]. Other well known methods are VIG of 
Korhonen-Laakso [10] and Pareto Race – Korhonen and 
Wallenius [9] for linear MOMPP. They generate a number of 
solutions at each iteration using a linear parametric method.  
A reference point approach of Wierzbicki [11] generates 
solutions according to the preferences of the DM in terms of 
reference points in the objective space. The reference 
direction method for nonlinear MOMPP [12], [13] projects a 
reference direction onto the nondominated surface. A cone 
contracting method of Steuer [15] and an augmented 
Tchebysheff procedure of Steuer and Choo [14] reduce the 
cone of objectives and the set of weighting coefficients resp. 
The latter approach is also used in Kirilov - Vassilev [16] and 
Zionts - Walenius [17]. 

As it is seen the proposed methods differ in their approach 
for solving MCDMP. But what kind of final solution did they 
find? Is the solution optimal for the utility function? In other 
words can we talk about a convergence of a particular  method 
like in a single objective optimization? The latter problem is 
not solved up to now. 

Another view of approaches for solving MCDMP is – one 
can find a solution in an apriori given number of iterations. 
The question is does the method give the DM a possibility of 
a full understanding of the solved problem (learning effect) 
for the fixed  number of steps? If yes, then the final solution is 
an optimal solution of its utility function.  The other approach 
gives the DM the possibility to move free in efficient set. 

Then the DM decides when to stop the method. In this case 
we talk about behavioral convergence. The question here is 
can the method generate all efficient solutions or its subset in 
a reasonably few number of iterations. This task is studied 
more extensively and most methods from the second group 
can generate the whole efficient set. But the problem when to 
stop still remains.  

Note that in both cases some kind of surrogate (single 
objective) problem is solved at each (multi-objective) 
iteration. Thus to the complexity of a chosen single objective 
problem is added the multiple-objective complexity.   

Therefore in spite of existing a variety of methods for 
solving MCDMP new techniques for solving are looked for. 

 One of them is the neural network approach. 

III. NEURAL NETWORKS AS A TOOL FOR SOLVING 
PROBLEMS  

The ANN features include [26]: advantages (convenient 
for ill-defined tasks with implicit algorithm formulations, 
iterative modeling - structural and algorithmic, adaptivity, 
stability for a fuzzy and noisy input, robustness); 
disadvantages (curse of dimensionality; design problems; 
choice of the energy function; time for learning; small input 
changes lead to a similar, but new training; unpredictable 
behavior; asymptotic convergence with classification 
problems); ANN classification (feedforward ANN and 
recurrent ANN) and learning (learning paradigm, learning 
rule, ANN architecture, learning algorithm). The learning rule 
and the ANN architecture are united around the learning 
paradigm which can be supervised, unsupervised and hybrid. 
The learning algorithm is a realization of the mathematical 
description for the concrete learning rule with respect to the 
ANN architecture. Respectively the ANN tasks can be: basic 
(function approximation, coding and decoding with ANN, 
data and image compression, modeling), tasks for dynamic 
systems (identification, modeling, optimization, control), tasks 
for recognition (image and speech recognition). The ANN 
tasks for dynamic systems can be modeled with time series 
(generation, prediction). It is evident that the set of properties 
including the wide range of the applications is a source of 
principal troubles during the processes of the design, the 
choice of parameters, the mathematical description, the 
optimization and the initialization of ANN. 

New techniques are continuously attracted from other AI 
domains for improving the properties of the artificial neural 
networks (ANN). One of them is for example the evolutionary 
computation (EC). 

Some of the first efforts at applying EC to optimizing ANN 
can be found in [27]-[28]. More recent research has involved 
simultaneously evolving both the structure and weights of 
feed forward and recurrent ANN [29]-[31]. Some attention 
has also being given to evolving fuzzy ANN in which 
classification of input patterns are made with respect to their 
fuzzy membership in evolved clusters [32]. 

The speculation that ANN could be optimized using 
simulated evolution goes back at least to [33]. The aspects of 
the cooperation between the EC and ANN include: ANN 
design [34]-[37], ANN training [38], [34]-[37], [39] and 
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genetic synthesis and ANN optimization [40]. 
 [41]-[43], [25] comprise a review of the modern ANN 

applications. The ANN modern applications include: 
language learning (inborn abilities or ‘phylogeny’, acquired 
abilities or ‘epigenesis’, [41]) and ANN populations (evolution 
on the global level or ‘phylogeny’, learning on an individual 
level or ‘epigenesis’, [42-43], [25]). 

IV. NEURAL NETWORKS FOR SOLVING MCDMP 

Quite a few approaches for solving the MCDM basic 
problems on the base of the ANN are developed up to now. 

In [18] a number of methods for solving MOMPP are 
presented. The general idea is to convert the current MOMPP 
model into a single criterion one and after that this problem to 
be solved by a suitable ANN. Authors give a list of such 
surrogate problems: mini-max problem and shifted mini-max 
problem resp., weighting problem, Lp-problem and goal 
programming problem.  

These methods belong to the group of the apriori methods, 
according to the classification in section II. They need hard 
dialog with the DM. And the main disadvantage of such 
approach is how precise is the dialog, is it user-friendly. 

Naturally if the DM does not accept the computed solution, 
the methods need restarting. 

Another view of the above scalarising problems is that they 
can be interpreted as an approximation of the DM’ utility 
function. And this is another restriction of these methods 
because the form of the function is assumed in advance.  

 
The next two ANN approaches are more considered with 

the multiobjectivity. They use the following results. The 
FFANN with three layers can represent any continuous 
mapping from Rn to Rk [21] and FFANN with two hidden 
layers can represent any set in Rn  [22]. 

Sun, Stam and Steuer [19], [20] developed Interactive 
FFANN Procedure, using a Feed-Forward Artificial Neural 
Network (FFANN) for solving linear MOMPP. 

The idea of this method is to use Feed Forward ANN for 
presenting the DM’s preference structure, i.e. utility function. 
As input patterns for FFANN efficient points are used. They 
are generated by Interactive Weighted Tchebycheff Method 
[2]. The training algorithms based on error-back propagation 
are used to train FFANN. The result is a nonlinear real valued 
function. Its maximization (solving a single nonlinear 
objective problem) yields to the best compromise solution of  
the linear MOMPP. 

The authors use two ways for comparing the objective 
nondominated vectors to be used later for training and 
retraining FFANN. First, by using an interval-scale preference 
value. It is given by the DM. The scale is defined with an 
ideal vector and ‘nadir’ vector – absolute preference 
information. The other is by using pair-wise comparison like 
in AHP process [23] – relative preference information. 

 
Malakooti and Zhou [24] developed Adaptive FFANN 

(AFFANN) approach for solving MCDM problems with finite 
number of alternatives.  

Again the role of FFANN is to describe the DM’s 
preference structure (utility function). The ANN topology is 
not fixed in advance. The method consists of two parts: 

1) Construct AFFANN according to the given training 
set, starting with a rudimentary AFFANN at the 
beginning. 

2) Use the AFFANN from step 1 to present DM’s utility 
function, rank the set of alternatives and ask the DM 
if he/she is satisfied with the solution. If yes – stop; 
otherwise go to step1. 

During the process of solving the model adapts to the 
changes in the training patterns by adding new nodes and 
links. To assure consistent solving the input patterns are 
divided into two subsets: the training one and the test one 
resp. 

The DM has the possibility to test the AFFANN until he is 
satisfied with the results. 

The approach of Malakooti-Zhou has the advantage that it 
can approximate utility functions with a complex nonlinearity. 
This is done by adding new nodes to the FFANN (adaptivity). 
The problem arising in this case is that the ANN can lose its 
predictability and generalization properties. Therefore the 
approach could be used carefully.   

V. CONCLUSION 

 On the base of the above presentation following conclusions 
can be drawn. 

ANN approach was not applied in full its potential for 
solving MCDM problems. 

As it is seen from the currently developed ANN-MCDM 
methods they successfully solve mathematically ill-defined 
multicriteria models.    
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